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1. INTRODUCTION 

Morphological, chemical, structural and other types of 
analyses, which are of paramount importance in the conservation 
and restoration of cultural heritage artefacts, are often faced with 
the impossibility of sampling a suitable quantity of material to 
apply conventional, well-established procedures of analysis. In 
these cases, where a very small amount of material is available, 
micro- and nano-scale methodologies are of fundamental 
importance to provide precise and accurate results for the 
characterisation, and hence, conservation and restoration, of the 
artefact. Among the different advanced experimental and 
theoretical methodologies with micro- and sub-micrometric scale 
capability for the characterisation of natural or synthetic 
materials [1]-[8], scanning electron microscopy (SEM), coupled 
with energy dispersive X-ray spectrometry (EDS) with Si(Li) 
detectors or silicon drift detectors (SDD), is a very powerful and 

widely used microanalytical technique to study both the local 
morphology and chemical composition of materials found in the 
cultural heritage field [9]-[13], even when their dimensions are on 
the micro- and nanometre scale. This is typical of ceramics, 
lithotypes and glass fragments as well as ultrathin metal and alloy 
layers and fragments.  

However, in the latter, and particularly whenever a 
quantitative assessment is desired, the SEM-EDS parameter 
setup and the EDS detector-to-sample configurations and 
arrangements have to be optimised because, if not set 
appropriately, the electron and X-ray scattering in the ultrathin 
materials, and even in those adjacent, could generate systematic 
errors. These problems are related to the elastic/inelastic 
scattering of energetic electrons in the finite size (mass) of the 
fragment, which is also affected by the mean atomic number. As 
a consequence, the EDS spectrum X-ray intensity is mainly 
influenced by the ratio between the fragment size and the 
extension of the electron path in the material. In order to avoid, 
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or at least control, these phenomena when a quantitative analysis 
of ultrathin fragments is desired, the SEM-EDS operational 
conditions (e.g. beam energy, etc.) have to be optimised to design 
specific analytical strategies, which consider both the chemical 
composition, the size of the specimen and the detector 
configuration. In particular, a systematic study of the optimal 
instrumental settings is required to achieve precise, accurate and 
consistent results. 

In this study, a Monte Carlo simulation [14] was proposed as 
an effective methodology to assess the appropriate strategy for 
an accurate quantitative SEM-EDS microanalysis of ultrathin 
samples. The Monte Carlo method was applied to simulate the 
transport of energetic electrons and X-ray generation and 
detection in two different types of ultrathin sample. To show the 
potential of the method, we chose two typical case studies from 
cultural heritage and archaeology. The first case study presents 
an investigation of ultrathin and elongated glass fragments with 
a square section. In the second case, ultrathin metal layers, such 
as those used in the glass tesserae of mosaics, were simulated and 
studied. All the simulations were carried out modelling realistic 
experimental conditions, investigating the effects related to the 
composition and thickness of the glass and metal fragments, the 
physics of electron beam-sample interaction (e.g. energy of the 
electron beam, elastic/inelastic scattering of electrons, threshold 
levels for element ionisation) and the SEM-EDS chamber setups 
(e.g. detector azimuthal and take-off angles, position of the 
electron beam on the sample).  

The results of this study are of interest to researchers in the 
field of cultural heritage and archaeology because of the potential 
for using SEM-EDS micro-nanoanalysis to obtain detailed, 
precise and accurate quantitative data from ultrathin fragments 
and objects. The presented Monte Carlo-based approach is a 
general, consistent and accurate strategy applicable whenever the 
ultrathin size of the investigated specimen is comparable to or 
less than the volume of the electron scattering, for example, of 
micron size. In the field of cultural heritage and archaeology, this 
is often the case, for instance, in ultrathin pigment layers, 
alteration and contamination layers, oxidised metal surfaces, 
superficial protective treatments and micro- and nanometric 
dishomogeneity. 

In section 2, the physics of the Monte Carlo model is 
introduced together with the specific SEM-EDS settings used in 
this study. In section 3, the results of the Monte Carlo 
investigation of two relevant case studies (ultrathin glass 
fragments and metal layers) are presented and discussed. Finally, 
section 4 reports the main conclusions of this study. 

2. MONTE CARLO MODEL 

The SEM Monte Carlo method is an efficient solution for 
dealing with a detailed study of the scattering of electrons and 
the generation, absorption and fluorescence of X-rays in 
different kinds of material. This method was employed here to 
model the generation and transport of electrons and the 
generation and transport of continuum [15]-[18] and 
characteristic X-ray photons, also considering secondary 
fluorescence, in ultrathin structures and to model a realistic EDS 
X-ray detector, with the aim of achieving an optimised and 
accurate quantitative SEM-EDS X-ray microanalysis. The 
trajectories of electrons were modelled taking into account elastic 
scattering and continuous energy loss (continuous slowing down 
approximation) [19]. Czyzewski et al.’s Mott cross section [20], 
Jablonski et al.’s Mott scattering cross section [21] and a basic 

screened Rutherford model [22] were considered for the elastic 
scattering. Energy loss was modelled through an empirical 
modification of the Bethe equation for energy loss (Joy–Luo 
expression [23]), and the Bote and Salvat expression [24] was 
employed for the ionisation cross section. The mass absorption 
coefficients are those of Chantler et al. [25], whereas the 
fluorescence yields are tabulated experimental values [26]. 

The physics of X-ray secondary fluorescence generation is 
modelled by propagating the emitted primary, Bremsstrahlung 
and characteristic X-ray photons from the generation point in a 
random direction (from a uniform distribution) for a distance 
computed by the mean free path for photoionisation, until 
absorption by photoionisation, or until they exit the material [27]. 
In the case of a photoionisation event, relaxation follows with 
the related probabilities of characteristic X-ray emissions. 

The electron beam was modelled with a Gaussian profile and 
focussed onto three-dimensional models of the glass and metal 
fragments. The EDS spectra were obtained simulating a realistic 
Si(Li) EDS detector, with a Moxtek AP 3.3 ultrathin polymer 
window, a resolution of 130 eV (FWHM at Mn Kα), a sample-
to-detector distance of 45 mm and an elevation angle of 40°, 
which are typical measurements in SEM-EDS microanalysis. 
After the spectra generation, the background was subtracted, the 
intensities of the characteristic peaks were integrated and the 
resulting values analysed against fragment size, beam energy, 
position of the electron beam with respect to the fragment edges 
and orientation of the long axis of the fragment with respect to 
the detector position (azimuthal angle). Specimen coating by 
conductive layers were not considered. 

3. RESULTS AND DISCUSSION 

In general, for the microanalytical characterisation of the 
composition of very thin material, the requirements of the 
quantitative SEM-EDS approach need special care since several 
phenomena can influence the analytical results. This is 
particularly evident with ultrathin materials whose dimensions 
are close to or below that of the electron penetration volume. 
The interaction volume of energetic electrons and the X-ray 
generation volume in conventional X-ray microanalysis (i.e. 15–
30 keV) extend for several μm3 in many materials. For ultrathin 
materials, it is expected that the penetration of primary electrons 
extends further than the fragment size, with a variable percentage 
of electrons exiting the fragment before exciting X-rays (finite 
size effect). In turn, they may excite the adjacent materials or 
even the substrate, generating X-rays not related to the intended 
material. Furthermore, the typical standard reference samples 
used in conventional quantitative microanalysis are bulk 
materials (i.e. of infinite size with respect to the scattering volume 
of electrons); therefore, more X-rays are generated in a standard 
reference sample than an ultrathin fragment. Accordingly, the 
ratio of the X-ray intensity emitted by the unknown fragment to 
that of a massive sample (k-ratio) is subject to a decrement. These 
phenomena must be carefully taken in account to improve the 
precision and accuracy of the analysis. 

3.1. Case study 1: glass fragments 

To investigate the various effects of different SEM-EDS 
measurement conditions on the electron-excited X-ray 
microanalysis of ultrathin glass samples, three different types of 
glass of varying thickness and composition were considered: (A) 
silica-iron-magnesium glass, (B) sodium-bearing glass and (C) 
calcium-bearing glass (see Table 1 for the specific compositions, 
reported in oxides). Three-dimensional glass fragments were 
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modelled with a square section in the x–z plane and an elongated 
shape in the third dimension, deposited above a massive 
substrate of carbon. For each model, the thickness and lateral 
size of the fragment were varied between 0.1 and 10 μm to 
investigate the effects of size reduction, whereas electron beam 
energies of 5, 15 and 25 keV were employed.  

It was found that several effects should be carefully 
considered when the excitation volume approaches the size of 
the fragment under analysis, and the experimental setting must 
be accurately defined accordingly. 

Figure 1a and b show, as an example, a two-dimensional view 
of the electron trajectories in the case of a 15 keV (a) and 5 keV 
(b) electron beam (vertical green line), respectively, focussed on 
the top of a sodium-bearing glass fragment (yellow square line), 

type B of Table 1. The beam is centred with respect to the 
fragment edges. The fragment has a square section, a thickness 
of 1 μm and is deposited onto a carbon substrate (horizontal 
white line). In this case, working at 15 keV (Figure 1a) does not 
prevent the electrons from escaping from the fragment towards 
the surrounding material. Primary electrons scatter inside the 
whole fragment volume (yellow trajectories), even scattering into 
the carbon substrate (white trajectories) underneath and from the 
sides of the fragment towards the substrate (blue trajectories) or 
escaping from each different type of material (red ones). Primary 
electrons penetrate the substrate for more than 1 μm, laterally 
spreading for several micrometres. Reducing the beam energy to 
5 keV (Figure 1b) deeply affects the electron scattering volume, 
which reduces to about 4 x 10-2 μm3, completely confined within 
the glass material and without any contribution from the 
substrate. Furthermore, it is worth noting that, compared to the 
5 keV electron beam, when working at 15 keV, the electrons also 
laterally scatter from the fragment sides (blue and red 
trajectories). In the case of an embedded fragment, at 15 keV, 
these last electrons excite X-ray generation in the material 
adjacent to the glass fragment. 

  

Figure 1. Simulated electron trajectories for a 1-μm-thick glass fragment of composition SiO2 53%, Fe2O3 35%, Na2O 8%, MgO 4% (type B in Table 1) and beam 
energies of 15 keV (a) and 5 keV (b), under the experimental conditions detailed in section 2. Electron trajectory colour: green – electron beam, yellow – inside 
the fragment, white – inside the substrate, blue – escaping from the fragment sides towards the substrate, red – scattering outside both the fragment and 
substrate.  

Table 1. Oxide composition (weight %) of the glass fragments. 

Type SiO2 Fe2O3 Na2O CaO MgO 

A 53 40 - - 7 

B 53 35 8 - 4 

C 62 2 - 14 22 

  

Figure 2. Integrated X-ray intensity of Si Kα (a) and Mg Kα (b) emission lines versus electron beam energy, simulated for type-A glass fragments with a square 
section and thicknesses between 0.1 and 10 μm. Legend in (a). 
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The EDS spectra, obtained by the specific modelled Si(Li) 
detector and SEM chamber setup, were background subtracted, 
and the intensity of the relevant X-ray peaks was integrated. 
These values were also compared with those obtained for a bulk 
glass reference standard. As an example, the integrated intensity 
(counts) of some X-ray emission lines as a function of the energy 
of the electron beam (5, 15 and 25 keV), for thicknesses of 0.1, 
0.2, 0.5, 1.0, 2.0, 5.0 and 10.0 μm, is shown in Figure 2, Figure 3 
and Figure 4, in relation to a type-A, -B and -C glass fragment, 
respectively.  

It is worth noting that the integrated intensity trend of the Si 
Kα emission line (1.740 keV) for the type-A glass, as opposed to 
the beam energy (Figure 2a), is highly variable with regard to 
fragment thickness, and it has a general non-linear trend. The X-
ray emission of a 10-μm-thick fragment (blue dashed line and 
square marker) is comparable with that of the bulk material for 
each simulated energy of the electron beam. With the decrease in 
glass-fragment thickness and lateral size, a strong reduction in 
the integrated intensity was observed, with a different thickness 
threshold and non-linear trend for each electron-beam energy 
value. At 25 keV, a reduction in fragment thickness to 5 μm is 

  

  

 

Figure 3. Integrated X-ray intensity of Fe Kα (a), Fe Kα (b), Fe L (c), Mg Kα (d) and O Kα (e) emission lines versus electron beam energy, simulated for type-B 
glass fragments with a square section and thicknesses between 0.1 and 10 μm. Legend in (b). 
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enough to induce a deviation in integrated intensity from that of 
the bulk standard. For this thickness value, the reduced 
absorption effect prevails over that of reduced mass (size), and 
an increase in X-ray counts measured by the detector is observed. 
It should be noted that ‘soft’ X-rays, which are subject to higher 
absorption, suffer a greater reduced X-ray absorption effect [28]. 
For thicknesses below 5 μm, the X-ray counts are strongly 
reduced with respect to that of the bulk material. At 15 keV, the 
detected X-ray counts start reducing below 2 μm, whereas the 
same effect occurs below 0.5 μm at 5 keV.  

Figure 2b shows the results obtained for the integrated 
intensity of the Mg Kα emission line (1.254 keV) for the type-A 
glass fragment. Similar considerations made for Si Kα can be 
extended to the general trend of this atomic species, although 
with different variations specific to Mg Kα. In particular, a higher 
reduced absorption effect is observed for the less energetic Mg 
Kα line compared with Si Kα (see also the counts at 15 keV for 
the 2-μm-thick fragment, cyan dash-dot line and star marker). 

The integrated intensity for Fe Kα (6.400 keV), Fe Kβ (7.059 
keV), Fe L (Lα + Lβ + Lγ; 0.712 keV), Mg Kα (1.254 keV) and 

  

  

 

Figure 4. Integrated X-ray intensity of Fe Kα (a), Fe Kα (b), Fe L (c), Si Kα (d) and O Kα (e) emission lines versus electron beam energy, simulated for type-C glass 
fragments with a square section and thicknesses between 0.1 and 10 μm. Legend in (b). 
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O Kα (0.523 keV) in the type-B glass fragment is presented in 
Figure 3. Fe Kα (Figure 3a) and Kβ (Figure 3b) have a 
comparable non-linear trend, variable with the fragment 
thickness. The X-ray emission of 5- and 10-μm-thick fragments 
(magenta dash-dot line and diamond marker, blue dashed line 
and square marker, respectively) are superimposed and 
comparable with that of a bulk material for each simulated energy 
of the electron beam. However, a strong non-linear reduction in 
the integrated intensity was observed as a function of the 
fragment size below 5 μm at 25 keV and 2 μm at 15 keV, whereas 
at 5 keV, these emission lines could not be excited. The lower 
energy emission lines of Fe L, Mg Kα and O Kα (Figure 3c, d 
and e), particularly Fe L and O Kα, presented a marked increase 
in X-ray intensity before the reduction threshold due to a higher 
contribution of the reduced absorption effect with respect to that 
of reduced mass. A specific trend was observed for each X-ray 
line, with intensity reduction thresholds at 5 μm (25 keV), 2 μm 
(15 keV) and 0.5 μm (5 keV). Only the Fe L line revealed 
different thresholds: 2 μm (25 keV), 1 μm (15 keV) and 0.5 μm 
(5 keV). 

Figure 4 shows, for the type-C glass fragment, the integrated 
intensity of Fe Kα (6.400 keV), Fe Kβ (7.059 keV), Fe L (Lα + 
Lβ + Lγ; 0.712 keV), Si Kα (1.740 keV) and O Kα (0.523 keV), 
providing further details on the effects of different chemical 
compositions on the trend of the integrated X-ray intensities. 
The Fe Kα (Figure 4a) and Fe Kβ (Figure 4b) emission lines have 
trends close to those of the type-B glass fragment (Figure 3a, b). 
The Si Kα X-ray emission (Figure 4d) for the 5- and 10-μm-thick 
fragments (magenta dash-dot line and diamond marker, blue 
dashed line and square marker, respectively) shows negligible 
deviations from that of a bulk material for each simulated energy 
of the electron beam, and no significant predominance of the 
reduced X-ray absorption effect was observed. In addition, for 

the less energetic X-ray lines, Fe L (Figure 4c) and O Kα (Figure 
4e), a specific trend was observed with marked differences from 
that of the type-B glass (Figure 3c, e), with no significant 
predominance of the reduced X-ray absorption effect. 

3.2. Case study 2: ultrathin metal layers 

An ultrathin gold alloy (Au, Ag and Cu) was selected and 
placed adjacent to extended natron glass supports (with a mass 
density of 2.5 g cm-3) to simulate a composite reproducing the 
structure of a mosaic tesserae [29]. A natron-type glass is a soda-
lime-silica glass found in ancient mosaic tesserae and 
characterised by low magnesium, potassium and phosphorous 
content [9], [10]. Two gold alloys were simulated varying the 
silver and copper weight %, as shown in Table 2.  

Two thickness values of the gold layer were simulated, 
corresponding to realistic thick (1 μm) and ultrathin (200 nm) 
gold layers found in ancient mosaics, as explained by Conventi et 
al. and Neri et al. [9], [10]. 

Furthermore, to investigate the effects of the metal-layer 
thickness on the chemical quantification, the same simulation 
approach was applied to bulk standards of the alloys with 
‘infinite’ sizes for electron scattering effects. Reference 
calibration curves were obtained from the integrated intensities 
and compared with those of the elements of the metal layers. 

       

       

Figure 5. Images of the distribution of the detected X-rays (side view) for Ag Lα1 in gold leaf 1 μm (b, e) and 200 nm (c, f) thick, with the detector oriented in 
the same direction as the leaf extension (b, c), as shown in the schematic diagram (a), or at 90° (e, f), as shown in the schematic diagram (d), for a non-centred 
25 keV electron beam. The images depict a 3D distribution projected onto a 2D plane. 

Table 2. Composition (weight %) and mass density of the gold alloys of the 
sub-μm-thick layers. 

Au Ag Cu Mass density in g/cm3 

97.0 2.7 0.3 19.1 

93.0 6.4 0.6 18.5 
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The EDS microanalysis of the gold alloy could include a not 
negligible unreal contribution from X-ray fluorescence, 
produced when a Bremsstrahlung or characteristic primary X-ray 
photoionises core/shell electrons of elements present in the 
surrounding materials but not in the gold alloy. When the gold 
layer is ultrathin and elements, even in trace, are present in the 
adjacent material (in our simulation, the glass of the mosaic 
tesserae), X-ray fluorescence from the surrounding material 
should be considered for a correct quantification of the metal 
layer composition, otherwise incorrect results are obtained, with 
elements present in the glass being assigned to the gold alloy. In 
fact, it should be considered that secondary fluorescence can be 
generated in a material outside the electron scattering volume 
because the mean free path of energetic X-rays overrides electron 
spreading in most materials. In the present simulations, the 
secondary fluorescence contribution was considered. 

The results provided evidence that for a SEM-EDS 
microanalysis of a 1-μm-thick gold layer performed using 
operational settings such as a 25 keV beam positioned in the 
middle of the gold layer, when the sample is oriented so that the 
layer’s long axis is aligned with the detector, the resulting X-ray 
intensity value is very close to the reference calibration curves. 
Conversely, the same operational conditions, when applied to the 
microanalysis of a 200-nm-thick gold layer, would have a strong 
negative effect on the accuracy of the quantitative measurement, 
with a calculated deviation (error) from the real composition of 
about 33% for silver and 53% for copper [29]. 

As a different case study, the effect of a non-ideally centred 
electron beam with respect to an ultrathin layer, a tilted layer or 
a layer that was not homogeneously prepared (Figure 5) was also 
evaluated. The EDS detector was oriented in axis with (Figure 
5a) or at 90° (Figure 5d) to the gold layer, and the layer thickness 
varied between 1 μm and 200 nm. For the sake of this example, 
Figure 5 demonstrates the distribution of the detected X-rays for 
Ag Lα1 in a gold leaf 1-μm thick (Figure 5b, e) and 200 nm thick 
(Figure 5c, f), with the detector oriented in the same direction as 
the leaf extension (Figure 5b, c) or at 90° (Figure 5e, f), for a non-
centred 25 keV electron beam. In Figure 5b, the considered 
operational settings cause a reduction in X-ray generation 
volume inside the layer with a consequent non-linear decrease in 
detected X-rays from the gold alloy and important contributions 
from the elements in the adjacent glass layer (cartellina). The 
reduction in gold-layer thickness to 200 nm further increases 
these effects, decreasing the detected Ag X-rays with respect to 
a bulk reference sample and adding to the measured spectrum 
further spurious contributions from the glass layer present on the 
left (support glass). It should also be noted that the orientation 
of the gold leaf with respect to the detector azimuthal angle 
affects the distribution of the detected X-ray emissions. In 
contrast, as shown in Figure 5e and Figure 5f, a configuration 
with the detector at 90°, i.e. positioned in the direction of the 
cartellina glass, extends the distribution of detected X-rays inside 
the gold alloy in a non-symmetrical manner. Indeed, Figure 5e 
and Figure 5f show an increase along the z-axis (depth) of the X-
ray volume revealed by the detector, in both the 1-μm-thick and 
200-nm-thick layers. This effect is due to the different detector 
position with respect to the gold alloy/glass edges, which causes 
a variation in the X-ray absorption path from the generation 
point to the detector. More X-rays will pass through the glass 
layer, a less dense material and with lighter elements than the gold 
alloy. It should be noted that the detected X-ray signal, even if 
the electron beam is focussed on the gold alloy, would present 
X-ray lines from the glass composition. In this regard, it should 

be considered that the interaction volume of electrons, and the 
associated X-ray generation, is highly dependent on material 
composition and electron-beam energy. The penetration of 
energetic electrons is influenced by elastic and inelastic scattering 
events inside the specific material that can generate a lateral 
extension of electron trajectories from hundreds of nm to several 
μm. 

To optimise the quantitative SEM-EDS microanalysis of an 
ultrathin, 200-nm-thick gold layer, as in the case of a gold-leaf 
mosaic tesserae, the Monte Carlo simulation results suggest a 
decrease in beam energy to 7.5 keV. Under this condition, the X-
ray signal generation is confined within the ultrathin gold 
fragment, which therefore behaves as a massive material. 

4. CONCLUSIONS 

In the quantitative SEM-EDS microanalysis of ultrathin 
fragments and objects of interest in cultural heritage and 
archaeology, the volume of electron scattering could be 
comparable to the size of such fragments. The present study 
showed that, in these cases, the interplay between the 
experimental settings, operational parameters and ultrathin 
fragment sizes can produce multiple and complex effects that 
strongly impact the intensity of the detected X-rays and, hence, 
the exact quantification. Several potential error sources can affect 
the quantitative SEM-EDS X-ray microanalysis of ultrathin 
samples, such as glass fragments and metal layers, which may 
have negative consequences on indirect outcomes (e.g. artefact 
dating, historical records, geographical origin and geological 
setting). The simulation results demonstrated that quantification 
errors may be affected by sample size, chemical composition, the 
energy of the electron beam and several other experimental 
settings, with a specific trend for each analysed element. For this 
reason, for ultrathin fragments, Monte Carlo simulations should 
be adopted to identify potential error sources and devise the 
experimental settings necessary to improve and optimise the 
precision and accuracy of the quantitative microanalysis of this 
kind of material. 
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