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A B S T R A C T

Context: Information visualization is paramount for the analysis of Big Data. The volume of data requiring
interpretation is continuously growing. However, users are usually not experts in information visualization.
Thus, defining the visualization that best suits a determined context is a very challenging task for them.
Moreover, it is often the case that users do not have a clear idea of what objectives they are building the
visualizations for. Consequently, it is possible that graphics are misinterpreted, making wrong decisions that
lead to missed opportunities. One of the underlying problems in this process is the lack of methodologies and
tools that non-expert users in visualizations can use to define their objectives and visualizations.
Objective: The main objectives of this paper are to (i) enable non-expert users in data visualization to
communicate their analytical needs with little effort, (ii) generate the visualizations that best fit their
requirements, and (iii) evaluate the impact of our proposal with reference to a case study, describing an
experiment with 97 non-expert users in data visualization.
Methods: We propose a methodology that collects user requirements and semi-automatically creates suitable
visualizations. Our proposal covers the whole process, from the definition of requirements to the implementa-
tion of visualizations. The methodology has been tested with several groups to measure its effectiveness and
perceived usefulness.
Results: The experiments increase our confidence about the utility of our methodology. It significantly
improves over the case when users face the same problem manually. Specifically: (i) users are allowed to cover
more analytical questions, (ii) the visualizations produced are more effective, and (iii) the overall satisfaction
of the users is larger.
Conclusion: By following our proposal, non-expert users will be able to more effectively express their
analytical needs and obtain the set of visualizations that best suits their goals.
. Introduction

Information visualization is paramount for the analysis of Big Data.
he volume of data requiring interpretation is continuously growing.
isual analytics in software engineering is also gaining importance [1].

n fact, according to [2], the global data visualization market size
tood at USD 8.85 billions in 2019 and is projected to reach USD
9.20 billions by 2027. The evolution of analytics and visualization
echniques lies at the core of business strategies, and more and more
esearch lines are focusing on the visualization of data.

However, users are typically unskilled in information visualization.
hus, finding the visualization that best suit a determined context is
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a very challenging task for them. Moreover, it is often the case that
users do not have a clear idea of what objectives they are building
the visualizations for. Consequently, it is possible that graphics are
misinterpreted, making wrong decisions that lead to missed opportu-
nities. One of the underlying problems in this process is the lack of
methodologies and tools that users who are not experts in visualizations
can use to define their objectives and the corresponding visualizations.

Choosing and implementing the most suitable visualizations for
each dataset is a really complicated task, particularly when working
with Big Data. In these scenarios, it is common to find heterogeneous
data sources that require extensive knowledge of the underlying data
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to create a suitable visualization [3]. Moreover, using an unsuitable
type of visualization can lead to misunderstanding the data and making
wrong decisions. In this sense, an approach such as SkyViz [4] can
support users in creating visualizations. In SkyViz, the suitable visu-
alization types for a given dataset are selected and created based on
a visualization context defined by users; however, as the authors recog-
ize, defining a visualization context from scratch can be a challenge
or users who are not expert in data visualization.

To fill this gap, in this paper we present a process that helps non-
xpert users define their analytical goals and derive automatically the
uitable visualizations according to the defined context. Our proposal
overs the whole process, from the definition of the user require-
ents to the implementation of the visualizations. In our previous
ork we proposed (i) a User Requirements Model [5] to capture the
sers’ analytical needs, (ii) a Data Profiling model [6] to extract semi-
utomatically the characteristics of the data sources, and (iii) a Data
isualization Model [6] that enables users to specify the visualiza-

ion details regardless of the technology used for the implementation.
herefore, by following our proposal non-expert users will be able
o communicate their analytical needs and obtain the visualizations
hat best suit them to achieve their goals. Besides, a dashboard will
lso be generated to group the visualizations and help users to carry
ut strategic decisions as such as the monitoring and measuring of
heir goals. Moreover, in this paper we put into practice the proposed
ethodology, by applying it to a case study focused on the Incidents
anagement from the Police Department of San Francisco.

To assess the validity of our proposal we have performed an experi-
ent with 97 non-expert users in data visualization. In the experiment

ach user was tasked with two exercises. In the first exercise, par-
icipants were tasked with carrying out an analysis over a dataset
ithout following any particular methodology. In the second exercise,
ach participant carried out a different analysis than the one they
ad seen before, this time following our proposed methodology. The
esults obtained from the experiment have been analyzed and repre-
ented graphically in order to show the improvements achieved by our
ethodology.

Therefore, the main contributions of this paper are to show the
verall steps of the process, the application of the approach to a new
cenario (illustrative example) to show its generalizability, and the
alidation of the proposal through the analysis of the results obtained
y several groups of participants.

The rest of the paper is structured as follows. Section 2 presents
he related work in the area of visualizations and analytics. Section 3
escribes our process to automatically create visualizations. Section 4
hows our approach applied to an illustrative example. Section 5
resents an evaluation of the proposal by means of an experiment
ith non-expert users. Section 6 describes the validity threats to our
roposal. Finally, Section 7 summarizes the conclusions and sketches
uture works.

. Related work

Several approaches highlight the importance of visual analytics.
or instance, [7] and [8] show the potential of visual analytics in
oftware engineering. In [7] a visualization framework is presented that
tilizes heat-maps to explore the evolution of a source code repository.
eanwhile, [8] presents visualization approach that captures signifi-

ant aspects of the development process, and then tightly integrates
nd synchronizes them with product artifacts created by it.

Due to the relevance of this field, numerous authors are working in
his area. In [9,10] and [11], techniques are proposed to automatically
enerate visualizations or dashboards. However, all of them rely on the
ser to choose the type of visualization to be used. That is why some
ther approaches propose ways to find the best type of visualization.
or instance, authors in [12] review the main classifications proposed
n the literature and integrate them into a single framework. In [13]
2

a framework is proposed that chooses the best type of visualization.
Similarly, in [14] some visualization types are related to those types of
users objectives that could be more compliant with. Finally, the SkyViz
approach asks users to specify a structured visualization context and
determines the suitable types of visualization [4].

Other works are focused on the possible limitations of graphic
representations. [15] argues that one of the reasons for the lack of
advanced visualizations are users, who often do not know how they
may represent their data. Similarly, in [16], the authors point out that
users are often seen as the ‘‘weakest link’’ in the security chain. For
this reason, the authors propose an approach that improves systems by
ensuring that problems are mitigated even when the users deviate from
their expected behavior. In [17] a classification of causes of pitfalls
is proposed, where pitfalls are responsibility of either the designer or
the user. They list three types of (negative) effects: cognitive, emotional,
and social. The distinction between designer and user-induced mistakes
is particularly valuable in pragmatic terms, as it can give immediate
insights to the producers or to the evaluators of visualizations respec-
tively. In this sense, visualization designers should look at the encoding
of the visualization, while users should pay attention to pitfalls in the
decoding.

It is crucial to consider the possible risks and errors that can be made
during the design and generation of visualizations. [18] points out that
the rendering process introduces uncertainty in three areas: data collec-
tion process, algorithmic errors, and computational accuracy and precision.
Moreover, in [19] the authors presented an initial study about the
representation of errors and uncertainties visually. The possible sources
of uncertainty are acquisition, model, transformation and visualization.

It is also relevant for users to understand the visualization that
they are seeing and what is the goal that this visualization pursues.
Visualizations are required to be precise and easy to comprehend by
users in order to minimize the interpretation errors made by users as
well as designers. Visualizations must also contemplate the changing
needs of users, considering high-level semantics, and reasoning about
unstructured and structured data, providing easier access and better
understanding of the data [20]. Moreover, although often overlooked
in visualization design, requirement modeling is a paramount activ-
ity [21] that compensates for the little attention usually paid to (ex-
plicitly) representing the reasons, i.e., the why, in terms of motivations,
rationale, objectives, and requirements.

Despite all the work done in this field, none of the approaches
previously mentioned provides a methodology that guides non-expert
users from the start in the specification of the most adequate set of
visualizations and facilitates their generation and grouping into suitable
dashboards used for the extraction of knowledge. In this sense, our
proposal aims to better bridge the gap between user requirements and
visual analytics.

3. Process to create visualizations automatically

In this section we describe our methodology. Fig. 1 represents the
proposed process. The first model is the User Requirements Model
presented in [5]. The main aim of this model is to capture the users’ an-
alytical needs. Since we are dealing with non-expert users, the model is
completed by following a sequence of guidelines. Then, a Data Profil-
ing Model [5] is obtained. This model is created by semi-automatically
analyzing the features of the data sources selected in the previous
model. Once both models are completed, a Visualization Specifi-
cation is derived according to their information. This specification
contains enough information to automatically derive the suitable visu-
alization types by following [4]. This transformation generates the Data
Visualization Model [6], which allows users to specify visualization
details regardless of the underlying technology used for the implemen-
tation. Using this model, users are also able to confirm whether the
proposed visualizations fulfill the essential requirements for which they
were created and whether they contribute to reach the users goals by
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Fig. 1. Process proposed to create visualizations.
providing the necessary answers or not. If a visualization does not pass
the validation, it means there are missing or ill-defined requirements.
In this case, the models will be reviewed to identify which aspects
were not taken into account. Otherwise, if a visualization passes the
validation, it will be implemented in the selected technology and added
to a dashboard.

In the following sections we explain in more detail the different
components of the process.

3.1. User Requirements Model

The User Requirements Model supports the users in the definition of
their data analysis objectives and helps to determine which visualiza-
tion types they need to achieve these objectives. This model collects the
Interaction and Visualization Goals that compose the Visualization
Specification. Section 4.1 shows this model applied in an illustrative
example.

In order to formally define our model, in [5] we proposed the
metamodel shown in Fig. 2. This metamodel is an extension of [22],
used for social and business intelligence modeling, and derived from
the widely known i*, in its 2.0 version [23] and its specialized i*
for Data Warehouses extension [24]. I* is one of the most widespread
frameworks and has been successfully applied to a large number of
fields, such as [25–27]. Moreover, it facilitates the communication
with the user, structures the information (objectives and mechanisms
to achieve them) in an intuitive way, and provides a structure to the
requirements.

Elements from i* are represented in blue, elements from i* for Data
Warehouses in red, and the new concepts added in yellow. In the
following we describe in detail the main elements of the metamodel.

• Visualization Actor: the user who will interact with the system.
It can been classified as either Tech or Lay depending on whether
she is expert or not in complex data visualizations.

• Business Processes: the process at the core of users’ analysis. It
serves as a guideline for the definition of their Goals.

• Strategic Goals: the main objectives of the business process;
achieving them translates into an improvement from a current
situation into a better one.

• Analysis Type: it allows users to express which kind of analysis
they wish to perform, as classified by [28]:
3

– Prescriptive: How to act?
– Diagnostic: Why has this happened?
– Predictive: What is going to happen?
– Descriptive: What to do to make it happen?

• Decision Goals: decisions aimed at taking appropriate actions
to fulfill a strategic goal. They also explain how the associated
strategic goal can be achieved.

• Information Goals: the lower-level abstraction goals that repre-
sent the analysis to be carried out over the available information.

• Visualization: a specific visualization type that will be imple-
mented to satisfy one or more information goals.

• Visualization Goals: they describe the data aspects that the visu-
alization tries to reflect. Work in [5] proposed a flowchart to aid
users in finding which visualization goal they are pursuing. The
flowchart contains a series of Yes/No questions to be answered
by users, and provides an easy way to discern which visualization
goals should be included for each visualization. The possible goals
that users can choose from are [4]:

– Composition: Highlight how the parts of data are composed
to form a total.

– Order: Order values.
– Relationship: Analyze correlation.
– Comparison: Establish similarities and dissimilarities.
– Cluster: Emphasize the grouping into categories.
– Distribution: Analyze how data are dispersed in the space.
– Trend: Examine the general tendency.
– Geospatial: Analyze data using a geographical map.

• Interaction Type: Type of interaction that the visualization must
support. In [5] a series of guidelines was proposed to help users
choose one or more types of interaction they want to be supported
by the visualization. The possible interactions that users can
choose from are [4]:

– Overview: Gain an overview of the entire data collection.
– Zoom: Focus on items of interest.
– Filter: Quickly focus on interesting items by eliminating

unwanted items.
– Details-on-demand: Select an item and get its details.
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Fig. 2. Visualization specification metamodel.
• Datasource Resource: elements that provide relevant data from
the data source.

3.2. Data Profiling Model

Following the proposed process, the next model is the Data Profil-
ing Model. At first, in the User Requirements Model, the users have
captured the data elements to be represented in each visualization.
Then, the Data Profiling Model captures the data characteristics that are
relevant for that visualization, such as Dimensionality, Cardinality,
and Dependent/Independent Type. In [5], a Java implementation of
a Data Analyzer to carry out data profiling was described. This software
allows users to specify the data source from which they need to extract
information and performs the extraction in an automated and guided
way. Section 4.2 shows an example.

These characteristics are extracted in a semi-automatic manner, as
explained below. First, the users specify a connection to the source
dataset they wish to visualize. Then, a menu is provided where users
can choose if they wish to retrieve the Data type, Cardinality, or
Dimensionality of the selected column. Finally, the software returns the
information requested by users. This tool has been created to collect
information about the data in a simple way for users. In order to
know how to delimit the values for each coordinate we have followed
the approach proposed in [4], which classifies the Dimensionality,
Cardinality, and Dependent/Independent Type as follows:

• Dimensionality is used to declare the number of variables to
be visualized. Specifically, it can be 1-dimensional when the data
to represent is a single numerical value or string, 2-dimensional
when one variable depends on another, n-dimensional when a data
object is a point in an n-dimensional space, Tree when each item
in a collection is linked to one parent item, or Graph when each
item in a collection is linked to an arbitrary number of items.

• Cardinality represents the number of data items. It is set to Low
if this number is below a few dozens, to High otherwise.

• Type of Data is used to declare the type of each variable v. We
identify each category as follows. If v is numerical, it is labeled as
Interval if it supports the determination of equality of intervals or
differences, as Ratio if it also has a unique and non-arbitrary zero
point. If v is alphanumeric, the program shows a list of values;
the user can then specify if in the list there is an order (in which
case v is Ordinal) or not (Nominal).
4

3.3. Visualization Specification

Once the User Requirements Model and the Data Profiling Model
are completed, the information coming from the models composes the
Visualization Specification. We follow the SkyViz approach to discover
which type of visualization suits bests each particular case, taking into
account users preferences. Section 4.3 shows an example.

As described in [4], SkyViz operates by (i) asking the user to define
a visualization context based on seven prioritizable coordinates for
assessing her objectives and describing the dataset to be visualized; (ii)
translating the visualization context into a set of suitable visualization
types; (iii) asking the user to select one preferred visualization type
among those proposed at the previous step; (iv) finding the best bind-
ings between the columns of the dataset and the graphic coordinates
used by the visualization type chosen by the user, and (v) asking
the user to select one preferred binding among those proposed at the
previous step. Specifically, as to (i), the seven coordinates composing
the visualization context are filled starting the User Requirements
Model and the Data Profiling Model. Step (ii) is performed based on a
suitability function that assesses to which extent (fit, acceptable, discour-
aged, unfit) each visualization type is suitable for each possible value of
each visualization coordinate; for instance, pie charts are discouraged
for high-cardinality data, and bubble graphs are fit for n-dimensional
data. The scores in the suitability function were mainly derived from
the best practices found in the literature [29–31]. The set of suitable
visualization types is then defined as those that are Pareto-optimal; a
visualization type is Pareto-optimal when no other visualization type
dominates it, being better along one coordinate and not worse along all
the other coordinates. Given one preferred visualization type among the
Pareto-optimal ones, step (iv) requires to decide how each variable in
the dataset will be visualized, i.e., to establish a binding between each
variable and each graphic coordinate of that visualization type. This is
done by relying on a set of scores that indicates to which extent each
graphic coordinate of each visualization type is suitable for each data
type; for instance, the ‘X’ graphic coordinate of a single line chart is fit
for variables of interval and ratio type, and the ‘size’ graphic coordinate
of a bubble graph is unfit for variables of nominal type. Like for step
(ii), the bindings proposed to the user are all the Pareto-optimal ones.

In [6] we explain in detail how to transform the Visualization
Specification into a visualization following a Model-Driven Architecture
(MDA) standard. As Fig. 3 shows, we transform the Visualization Spec-
ification by means of a set of model-to-model transformations using
the QVT language [32], a standard from the OMG. For example, to
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Fig. 3. Transformation of Visualization Specification into a visualization type.
s

a

derive an axis-based visualizations, our transformation generates an
AxisVisualization element according to the graphic type established by
the transformation. To derive this value we use the imperative part
of the transformation (Where clause) according to the specific criteria
established by [4] for each graphic type. The Cardinality, Dimensionality,
IndependentDataType, and DependentDataType values are obtained from
the Data Profiling Model, while the VisualizationActor, Interaction-
ype, and VisualizationGoal are obtained from the User Requirements
odel.

.4. Data Visualization Model

Once a suitable visualization is obtained, we allow users to cus-
omize it using the Data Visualization Model [6]. This model shows
representation of the visualization and facilitates non-expert users in

electing the right visual analytics. For instance, users may define the
lement that determines the order in the visualization, the orientation
f the visualization, or other elements as the legend, font family, and
ange of colors. Section 4.4 shows an example.

Users will modify the visualization through the Data Visualization
odel until it meets their requirements. Once all the elements have

een customized, users have to confirm whether the visualization ob-
ained achieve their goals. If the visualization passes the validation,
t will be generated as described in the next subsection. Otherwise,
n unsuccessful validation generates a review of the existing User
equirements Model. The review process consists in reviewing the User
equirements Model to add or modify missing goals. If the visualization
oes not meet the goal for which it was created, the users will have the
pportunity to redefine that goal or create a new one.

.5. Visualization Generation

If the visualization achieves the requirements for which it was
reated, it will pass the validation and will be generated. This step
ransforms each element specified in the Data Visualization Model into
code-level specification for a graphic library. The transformation is

one by means of code-to-text transformations that generate the code
ccording to the target library. In our case, we use either the D3
avaScript [33] or the Plotly [34] libraries to render the visualizations.
he visualization, combined with the other ones generated in the
rocess, will be grouped into a dashboard so that the user has access
o all the information simultaneously. Section 4.5 shows an example of
he generation of a visualization.
5

4. Illustrative example

This section shows the approach applied to an illustrative example
based on the Police Department Incident Reports dataset [35] from
the open dataset of San Francisco city [36]. In this case, the Police
Department of the city requires a set of visualizations to analyze their
data in order to help them improve the responsiveness of their services
and reduce the incidents. We have applied our proposal to this case
study by following the process in Fig. 1.

4.1. User Requirements Model

The first element involved in our process is the User Requirements
Model (Section 3.1); Fig. 4 shows the result of its application. In this
case, the final user is the Police Department Supervisor of the city of
San Francisco, represented as a ‘‘Lay user’’ because she is not a specialist
in visualization of Data Analytics. The Business Process which the user
wants to analyze is ‘‘Incidents Managment’’, and the strategic goal that
he wishes to achieve is to ‘‘Reduce incidents’’.

In order to achieve this strategic goal, the user decides to perform
‘‘Prescriptive analysis’’ and decomposes it into two decision goals,

‘‘Identify risk of the incident’’ and ‘‘Identify workload of police districts’’,
that aim to fulfill the strategic goal.

Afterwards, the user specifies information goals for each decision
goal. These goals represent the lowest level of goal abstraction. In the
case of decision goal ‘‘Identify risk of the incident’’, the user refines it
into two information goals, ‘‘Analyze neighborhoods with more incidents’’
and ‘‘Analyze the categories of incidents’’. Decision goal ‘‘Identify workload
of police districts’’ is refined it into the information goal ‘‘Analyze the
number of incidents attended by police district’’.

At this moment, the user has the essential information about her
goals, and she can start to define the visualization context. For each
information goal, a visualization will be automatically derived in order
to achieve it. Each visualization represents one or more visualization
goals (aspects of the data the visualization is trying to reflect) and one
or more kinds of interaction (how users would like to interact with the
visualization). A set of guidelines that may be used by users to aid in
the definition of these elements can be found in [5]. In this case the user
has selected for the different visualizations ‘‘ Distribution’’, ‘‘Geospatial’’,
‘‘Comparison’’, and ‘‘Trend’’ as visualization goals and ‘‘Overview’’ as
interaction type.

Finally, visualizations are decomposed into Categories and Measures
that will populate them. In this case, the visualization of ‘‘Number of
incidents by neighborhood’’ includes ‘‘Neighborhoods’’ as category, and
‘‘Amount incidents’’ as measure. For the visualization of ‘‘Number of
incidents by category’’ the user picked ‘‘Incident category’’ as category,
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and ‘‘Amount incidents’’ as measure. Finally, in the case of ‘‘Number of
incidents attended’’, it makes use of the categories ‘‘Police District’’ and
‘Year’’ and the measure ‘‘Amount incidents’’.

.2. Data Profiling Model

Once the data sources and collections that will feed the visualiza-
ions have been defined by the user, we apply the Data Profiling Model
Section 3.2) this model determines, in a semi-automatic way, the
imensionality, Cardinality, and Dependent/Independent Type of the
ata. We focus on the ‘‘Number of incidents by category’’ visualization
rom the User Requirements Model, which requires information about
ategory ‘‘Incident category’’ and measure ‘‘Amount incidents’’.

First, through the Data Profiling Model, the independent variable
‘Incident category’’ is classified as Nominal and the dependent variable
‘Amount incidents’’ as Ratio. Dimensionality is set as 2-dimensional,
because the user has selected 2 variables to visualize. Finally, the
Cardinality is defined as Low because the independent variable contain
19 items to represent.

4.3. Visualization Specification

Once the Visualization Specification has all the necessary informa-
tion from the previous models, it is used as input of the approach
presented in [4]. This approach performs a suitability function that
assesses to which extent (fit, acceptable, discouraged, unfit) each visu-
alization type is suitable for the information stored in the Visualization
Specification (Section 3.3).

Table 1 shows the Visualization Specification with its suitability
scores (though for brevity we only include three visualization types, all
6

‘

Table 1
Suitability scores for different visualizations types.

Vis. specification Bar graph Bubble graph Single line graph

Goal: Comparison fit fit unfit
Interaction: Overview fit fit fit
User: Lay fit acceptable fit
Dimensionality: 2-dim. fit unfit fit
Cardinality: Low fit acceptable acceptable
Independent type: Nominal fit unfit unfit
Dependent type: Ratio fit fit fit

the available visualization types were actually compared). According
to the suitability scores, the most suitable visualization for the case
at hand is ‘‘Bar Graph’’. Fig. 3 shows how we use transformations to
utomate this process.

.4. Data Visualization Model

Once the visualization type has been established as ‘‘Bar Graph’’,
Data Visualization Model (Section 3.4) is built as Fig. 5 shows to

erify that the visualization satisfies the users’ needs and allow them
o customize it.

This model shows a mockup of the visualization with a series of
haracteristics that the user can customize. For example, the user has
elected ‘‘Amount incidents’’ for the X axis, ‘‘Incident category’’ for the

axis, and the orientation has been determined as Horizontal. When
he user has finished customizing the visualization, she will have to
est if the visualization makes it possible to satisfy the information goal
‘Analyze the categories of incidents’’ (i.e., if all the necessary information
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Fig. 5. Data Visualization Model.
Fig. 6. Generated visualization.

can be analyzed). If the visualization passes the validation, it will be
generated.

4.5. Visualization Generation

After the validation is passed, visual requirements are translated
into an implementation by means of calls to the D3 JavaScript li-
brary [33] (Section 3.5), obtaining the visualization shown in Fig. 6.
Consequently, this visualization, combined with those generated from
the other informational goals ‘‘Analyze neighborhoods with more inci-
dents’’ and ‘‘Analyze the number of incidents attended by police district’’
will be added to the dashboard that will enable non-expert users in data
visualizations – such as the Police Department Supervisor – to monitor
their processes.

5. Evaluation

In this section, we present the performance of our proposal in
a controlled experiment. This experiment is part of a set of experi-
ments for assessing the validity and impact of the proposal. In [37]
it is possible to find a copy of the experimental materials in order
to reproduce the experiments. We have followed the guidelines for
experimentation in software engineering proposed in [38]. We have
7

carried out our experiments with non-expert users in data visualization
coming from the University of Castilla la Mancha (UCLM) Campus of
Albacete (Spain) and from a small IT company located in Alicante
(Spain).

5.1. Experiment context

The main goal of these experiments is to analyze the proposed
methodology and evaluate its understandability and effectiveness from
the viewpoint of non-expert users in data visualization. In the experi-
ments, a total of 97 non-expert participants filled in the questionnaires.
The set of participants included 2nd-year computer engineering stu-
dents and employees of a technological company. In both cases none
of the participants had knowledgeable skill in data visualization.

The students were recruited through an email from their teachers,
and participated voluntarily. They were rewarded with 0.25 out of 10
in the final mark of the subject, however, their performance had no
impact on the mark. The participants of the company participated on
a voluntary basis without any benefit.

Due to the COVID measures, not all the participants could meet
in the same room and this is why they had to be divided into the
groups shown in Table 2. The group of instructors was composed by
two developers of the method and two professors from the University
of Castilla la Mancha. The professors were instructed to know the
experiment and what kind of assistance they could provide. In the case
of the experiment in the company, the instructors were two developers
of the method. During the experiment it was not explicitly explained
who were the developers of the method.

As to the assistance provided during the experiments, it was fo-
cused on the development of the exercises, not on the content. The
different elements of the model were explained so that users were able
to generate the goal tree by themselves. Some additional help was
provided to derive the visualizations, since the experiment was made
on paper and the prototype CASE tool [39] was not ready at that time.
Moreover, using the prototype would have introduced additional risks
and noise, since it would have been difficult to understand whether an
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Table 2
Participants to the experiment.

No. of participants Background Assistance

Group 1 9 UCLM Yes
Group 2 15 UCLM Yes
Group 3 21 UCLM Yes
Group 4 39 UCLM No
Group 5 13 IT company Yes

Table 3
Main features of the experiment.

Null
hypothesis

- H0A: The use of the proposed methodology does not
allow users to cover more analytical questions
- H0B: The use of the proposed methodology does not
improve the set of generated visualizations
- H0C: Users do not find any improvement between
performing the exercises with or without the proposed

Dependent
variable

- Number of questions answered
- Perceived value of the visualizations
- Perceived improvement

Independent
variable

- Whether the methodology was used or not
- Whether there has been assistance in the performance
of the experiment

Location - Albacete
- Alicante

Date - October 2020

Subjects - 84 Computer Engineering Students
- 13 Employees of an IT company

improvement in the results was derived from the methodology itself
or from the usage of the tool. In the case of the participants who had
no assistance, there was no interaction at all between them and the
instructors.

Importantly, only the help that the tool would have provided was
indeed given to the participants. There was no help in applying the
methodology, as this would have posed a threat to the validity of the
experiment.

As Table 3 shows, the experiment seeks to discover whether (i)
the proposed methodology really helps in answering more analytical
questions, (ii) it increases the perceived value of the set of visualizations
created, and (iii) whether users perceive an improvement when doing
an exercise with or without the methodology. Then, the independent
variables were defined as (i) whether the methodology was used or not
and (ii) whether there has been assistance to carry out the experiment
or not. And finally, the null hypothesis that the experiment tried to
accept/refuse.

5.2. Experiment design

The experiment consisted of performing two exercises related to
a tax collection topic and an evaluation, the first exercise without
following any methodology and the second by following our method-
ology. Usually different cases are used, however, in this experiment
we decided to use the same case to avoid fatigue effect risk, since the
experiment was very long.

Firstly, before starting the exercises, we requested the participants
to fill a short anonymous survey where they were asked about their age,
gender, studies, and level of experience with data visualization tools. In
this way we could then identify non-expert users and evaluate how our
proposal improves their results. Both the survey and the experiment
exercises were always filled in an anonymous manner, making us
unable to identify the author behind the survey and the corresponding
exercise.

Then, users performed the requested exercises. On each exercise,
participants were assigned with a different strategic goal to achieve
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related to the tax collection topic. In the first exercise, participants were
Table 4
2 × 2 factorial design.

Exercise 1
Without methodology

Exercise 2
With methodology

Experiment mode A Strategic goal 1 Strategic goal 2
Experiment mode B Strategic goal 2 Strategic goal 1

asked to define visualizations by knowing the strategic goal and having
all the data available. In this first case, the participants did not follow
any method. In the second exercise, participants were assigned with a
different strategic goal and, in this case, they were asked to follow our
methodology. Once both exercises were finished, the participants com-
pleted the evaluation by answering concrete questions that required the
usage of the visualizations they had created. They also had to rate the
visualizations they had defined as well as the improvement perceived
when doing an exercise with or without the methodology.

Everyone did the experiment first without the method and then with
it. To avoid the learning effect, a 2 × 2 factorial design with confounded
interaction [40] was used, as shown in Table 4. In this sense, the
strategic goal to achieve and the analytical questions were swapped,
i.e., the participants with Experiment Mode A received strategic goal 1
to do exercise 1 (without using our methodology) and strategic goal 2
to do exercise 2 (using our methodology). Conversely, in Experiment
Mode B the participants received strategic goal 2 to do exercise 1
(without using our methodology) and strategic goal 1 to do exercise
2 (using our methodology). The experiment modes were distributed
equally among the participants.

The analytical questions that participants had to answer by using
the created visualizations are listed below. These questions were estab-
lished by the authors during a brainstorming process. Moreover, the
questions were tested in a pilot experiment and some of them were
removed. For each question, participants must state whether they can
or cannot answer it using their previously defined visualizations. It was
not possible to answer all the questions with a single visualization since
the questions were designed to force participants to use more than one
visualization.

Reduce unpaid bills (Strategic Goal 1)

1. Identify the areas with most unpaid bills
2. Identify the types of taxes with most unpaid bills
3. Identify the tax records with most unpaid bills
4. Analyze the evolution over time of unpaid bills

Reduce the bill collection time (Strategic Goal 2)

1. Identify the amount of bills paid on and after the deadline
2. Identify the types of bills that are mostly paid after the deadline
3. Indicate in which areas there are payment delays
4. Identify the most delayed tax records

Finally, in order to rate their confidence on the visualizations cre-
ated, they were tasked to fill the rubric shown in Table 5. This table
allows participants to communicate the perceived value of the set of
visualizations created in Exercise 1 and Exercise 2 and the improve-
ment perceived between performing the exercises with or without our
methodology. This is a subjective aspect that allows us to know if users
can really feel that there is an improvement in the performance of the
exercise by following our methodology.

Therefore, the information collected was: (i) information regard-
ing participants demographics, (ii) number of analytical questions an-
swered, (iii) score of the rubric (Table 5), and (iv) time required by the
participants to complete the experiment, which was only collected for
statistical purposes.
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Table 5
Rubric to evaluate the set of visualizations.

Score

1 2 3 4

Ex.1 Are the visualizations useful?
Is the information well represented?
Are the visualizations
suitable for the information?

Strongly
disagree

Disagree Agree Totally
agree

Ex.2 Are the visualizations useful?
Is the information
well represented?
Are the visualizations
suitable for the information?

Strongly
disagree

Disagree Agree Totally
agree

Ex.1 vs. Ex.2 Did you perceive any
improvement in
Ex. 2 over Ex. 1?

No
improvement

Little
improvement

Reasonable
improvement

Remarkable
improvement
Fig. 7. Histogram for number of questions answered for Group 123.
Table 6
Comparison of the analytical questions and rubric results based on whether or not the
methodology was used.

Average

Without
methodology

With
methodology

Group 123
Answered questions 1.87 2.72
Perceived value 1.82 2.74
Perceived improvement 2.95

Group 4
Answered questions 2.13 2.34
Perceived value 1.89 2.58
Perceived improvement 2.42

Group 5
Answered questions 1.08 2.15
Perceived value 1.85 2.62
Perceived improvement 2.92

5.3. Experiment results

After manually transcribing the survey, the analytical questions, and
the rubric for a subsequent analysis, we obtained the results shown in
Table 6. We have grouped the results in:

• Group 123: 45 Computer Engineering students from UCLM who
were assisted while carrying out the experiment.

• Group 4: 39 Computer Engineering students from UCLM who
were not given assistance in carrying out the experiment.

• Group 5: 13 Employees of a small IT company who were assisted
while carrying out the experiment.

In the following, the results from each group will be analyzed.

5.3.1. Group 123 - Students with assistance
Group 123 included 45 Computer Engineering Students from the

University of Castilla la Mancha. In this case, we gave assistance to
the participants through a detailed explanation of the methodology and
solved all their doubts.

According to the results obtained, shown in Table 6, the set of vi-
sualizations generated without following any methodology can answer
1.87/4 (47%) of the specific questions proposed, while this num-
ber grows until 2.72/4 (68%) coverage when following the proposed
method. Furthermore, a 2-Sample T-Test was performed with an alpha
9

Fig. 8. Perceived value of visualizations for Group 123.

of 0.05. Thanks to this test, we could conclude that the mean number
of questions answered differs at the 0.05 level of significance, with a 𝑝-
value < 0.001. Therefore, for Group 123, with a 95% confidence level,
we can reject the null hypothesis ‘‘H0A - The use of the proposed method-
ology does not allow users to cover more analytical questions’’. Thus, the
number of analytical questions answered by using the methodology is
significantly different (higher) from the number of analytical questions
answered without using the methodology. Moreover, Fig. 7(a) reflects
the normality of the data since it corresponds to the structure of a
Gaussian distribution [41].

In order to accept or reject the null hypothesis ‘‘H0B: The use of
the proposed methodology does not improve the set of generated visual-
izations’’, the answers of the rubric of Table 5 have been analyzed.
As Table 6 shows, the participants scored the visualizations created
without methodology with an average 1.82/4. Comparatively, the vi-
sualizations generated using the methodology presented were scored
with an average of 2.74/4. Fig. 8 represents the perceived value of the
resulting visualizations.

The 2-Sample T-Test was performed with an alpha of 0.05. Thanks
to this test, we could conclude that in the case of the perceived value of
the visualizations the means differ at the 0.05 level of significance, with
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Fig. 9. Histogram for the confidence on the visualizations score for Group 123.
Fig. 10. Perceived value of visualizations for Group 4.

a 𝑝-value < 0.001. Therefore, for Group 123, with a 95% confidence
level, we can reject the null hypothesis ‘‘H0B: The use of the proposed
methodology does not improve the set of generated visualizations’’, meaning
that, for this group, the perceived value of the visualizations is indeed
higher when using our methodology. As in the previous case, Fig. 9
reflects the normality of the data, as well as the difference of the aver-
ages. Therefore, the normality of our data is confirmed. We conclude
that the results show a statistical significance that confirms the impact
of the methodology proposed.

5.3.2. Group 4 - Students without assistance
Group 4 is composed of 39 Computer Engineering Students from the

University of Castilla la Mancha. In this case we let them carry out the
experiment without offering them any assistance.

In accordance with the results obtained (Table 6), the set of visu-
alizations generated without following any methodology can answer
2.13/4 (53%) of the specific questions proposed, while this number
grows until 2.34/4 (59%) when following the proposed method. How-
ever, in this case, the 2-Sample T-Test concludes that with a 𝑝-value of
0.430, the number of questions answered is not significantly different.
Therefore, for ‘‘Group 4’’, we cannot reject the null hypothesis ‘‘H0A -
The use of the proposed methodology does not allow users to cover more
analytical questions’’.

In order to accept or reject the null hypothesis ‘‘H0B: The use of
the proposed methodology does not improve the set of generated visual-
izations’’, the answers of the rubric of Table 5 have been analyzed.
As Table 6 shows, the participants scored the visualizations created
without methodology with an average 1.89/4. Comparatively, the vi-
sualizations generated using the methodology presented were scored
with an average of 2.58/4. Fig. 10 represents the perceived value of
the resulting visualizations.

The 2-Sample T-Test was performed with an alpha of 0.05. Thanks
to this test, we can conclude that in the case of the perceived value
of the visualizations the means differ at the 0.05 level of significance,
with a 𝑝-value < 0.001. Therefore, for Group 4, with a 95% confidence
level, we can reject the null hypothesis ‘‘H0B: The use of the proposed
methodology does not improve the set of generated visualizations’’, meaning
10
that in this group the perceived value of the visualizations is not the
same using or not using our proposed methodology.

Fig. 11 reflects the normality of the data, as well as the difference
of the averages. Therefore, the normality of our data is confirmed.

5.3.3. Group 5 - Company employees with assistance
The last group, number 5, was composed of 13 employees from the

small technological company. In this case, we gave assistance to the
participants through a detailed explanation of the methodology and
solved all their doubts.

According to the results obtained, shown in Table 6, the set of
visualizations generated without following any methodology can an-
swer the 1.08/4 (27%) of the specific questions proposed, while this
number grows until 2.15/4 (54%) coverage when following the pro-
posed method. Furthermore, a 2-Sample T-Test was performed with
an alpha of 0.05. Thanks to this test, we could conclude that in the
case of the number of questions answered means differ at the < 0.05
level of significance, with a 𝑝-value of 0.019. Therefore, for ‘‘Group 5’’,
with a 95% confidence level, we can reject the null hypothesis ‘‘H0A
- The use of the proposed methodology does not allow users to cover more
analytical questions’’, meaning that the number of analytical questions
answered by using the methodology is significantly different (again,
higher) from the number of analytical questions answered without
using the methodology.

Fig. 12 reflects the normality of the data, as well as the difference
of the averages. Therefore, the normality of our data is confirmed.

In order to accept or reject the null hypothesis ‘‘H0B: The use of
the proposed methodology does not improve the set of generated visualiza-
tions’’, the answers of the rubric of Table 5 have been analyzed. As
Table 6 shows, participants scored the visualizations created without
methodology with an average 1.85/4. Comparatively, the visualizations
generated using the methodology presented were scored with an aver-
age of 2.62/4. Fig. 13 represents the perceived value of the resulting
visualizations.

The 2-Sample T-Test was performed with an alpha of 0.05. Thanks
to this test, we could conclude that in the case of the perceived value of
the visualizations the means differ at the 0.05 level of significance, with
a 𝑝-value of 0.047. Therefore, for ‘‘Group 5’’, with a 95% confidence
level, we can reject the null hypothesis ‘‘H0B: The use of the proposed
methodology does not improve the set of generated visualizations’’, meaning
that in Group 5 the perceived value of the visualizations is higher when
following our proposed methodology.

Finally, as in the previous cases, Fig. 14 reflects the normality of the
data, as well as the difference of the averages. Therefore, the normality
of our data is confirmed.

In conclusion, the T-test results showed statistical significance for
the results obtained, confirming the impact of the methodology pro-
posed. Fig. 15 summarizes the score given to the improvement of one
method over the other through the third question of rubric shown in
Table 5. In most cases the participants have detected an improvement
when using our methodology.

5.3.4. Analysis of visualizations
Finally, we analyzed the visualizations generated freely and those

generated using our methodology.
The first outcome is that, by following our methodology, a larger

number of visualizations were created than by creating them freely.
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Fig. 11. Histogram for the confidence on the visualization score for Group 4.
Fig. 12. Distribution of data of number of questions answered for Group 5.
Fig. 13. Perceived value of visualizations for Group 5.

A total of 205 visualizations were created freely (an average of 2.11
per participant), while 257 visualizations were created by following our
methodology (an average of 2.65 per participant).

Moreover, we have analyzed the types of visualizations selected
in each case. When the participants did the exercise freely, the most
used visualization types were Column Graph, Pie Chart, and Map as
Fig. 16(a) shows. Nevertheless, when the participants did the exercise
following our methodology, the most used visualizations were Column
Graph, Map, and Bubble Graph as Fig. 16(b) shows.

Therefore, we can conclude that: (i) following the methodology,
participants tend to use more visualizations; (ii) the visualization type
most used by the participants is also the one most recommended by
our methodology; and (iii) when participants use visualizations that are
not suitable for non-expert users, such as histograms, it is common to
create erroneous visualizations that do not really represent what they
expected.

5.4. Meta-analysis

In this section the results from the different groups are discussed.
Table 7 summarizes the results obtained.

The results increase our confidence about the utility of our method-
ology, because (i) it allows users to cover more analytical questions,
(ii) it improves the set of generated visualizations, and (iii) users find
improvements when they use it to execute the exercises. For the group
that carried out the experiment without any assistance (Group 4), it was
not possible to verify statistically that the use of the proposed method-
ology allows users to cover more analytical questions. Therefore, given
the positive results obtained in the remaining groups, we can infer that
11
Table 7
Summarized results.

Group 123 Group 4 Group 5

H0A: The use of the proposed
methodology does not allow
users to cover more analytical
questions

Rejected Not rejected Rejected

H0B: The use of the proposed
methodology does not improve
the set of generated visualizations

Rejected Rejected Rejected

H0C: Users do not find any
improvement between
performing the exercises with
or without the proposed
methodology

Rejected Rejected Rejected

some assistance or prior training is required for the effective application
of the methodology. In addition, these results point in the direction of
emphasizing the development and usage of a user-friendly tool to apply
our proposal more effectively, reducing the users’ knowledge burden
and improving the results obtained.

6. Validity threats

In this section, we summarize the main limitations and validity
threats for the performed experiments. Although we did our best to
avoid that the outcome is affected by undesired factors, there are
some aspects that must be taken into account when reproducing these
experiments:

• When performing the experiments, we had a data analyst support-
ing non-expert users in order to aid in following the methodology.
Such actor may not be always available, which may alter the re-
sults (i.e., Group 4). We are working to a user-friendly CASE tool
to verify that users are able to define visualization requirements
completely on their own.

• Our proposal is meant to be context-independent. We have ap-
plied it in educational, economic, smart cities, and gas turbine
contexts. However, we have not applied our proposal yet in a full
set of contexts, so there may be some specific user profiles we
have not considered yet.

• Our methodology increases the capability to answer analytical
questions. However, it is still recommended that the user who
defines the visualizations is an expert in the application domain
for which the visualizations are required.

• We rely on [4] to derive suitable visualization types. This means
that our proposal inherits the associated limitations when de-
riving the visualizations. One of such limitations is that not all
visualization types are supported. Furthermore, if a significantly
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Fig. 14. Distribution of data of confidence on the visualization score for Group 5.
Fig. 15. Perceived improvement results.
Fig. 16. Most used visualizations.
larger number of visualization types were to be included, the
seven coordinates we rely on might no longer be sufficient to
distinguish them.

• The participants in the experiment received a predefined template
(essentially, a tree with empty nodes) as a guide to facilitate the
creation of the User Requirements Model. Then they completed
the model independently by filling the nodes and adding or
eliminating branches as necessary.

• Although the objective of the experiment was to test our approach
on non-expert users only, the experience of the users can be
considered a validity threat.

7. Conclusions and future work

The volume of data that needs be analyzed and interpreted is
continuously growing. Data visualization plays a key role in this anal-
ysis. However, finding the most effective visualizations is a difficult
task. Normally, users are not experts in data visualization, and they
rarely know which is the visualization type that will best suit them,
nor they know exactly what information they are trying to extract
12
from them. Unfortunately, there is a lack of methodologies that guide
non-expert users, taking into account their analysis goals to define
the visualizations they need. For this reason, in this paper we have
presented a process that helps non-expert users define their analytical
goals and achieve them by automatically deriving the visualizations
that best suit a certain context.

Compared to other approaches, our proposal covers the whole pro-
cess, from defining user requirements to implementing visualizations.
Therefore, the great advantage of our proposal is that non-expert users
will be guided to reflect their analytical needs and automatically obtain
a set of visualizations that will help them to achieve their goals.

To evaluate the impact of our proposal, we have presented a case
study and performed a set of experiments with non-expert users in data
visualization. The experiments have been carried out by 97 partici-
pants, including 84 Computer Engineering Students and 13 employees
of a technological company, all of them non-expert in data visualiza-
tion. These experiments confirmed the validity of our proposal since it
has been shown that our methodology (i) allows users to cover more
analytical questions, (ii) improves the set of generated visualizations
and, (iii) users themselves perceive improvements when adopting our
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Table 8
Experiment data 1.

Group Id Mode No. of questions answered
without methodology

No. of questions answered
with methodology

Value of visualizations
without methodology

Value of visualizations
with methodology

Comparative Time

1 1 A 0 4 1 4 4 49
1 2 A 2 3 2 4 4 49
1 3 A 2 4 3 3 4 56
1 4 A 1 4 2 3 3 54
1 5 B 1 3 1 3 3 53
1 6 B 2 2 1 2 2
1 7 B 2 2 1 2 2
1 8 B 3 4 2 4 4 49
1 9 B 1 4 1 3 4 47
2 1 A 4 4 2 3 4 54
2 2 A 1 4 3 4 3 58
2 3 A 2 2 1 1 2 61
2 4 A 1 4 2 4 4 60
2 5 A 1 3 1 3 3 60
2 6 A 1 4 2 3 3 68
2 7 A 3 3 3 2 2 63
2 8 A 62
2 9 B 2 4 1 4 4 63
2 10 B 2 2 3 4 2 62
2 11 B 4 3 3 3 2 62
2 12 B 1 1 3 3 3 59
2 13 B 2 1 1 3 3 59
Table 9
Experiment data 2.

Group Id Mode No. of questions answered
without methodology

No. of questions answered
with methodology

Value of visualizations
without methodology

Value of visualizations
with methodology

Comparative Time

2 14 B 57
2 15 B 3 1 2 3 4 54
3 1 A 2 4 1 2 2 44
3 2 A 1 2 2 3 2 45
3 3 A 3 3 2 1 2 47
3 4 A 1 0 3 3 2 62
3 5 A 3 2 2 1 2 60
3 6 A 1 3 2 3 4 50
3 7 A 3 2 3 3 3 50
3 8 A 50
3 9 A 2 0 2 1 1 51
3 10 A 2 3 3 4 2 51
3 11 A 55
3 12 B 3 3 1 2 4 62
3 13 B 2 3 2 3 3 57
3 14 B 57
3 15 B 0 2 1 2 4 55
3 16 B 3 3 1 3 3 53
3 17 B 2 2 2 2 3 50
3 18 B 0 2 1 1 2 49
3 19 B 47
3 20 B 2 4 1 2 4 47
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methodology. Although the majority of user groups in the experiments
have shown a statistical significance in favoring the methodology, for
the group that carried out the experiment without any assistance it has
not been possible to verify statistically that the use of the proposed
methodology allows users to cover more analytical questions. The other
improvements have also been confirmed with this group.

Therefore, considering that the assistance in following the method
has a positive impact on its application, we are implementing a user-
friendly tool [39]. As part of our future work we are going to test
the usability of the tool through new controlled experiments. This will
allow us to adjust the tool to users’ needs. Moreover, we will explore the
possibility of taking into account changing needs to our methodology.
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Table 10
Experiment data 3.

Group Id Mode No. of questions answered
without methodology

No. of questions answered
with methodology

Value of visualizations
without methodology

Value of visualizations
with methodology

Comparative Time

3 21 B 2 2 1 3 3 45
4 1 A 2 4 2 4 4 46
4 2 A 2 2 2 2 2 46
4 3 A 2 2 2 3 3 46
4 4 A 3 2 2 1 1 47
4 5 A 3 3 2 3 3 48
4 6 A 3 0 2 3 3 48
4 7 A 1 1 2 2 3 47
4 8 A 3 2 2 3 3 50
4 9 A 1 2 1 1 2 50
4 10 A 3 4 3 3 2 53
4 11 A 2 3 3 4 2 52
4 12 A 0 3 1 2 2 54
4 13 A 2 3 3 2 2 56
4 14 A 3 4 3 3 2 55
4 15 A 2 4 2 3 4 58
4 16 A 2 2 2 2 2 57
4 17 A 2 3 1 3 3 66
4 18 A 1 4 2 3 3 60
4 19 B 3 2 2 3 3 65
4 20 B 3 4 2 2 3 64
4 21 B 1 1 1 2 2 64
Table 11
Experiment data 4.

Group Id Mode No. of questions answered
without methodology

No. of questions answered
with methodology

Value of visualizations
without methodology

Value of visualizations
with methodology

Comparative Time

4 22 B 1 3 3 3 3 62
4 23 B 62
4 24 B 0 2 1 2 2 61
4 25 B 4 3 1 3 4 58
4 26 B 1 1 2 2 2 56
4 27 B 4 3 3 3 3 56
4 28 B 3 2 1 3 3 55
4 29 B 2 2 3 2 1 55
4 30 B 0 0 1 1 1 55
4 31 B 0 2 1 3 2 54
4 32 B 1 2 1 2 2 51
4 33 B 3 3 3 4 3 50
4 34 B 3 2 1 3 2 50
4 35 B 3 1 3 3 2 50
4 36 B 4 4 2 4 3 49
4 37 B 1 1 1 1 1 49
4 38 B 3 1 2 3 2 47
4 39 B 4 2 1 2 2 46
5 1 B 0 3 1 3 4
5 2 B 1 3 1 3 3
5 3 B 2 1 3 3 2
5 4 B 1 2 2 3 2
Table 12
Experiment data 5.

Group Id Mode No. of questions answered
without methodology

No. of questions answered
with methodology

Value of visualizations
without methodology

Value of visualizations
with methodology

Comparative Time

5 5 B 0 3 3 3 3
5 6 B 1 2 1 2 3
5 7 A 4 2 4 1 2
5 8 A 1 3 2 2 3
5 9 A 1 1 1 2 2
5 10 A 1 0 1 2 4
5 11 A 0 1 1 3 3
5 12 A 1 3 3 3 3
5 13 A 1 4 1 4 4 60
We would like to thank Elena Navarro, Pascual González and Victor
López from the University of Castilla-La Mancha (Spain) for their
collaboration in the experiment.
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Appendix. Experiment data

See Tables 8–12.
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