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STRINGENCY OF COVID-19 RESTRICTIONS  
AMONG ITALIAN REGIONS AND THE ROLE  

OF REGIONAL ECONOMIC SYSTEMS

Giorgio Tassinari1  
Fabrizio Alboni2  

Arianna Tassinari3  
Ignazio Drudi4  

DOI

Abstract: The diffusion of COVID-19 pandemic among Italian Regions has been very uneven. The 
intensity of measures introduced to contrast its spread also shows a high heterogeneity among local 
jurisdiction, but this does not correspond, prima facie, with the intensity of the pandemic. What shapes 
the stringency of responses across different localities? Various factors could be hypothesised to be at 
play: factors related to the intensity of the pandemic, to the political and ideological orientation of gov-
erning authorities, to the models of growth and development characterising regional economic systems, 
and to the strength of lobbying groups pushing for more or less stringent responses. To address these 
questions, we elaborate a regional stringency index and analyse (using CART regression trees and oth-
er statistical methods) its relationships with some of these factors. The results show that the main driver 
of stringency (in an inverse way) is the weight of exports on regional GDP, suggesting that economic 
interests and business power might play an important role in shaping political responses to pandemics.

Keywords: Covid-19, Lockdown, Business interests.

1. INTRODUCTION

A key challenge facing policymakers in the formulation of public policy responses to the 
Covid19 crisis has been how to balance the tension between two competing principles and 

guiding objectives of governmental activity: on the one hand, the preservation and safeguarding 
of public health, and on the other, the preservation of economic and business activity to safe-
guard economic growth and prevent an excessive decline in output. One of the main issue areas 
where the opposition of these two principles in public policy formulation has played out most 
evidently is the question of timing and extensiveness of restrictions on economic and productive 
activity during the lockdown. Which economic sectors should remain operational during the 
acute phase of the pandemic, and under what conditions? And how fast and extensive should the 
easing of these restrictions be, once the most acute phase of the pandemic crisis is over? 

Political tensions over these questions have been at the centre of public policy and political de-
bates in several countries. The heated controversies on the timing and conditions of re-openings 
of business and commercial activities after the peak of the pandemic in Italy, and the unfolding 
conflict between the UK government, unions and business groups on the UK government’s 
‘return to work’ plans provide illustrative examples in this respect. A key aspect of this debate 
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concerns specifically the role that (organized) economic interests have played in shaping public 
policy responses to the pandemic, with particular regard to the timing, length, extensiveness 
and stringency of lockdown measures for economic and productive activities. Depending on the 
national context, European governments have alternatively been accused in media debates of 
having ‘capitulated’ to the pressures of powerful business groups when hesitating to implement 
fast and extensive restrictions on economic activity, or of being ‘in the pocket of trade unions’ 
when opting for longer or more extensive preventative measures restricting economic and pro-
duction activity. This is a pressing challenge for policymakers and political systems, as lack of 
clarity and transparency about the role and influence that organized economic interests have 
played in shaping policy responses to the Covid19 pandemic can contribute to an escalation of 
political and social tensions among social groups, and foster a crisis of public trust arising from 
a perceived lack in transparency and input legitimacy of governmental activity. 

The key hypothesis that we seek to test is that the stringency of public policy responses restrict-
ing economic activity to respond to the pandemic is influenced by the structural and instrumen-
tal power (cf. Culpepper 2010) that business groups in key economic sectors are able to exercise. 
In this exploratory paper, we use Italy as an illustrative and crucial case study. The choice of the 
Italian case is well suited to explore the influence of business interests on the responses to the 
COVID-19 pandemic. Italy was in the eye of the storm of the Covid-19 pandemic, as one of the 
European countries that was hit sooner and hardest. However, it displayed considerable regional 
inequalities in the spread of the pandemic, as it is shown in figure 2. Regional variation in the 
stringency of the lockdown measures implemented was also considerable, as after the constitu-
tional reform of 2001 Italian regions have enjoyed considerable levels of autonomy on several 
areas of governance. 

The strength and orientation of business and economic interests also varies across regions. The 
Italian growth model has historically been demand-led, but it has increasingly been dependent 
on exports since the launch of Euro (Simonazzi, Ginzburg, and Nocella, 2013). This pattern has 
been deepened by the Great Recession (Bellofiore and Garibaldo, 2019; Perez and Matsaganis 
2019). The manufacturing business confederation (Confindustria) is the most powerful business 
group, and has in recent years been highly influential in orienting government policies in the 
economic and labour policy fields to push for measures enhancing the external competitiveness 
of the Italian economy (cf. Pritoni and Sacchi, 2019; Bulfone and Tassinari forthcoming). The 
21 Italian Regions display however considerable variation in the degree of economic develop-
ment (that is reflected in differences in GDP per capita) and in their degree of export orientation. 
Hence, this makes the Italian case theoretically and empirically apt to investigate whether the 
strength of export-oriented economic interests at a regional level is correlated with the stringen-
cy of pandemic responses, whilst holding other factors (such as the national political system and 
the overall macroeconomic and fiscal context) constant. 

Shedding light on the influence of economic interests on responses to the pandemic has great 
relevance and potential use for policymakers. Indeed, ascertaining the impact of economic in-
terests and lobby groups on the crafting of policy responses to the Covid19 pandemic helps to 
illuminate and make legible the forces at work in shaping government policy responses, and in 
this way contribute to give greater (input) legitimacy to governmental decisions, as well as to 
introduce greater transparency in political debates over the role of business in politics.
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2. THE COVID-19 PANDEMIC IN ITALY: A BRIEF CRONICLE 

The official starting point of COVID-19 pandemic in Italy was on the 21st of February, when the 
first COVID patient was identified in Codogno, (Lodi), 80 kilometres south of Milan. After few 
days, a red zone was established in the southern area of the Province of Lodi, and from the 24th 
of February all schools and universities were closed in the entire country. The pandemic quickly 
spread (see figure 1) and on the 9th of March a total lockdown was established over the entire 
country. Although most public-facing commercial activities were closed down, most economic 
activities (such as agriculture, food industry, pharmaceuticals, and so on) remained operational, 
accounting for around 50% of the dependent labour force. A more restrictive lockdown of all 
‘non-essential’ activities was implemented from 24th March onwards, following a heated tri-
partite negotiation between the government, unions and business groups. However, even after 
this fuller lockdown, several firms in ‘non-essential’ sectors were able to continue to operate 
after filing a request for permission (aperture in deroga) to the local government authorities 
(Prefetture). From the end of April, the diffusion of the pandemic started to decline. Conse-
quently, the Italian Government has progressively reduced the stringency and extensiveness of 
the lockdown, both for what concerns closures and restrictions on productive activities, and the 
restrictions on the movement of people. 

To fully understand the specificities of the Italian context, it is important to underline that the 
Italian Constitution grants regional authorities ample powers, first on the subject of health, 
whose organisation is fully devolved at the regional level, as well on many other issues, includ-
ing those concerning the authorisation for the execution of productive and commercial activ-
ities, and the organisation of local transport. The policies enacted to prevent and contrast the 
pandemic have been differentiated across Italian regions in terms of timing and stringency. 
However, these do not co-vary with the intensity of the pandemic (figure 2). This provides the 
empirical base and rationale for the present research. 

3. RESEARCH HYPOTHESES

The broad hypothesis we want to test in this work is whether the degree of stringency of lock-
down in a given region is related to the strength and composition of economic interests, and to 
the capacity of economic interests of exercising influence on the political system. Given the po-
litical and strategic centrality of export-oriented business groups to the Italian political econo-
my in the post-Great Recession context, we assume that their structural and instrumental power 
will be higher than those of domestic-oriented business groups. In this regard, we formulate the 
following hypothesis:

H1:  The stringency of lockdown measures is lower in regions where the structural power of 
export-oriented manufacturing is higher.

  We also theorise that regions governed by a centre-right party adopt policies which are 
more favourable to firms and in defence of the continuity of productive activities, thus 
adopting a more lenient line in terms of stringency of lockdown measures, whilst the 
regions governed by the centre-left would adopt more stringent policies prioritising the 
health interests of the population and the workforce. 
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H2:  The stringency of lockdown measures is lower in regions where centre-right parties are in 
power.

  It is also important to consider the considerable heterogeneity in the spatial diffusion of 
the pandemic in Italy. Figure 2 reports the cumulative number of Covid-19 related deaths 
per 100,000 inhabitants in the middle of the acute phase of the pandemic (18th April), by 
region. It shows that the hardest hit regions were those of Northern Italy (especially Lom-
bardy). These regions are characterised by high per capita GDP levels and of a high weight 
of exports on regional GDP if compared to the other regions. 

Figure 1. Number of daily new cases of Covid-19 in Italy and 7-days moving average
Source: Worldometer

Figure 2. Stringency of lockdown measures and deaths per 100k inhabitants in Italy on 
18/4/2020, by region

Source: authors’ own elaborations on data from Google,  
Italian Ministry of the Interior and Italian Health Ministry
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4. THE DATA

To test our hypothesis, we constructed a ‘regional stringency index’ to map the stringency of 
lockdown measures implemented in response to the pandemic across the various Italian regions. 
This is a preliminary measure that will be further refined in future iterations of this research.5 
The actual stringency index we use in this exploratory paper (our dependent variable) is given 
by a sum of two sub-indexes. The first is the % reduction in mobility in each region compared 
to the pre-pandemic period (source: Google, 04-26), which is a proxy of the actual extent of 
closure of productive activities at the height of the lockdown. The second is the percentage of 
firms in ‘non-essential’ sectors that obtained the permission to continue running their activities 
during the lockdown (source Ministry of Interior, 04-24), as a percentage of the overall pop-
ulation of firms in the region. Each regional indicator (xij) has been rescaled according to the 
formula as follows:

 

The two scaled indicators (each spanning between 0 and 1) have been summed so as to have an 
overall stringency indicator in the range 0-2 (the lower the value, the less stringent is the policy).

As covariates we include both the strength of pandemic (deaths for 100.000 inhabitants), and the 
structural components of the regional economy which can act as proxies of the relative struc-
tural power of economic interests, and of export-oriented business groups in particular (GDP 
per capita, % of export over regional GDP, weight of manufacturing companies over the total 
number of firms in a region). In the following table each variable is described, and the statistical 
source is listed.

Table 1. Variables used in the analysis
Variable Code Source/Period
GDP per capita Pilpc Istat, 2019
Deaths for 100 thousand inhabitants Death Italian Gov., period from 02-21 to 04-18
Export/GDP Export Istat, 2019
% Manufacture on GDP Manif Istat, 2019
Political orientation of regional 
Government (dummy)

CentreLeft, CentreRight, 
Other

Stringency index Stringency Our elaborations

Finally, we add a qualitative variable addressing the political orientation of regional govern-
ments (Centre-Left, Centre-Right, Autonomist). The rational is that Centre-Right regional gov-
ernments will foster pro-firms’ policies (less stringency), while Centre-Left should be pro-la-
bour and households (more stringency). This variable enters as a dummy one, with the Autono-
mist category assumed as a basis.

5 In a subsequent phase of this research, we plan to construct a regional stringency index, similar in inspira-
tion to that constructed by the Oxford Blavatnik School of Government, measuring changes in the relative 
stringency of lockdown measures at the sub-national / regional level. This will be based on a hand-coding 
of all relevant regional ordnances restricting or relaxing economic and productive activities and other aux-
iliary activities (e.g. public transport). 
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5. METHODOLOGY AND RESULTS

As all variables are rational ones, we first run a standard linear regression by OLS. The specifi-
cation we used is the following:

 

where i =1,…,20 (the twenty Italians regions) and ε is a white noise.

The results are as follows:

Table 2. Results of standard regression
Coefficients Estimate Standard Error t value p-value
Intercept 1.479e+00 5.444e-01 2.718 0.0176

Pilpc -2.355e-05 1.289e-05 -1.827 0.0908
Deaths 7.159e-01 3.814e-01 1.877 0.0831

Centre-right govt. 4,710e-01 4.238e-01 1.112 0.2865
Centre-left govt. 5.066e-06 4.595e-01 1.103 0.2902

Export -5.079e-06 3.397e-06 -1.495 0.1588
Manufacturing -3.0073-03 1.650e-02 -0.182 0.8582

Residual standard error: 0.2855 on 13 degrees of freedom
Multiple R-squared: 0.3718, Adjusted R-squared: 0.08184 
F-statistic: 1.282 on 6 and 13 DF, p-value: 0.3306

The results are not very satisfactory as the F test is not significant, but the coefficients have the 
expected signs. In order to avoid multicollinearity, we then run a step-wise regression. The re-
sults are as follows (table 3).

Table 3. Results of stepwise regression
Coefficients Estimate Standard Error t value p-value
Intercept 1.935e+00 2.876e-01 6.728 4.85e-06

Pilpc -2.410e-05 1.214e-05 -1.986 0.0645
Deaths 4.672e-01 2.922e-01 1.599 0.1294
Export -3,176e-06 2.380e-06 -1.334 0.2007

Residual standard error: 0.2697 on 16 degrees of freedom
Multiple R-squared: 0.31, Adjusted R-squared: 0.1807 
F-statistic: 2.397 on 3 and 16 DF, p-value: 0.1062

The F-statistics is barely significant and the R2 is very low. However, the signs of the coeffi-
cients are as expected: the strength of pandemic has a positive effect on the stringency index, 
while the GDP per capita and the percentage of exports with respect to the regional GDP have 
negative ones. This can be interpreted as a proxy of the pressure of entrepreneurial associations 
on the behaviour of the regional governments. 

It is difficult, however, to think that the right specification is a simple linear one. Many other 
mathematical functions are plausible (multiplicative, with interactions and so on). To overcome 
the difficulties of specification (given that we do not have any theory about the behaviour of 
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agents during COVD-19 crisis), we use an explorative method known as CART (Breiman et al. 
1984). Classification and regression trees (CART) are a non-parametric decision tree learning 
technique that belongs to the wide set of data mining methods (Rokach and Maimon, 2008) 
and that produces either classification or regression trees, depending on whether the dependent 
variable is categorical or numeric, respectively.

The objective of the CART algorithm is to classify the observations in classes defined in func-
tion of the values of the dependent variable. Accordingly, the algorithm will attempt to position 
the observations among the different classes in the most accurate way possible, disregarding 
those attributes or those values of attributes that do not lead to a correct classification of the 
observations. In formal terms, the algorithm in the various phases of the analysis will choose 
some ‘splitter’ attributes among those present in the training set, and will try different values of 
those attributes in order to minimise the impurity function at each node. Minimising the impu-
rity function coincides with finding, in the various phases of the analysis, the attributes and the 
respective threshold values that lead to the more correct classification and that should thus yield, 
in that phase, greater information. The process of analysis is iterative and only stops when it is 
no longer possible to minimise the impurity function at each node by manipulating the choice 
of the attributes and their threshold values. The impurity of a node is maximum when all the 
classes of the dependent variable are present in the same proportion, whilst it is minimum when 
the node contains cases belonging to just one class. The methods commonly used to measure 
impurity are entropy and Gini index when the dependent variable is qualitative, and the reduc-
tion of variance when the dependent variable is quantitative.

In this analysis, we run CART using a dedicated R routine and imposing a number of splits 
equal to five. The results are shown in figure 3.

Figure 3. Results of CART regression tree
Source: authors’ own elaboration
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As CART is a hierarchical method, the dendrogram should be read from above. The results 
are very satisfactory. First of all, R2 is about 0,80, and we have a clear representation of the 
hierarchy of variables. We get six classes of regions. The first splitting is made according to 
the weight of exports on GDP. The second partition is made on the basis of GDP per capita. 
This way we obtain two groups (7 regions, Lombardy, Veneto, Emilia-Romagna, Friuli-Venezia 
Giulia, Piedmont, Lazio) that have the lowest values of the stringency index. The other regions 
are split on the basis of the weight of manufacturing and again on the basis of exports. The last 
variable to intervene is the number of corona virus deaths for 100 hundred inhabitants, and this 
contradicts our expectation that the strength of pandemic was one of the main drivers of region-
al stringency. Besides, the political orientation of the regional governments seems not to have 
any influence in the determination of the stringency index.

6. DISCUSSION AND CONCLUSION 

From the results presented above, we can draw some preliminary observations. First, it appears 
reasonably clear that the determination of the intensity of stringency of lockdown measures at 
the regional level is driven by structural features of the regional economic structure, and more 
specifically by the structural power of export-oriented business groups in a given locality (% 
of exports on GDP), and in second place by the strength of the local economic system. Where 
these indicators are higher, the level of stringency is significantly lower, even though these re-
gions were, on average, also those more exposed to the contagion and more at risk of spread of 
the disease. To be sure, the weight of exports and manufacturing in the regional economy is a 
coarse measure of the structural power of business. In future work, more precise proxies will be 
employed. However, these results are nonetheless indicative that there is some empirical basis to 
our hypothesis about a correlation between economic interests and the stringency of lockdown 
measures. The implications of these results are clear. Indeed, it is commonplace to point out 
that the more lenient the stringency of lockdown measures on productive activities, the higher 
the chances of diffusion of contagion. In this respect, it is indeed useful to recall that according 
to the official data from the Italian government (INAIL), around 25% of all contagions can be 
traced back to contagions that took place in the workplace.

From our two initial starting hypotheses (effect of the structural power of economic organisa-
tions, and effect of the political orientation of regional authorities), only the first is confirmed by 
our analysis – albeit only indirectly. From the point of view of measures implemented to counter 
the spread of the pandemic, it appears that regional authorities with a right-wing or a left-wing 
orientation have implemented similar policies. Or rather: if we divide the regions on the basis of 
the colour of the local government, we obtain two groups characterised by very strong hetero-
geneity in terms of stringency and pro-business or pro-people orientation. Hence, the economic 
characteristics of the regional context seem to play a more important role in shaping responses 
to the pandemic than political variables. 

This preliminary analysis constitutes only a first attempt at testing our hypotheses of interest. There 
are various directions in which the analysis can be developed. The most important, in our view, is to 
improve the informational basis of the analysis by elaborating a more accurate regional stringency 
index that reflects the actual policies and ordnances implemented on a regional basis. The other im-
portant next step will be the development of a quantitative content analysis of news coverage at a re-
gional level to identify more directly the lobbying pressures exercised by economic interest groups 
towards the easing of the lockdown (and vice versa, by unions for a more restrictive approach). 
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MODELING OF COVID-19 PANDEMIC INDICES  
AND THEIR RELATIONSHIPS WITH SOCIO-ECONOMIC INDICATORS

Mikhail Pomazanov1

DOI:

Abstract: This paper presents non-classical models for estimating and forecasting COVID-19 pandem-
ic indices. These models have been successfully tested on country data where the pandemic is nearing 
completion. In particular, an effective algorithm for mortality index evaluation is also presented. This 
index is usually replaced by more simple estimates such as, for instance, „the number of deaths divided 
by the number of infected”; however, while the virus is at the stage of its rapid distribution, such super-
ficial approaches are incorrect. Model indicators of the infection itself allow us to predict not only the 
apogee of the epidemic and the end of the quarantine period, but also the maximum number of infected 
people in some country (continent) during the height of the epidemic.

The second part of the paper is devoted to an attempt to build regression models to explain (with using 
100+ country socio-economic indicators taken from the World Bank data) the behavior of the epidemic 
spread indices. It is shown that the maximum number of infected people in the country is well predicted 
(R-square is close to 90%); and, moreover, migration indicators and the number of international air 
take-offs are effective regressors. Other indicators, for example, the mortality index, are difficultly 
modeled; nevertheless, it has a significant relationship with socio-economic factors.

The presented paper might be valuable for making effective decisions to forestall some future pandem-
ics or even the „second wave” of COVID-19.

Keywords: COVID-19, Pandemic, Modeling, Socio-economic indicators.

1. INTRODUCTION

Among classical epidemiological models, there are three main types of deterministic (paramet-
ric) models for infectious diseases that are spread by direct human-to-human contact in the 

population. They are presented in Herbert and Hethcote, 1989. The abbreviation „S. I. R” means 
the proportion of healthy S, the proportion of infected I and the proportion of recovered/deceased R 
who have immunity, S + I + R = 100%. These three types of models differ in that the first does not 
take into account the immunity of the SIS-type („healthy”-”infected”-”healthy”) S + I = 100%, the 
model SIR („healthy”-”infected”-”recovered”) is used for diseases where infection gives perma-
nent immunity; the third type of models takes into account natural birth/death in the population, 
and this type is focused on long-term modeling of epidemics. When a disease modeled by SIR 
passes through a population in a relatively short time (less than one year), this outbreak is called 
an epidemic. Since the epidemic occurs relatively quickly, the model does not include birth and 
death (life dynamics). Epidemics are common in diseases such as influenza, measles, rubella, and 
chicken pox. An overview, including non-parametric models, is given in Choisy et all, 2007.

Classical parametric models have serious drawbacks in order to model the COVID-19 global pan-
demic. One of the main issues is the lack of consideration in the model of active disciplinary actions 
to prevent the development of the epidemic. In the models, the parameters of mutual infection are 

1 Higher School of Economics National Research University, Main campus: 20 Myasnitskaya Ulitsa, Mos-
cow, Russia
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assumed to be constant, i.e. «the diseases are left to themselves». Due to obvious empirical obser-
vations boundary conditions on the simulation results are imposed; namely, at the beginning of the 
epidemic the number of infected as the number of infected (sick at a given time) increases exponen-
tially, starting from a certain conditional „zero” level, that can be chosen empirically, for example 
- 100 infected people. The number of infected (patients) at the end of the outbreak can be considered 
tending to zero or allow a small background level of the growth rate of the total number of infected. 
The overall level of the total number of infected people covers a small percentage of the population, 
S > I + R, so it does not make sense to incorporate a percentage with immunity in the model (i.e. 
SIR is not suitable). For the SIS model, the solution of the differential equation in finite functions 
might exist (the Bernoulli equation in the SIS model), but it has the property of exponential growth 
(at the beginning of development) only at such a parameter value that the level of infected people 
does not tend to zero after the peak of the disease. The next paragraph will present an alternative 
parametric infection model that is being successfully tested in the Ebola virus epidemic (Chapter 3).

During an outbreak of a new or emerging infectious agent such as COVID-19, one of the most 
important epidemiological quantities to be determined is the mortality rate (indicator), which 
is the percentage of cases that eventually die from this disease. This ratio is often estimated 
using the combined number of cases and deaths at one time, such as those compiled daily by the 
world health organization during the COVID-19 epidemic (WHO. Coronavirus disease, 2019). 
However, simple estimates of the fatality ratio obtained from these reports can be misleading 
if the result is unknown for the infected but not recovered proportion of patients at the time of 
analysis. Estimates obtained during the SARS epidemic by dividing the number of deaths by 
the total number of reported cases were much lower (3-5 percent during the first few weeks of 
the global outbreak) than estimates obtained using appropriate statistical methods, and varied 
significantly across countries. Moreover, as the epidemic progressed, these naive statistical esti-
mates falsely indicated an increase in the death rate, which fueled an already high level of public 
anxiety among the affected population. Therefore, this assessment requires modeling.

Ghani et all. (2005) propose a method for this, based on the Kaplan-Meyeri survival model, and 
evaluate its indicators using data from the 2003 severe acute respiratory syndrome epidemic in 
Hong Kong. In Chapter 4, we will propose an effective and simpler method for estimating the mor-
tality index, which uses the result of approximating the time series of the number of infected, recov-
ered, and deceased patients obtained from the model discussed in Chapter 2. The method defines 
two indices – the mortality index and the indicative period of recovery (conditional hospitalization).

2. THE INFECTION MODEL AND PEAK PARAMETERS

To explain the dynamics of the spread of a short-term epidemic, it is proposed to use the correct-
ed classical Lotka-Volterra model (L-V)2, which describes the interaction of two species, one of 
which is a predator, and the other is a victim (for example, the ecological system „carp-pike” or 
„hares-lynx”).

In the case of an epidemic, the victim is the number(percentage) of the population available for 
infection S(t), which at the time of t is equal to 1, S(Ť) = 1. It is assumed that the population takes 
measures to dissociate the „victim” by the simplest law

2 The model arose historically (1931) in connection with an attempt to explain the fluctuations of fish catch in 
the Adriatic Sea (Volterra, 1976). The same system of differential equations was proposed by Lotka a little 
earlier (1924), but Volterra much more fully analyzed this system.



MODELING OF COVID-19 PANDEMIC INDICES  
AND THEIR RELATIONSHIPS WITH SOCIO-ECONOMIC INDICATORS

13



ERAZ 2020 Selected Papers
The 6th International Scientific Conference

14

3. TESTING A PARAMETRIC MODEL OF INFECTION  
ON THE SPIKES OF THE EBOLA EPIDEMIC

The model (3) is tested on data on the dynamics of Ebola virus infection (WHO Situation Re-
ports. Number of Cases and Deaths in Guinea, Liberia, and Sierra Leone during the 2014-2016 
West Africa Ebola Outbreak). Testing is performed on each date T during the development of the 
epidemic, without using the values (known to date) after the dates. The result is shown in Figure 
1. Charts are arranged in a cascade for easy identification of changes in forecast parameters along 
the abscissa’s axis, which is identical for all charts. On the first (top), the current value of the fore-
cast for the peak date of infection for the model is calculated for the dynamic data. The dotted line 
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shows the final result (fact). The straight line marked with dots is the current time when the fore-
cast was made. On the second-the forecast value of the maximum number of infected Cmax in the 
aggregate of foci of infection (African countries). Below the graphs (thin lines and dots) are the 
infection dynamics: the model (as of the end date) and the fact. On the third (lower) – the number 
of infections per day: the model and the fact. This is calculated for the end date of the epidemic. 

Figure 1. Modeling of peak parameters for the epidemic of the Ebola virus.
Data source: WHO Situation Reports

It can be seen that the infection dynamics is approximated fairly accurately by the model (3). 
Forecasts of the peak values of the maximum infection rate begin to approach the exact values 
when the fluctuations in forecasts subside. The approach to the exact values of + / - 10 thousand 
people (up to 30%) begins with the period of approach of the epidemic period to the peak of 
infection. Before reaching the peak, forecast values are highly volatile and not significant.



ERAZ 2020 Selected Papers
The 6th International Scientific Conference

16

The first graph shows that the maximum begins to form when the forecast of the peak date in-
tersects with the observation date. On an earlier observation date, the peak forecast is possible, 
but less reliable.

On empirical observations of the passage of the COVID-19 infection peak, after the formation 
of the peak date that intersects with the observation date, the final date of the peak recedes back 
(about a week) and a steady trend begins to decrease the intensity of infection, i.e. the regression 
of the epidemic.

4. MODEL INDEX MORTALITY

There are three parameters for monitoring that are updated daily, at time t. This is the number 
of cases in which the virus is confirmed (Confirmed, C(t)), the number of recovered (Recovered, 
R (t)), and the number of deaths (Deaths, D (t)). Up-to-date data and graphs of these parameters 
can be seen on the Johns Hopkins CSSE University website (Johns Hopkins CSSE, 2019). These 
parameters are sufficient to determine the death rate as a percentage of patients with RIP(t) and 
determine the average signal duration of the disease, i.e. hospitalization, T(t). Due to the spread of 
the disease and the fact that new cases have not yet died, the value of RIP(t) will be greater than 
the minimum value of low RIP(t) = D(t) / C(t) and less than the limit of mortality among those who 
have already been ill or died, equal to up RIP(t) = D(t) / (D(t) + R(t)). LowRIP and upRIP param-
eters are called naive estimates in the literature. If the spread of the epidemic stops and it takes a 
long time, these parameters will be equal to upRIP = lowRIP = RIP. However, this is not the case 
during the development of the epidemic, lowRIP (t) < RIP(t) < upRIP(t). Therefore, a model is re-
quired to evaluate RIP(t) and T(t), which will also be significant indicators of the effectiveness of 
the disease treatment process, a measure of the threat to the life of any person who may become a 
victim of the epidemic, and a macroeconomic factor that affects the economy and GDP as a whole.

To model the desired parameters, certain simplifying assumptions must be proposed. They 
should be as natural as possible and preferably simple. So:

• First – the sick patient is hospitalized for a certain time T, the same for all, after this 
period, he either recovers (Recovered) or is dead (Deaths).

• Second – during the period of illness s = 0 ... T, the proportion of dying patients is 
distributed evenly and is equal to d(s) = RIP ∙ s / T, i.e. at the end of the period, this 
proportion is just equal to d(T) = RIP.

Then the number of recovered patients at the current (or past) time t can be formed only from 
those who were infected with the term T in the countdown back (on the date t-T)

R(t) = C(t-T) ∙ (1-RIP) (9)

This will be the first equation in which T and RIP are unknown.

On the other hand, the number of deaths will be formed from those who became ill time T or 
more ago and from those who became ill recently but die gradually. Then,

 (10)
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where C(s)-C(s-1) is the number of new cases for each day of the last t period. This will be the 
second equation of the model (9-10), which will make it possible to determine the desired two 
parameters RIP and T at each moment t (i.e. RIP(t) and T(t)).

As the calculations showed, this problem is uniquely solved and gives the result shown in the 
graphs figures 2 and 3.

Figure 2. Dynamics of the true mortality rate from coronavirus (as a percentage of cases) for 
a certain period (in the center) in comparison with the lower and upper bounds obtained from 

a primitive arithmetic calculation.
Source: author’s calculations as of 18.02.2020, given by Johns Hopkins CSSECOVID-19 China

Figure 3. Average calculated dynamics of the duration of hospitalization  
of a recovering patient (in days). 

Source: author’s Calculations on 18.02.2020, data from Johns Hopkins CSSE COVID-19 China

From figure 2 it can be seen that there is a tendency to decrease the true mortality rate from 
5.5% to 4.5%, but it is too early to say that it is stable in the presented period of the report. Fig-
ure 3 shows an increase in the duration of hospitalization, apparently related to medical policies.

For practical implementation of calculations of mortality indices that are resistant to non-smooth 
dynamics of recorded cases of infection, recovery and death3, it is recommended to switch to the 
continuous functions C(t), R(t) and D(t).

3 Data is updated no more than once a day.
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One way is to approximate these functions by smoothing splines (Hastie and Tibshirani, 1990). 
An alternative and easier-to-implement interpolation possibility in this problem is provided by 
using a parametric approximation function of type (3) for all three time series C(t), R(t) and D(t), 
since R + D is, in fact, a lagging function of C(t), D is a fraction of C(t). In any case, the RIP will 
be of interest primarily from the point of view of dynamics in the development of the epidemic, 
and the dynamics will be correctly reflected with a simpler than spline smoothing interpolation. 
The accuracy requirements for calculating the index are not as high.

When switching to continuous functions, equations (9-10) will be converted to integral relations, 
the first of which will determine the index T(t) of the period of recovery/hospitalization/death. T (t) 
will be the solution of a nonlinear equation with unknown T obtained after transformation (9-10):

 (11)

After solving equation (11), which is the only one, it is possible to uniquely determine the le-
thality index using the formula

 (12)

The proposed (11-12) method of calculating the mortality index from the point of view of prac-
tice has an obvious advantage in that it is mainly determined by the last period of the disease 
and infection/recovery/death of all patients, determined by the index period of hospitalization. 
This means that the proposed RIP index should respond promptly to changes in the conditions 
of the disease course, associated with the appearance of effective treatment, mutations of the 
infection carrier, reaching the limit of medical resources and reducing the quality of treatment, 
changing the number of patients, etc.

Here are some examples of the dynamics of the RIP, lowRIP and upRIP index calculated for 
countries with early COVID-19 infection as of the reporting date 20.04.2020, as presented in 
figure 4.

Figure 4. COVID-19 lethality indices for the countries of Iran (left) and South Korea (right). 
Source: author’s calculations on 29.04.2020,  

data from Johns Hopkins CSSE COVID-19 Iran, South Korea.

From the presented examples, a significant difference in the behavior of RIP indices in both 
dynamics and absolute value is visible. So, in Iran, the index first rose, then fell, and in South 
Korea - the opposite. However, the indices differ by 3-4 times in absolute values.
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5. EXAMPLES IN TIME-RESULTS OF MODELING OF COVID-19 INDICES 
IN EUROPEAN COUNTRIES (DATA FROM 15.06.2020)

In order not to clutter this study with reporting material, the author uses two European countries 
Italy and the United Kingdom as demonstration examples of COVID-19 propagation modeling, 
as presented in figure 5.

Figure 5. Modeling of peak COVID-19 parameters for Italy (left) and UK (right). 
Source: Author’s calculations as of 15.06.2020, data from Johns Hopkins CSSE COVID-19

From the first graphs above, it can be seen that the model forecast of peak infection rates be-
comes relatively stable after the forecast date reaches the date of the peak itself. After this peri-
od, the forecast for the peak date is adjusted slightly. Also, the forecast of the maximum number 
of infected people becomes relatively stable after passing the peak of the epidemic.

However, the presented static model (1), (2) is based on the assumption of a monotonous impact 
of the socio-economic regime of self-isolation on the containment of the spread of the pandemic. 
This is not always true, so repeated outbreaks of infection are possible, which are unpredictable 
and may be the result of mistakes by governments to mitigate the regime, mass riots, natural 
disasters, etc. The analysis of these processes and their consequences on the dynamics of the 
spread of the epidemic is the subject of separate scientific research.
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Table 1 shows several important parameters of the COVID-19 pandemic for the largest Euro-
pean countries.

Table 1. Some parameters of COvid-19 in the largest European countries.

Country С now RIP
Peak data 
forecast

Start: 
t_100

Peak - 
t_100, days

Finish of a 
high secu-
rity “90%” 
(forecast)

Finish 
self-isola-
tion “99%” 
(forecast)

max C 
forecast in 
% of the 
population

Deaths 
forecast

United 
Kingdom 297 342 26,5% 18.04.2020 05.03.2020 45 06.06.2020 25.07.2020 0,48% 84 071
Italy 236 989 15,1% 28.03.2020 22.02.2020 35 06.05.2020 14.06.2020 0,39% 36 028
France 194 153 17,6% 03.04.2020 09.03.2020 25 02.05.2020 30.05.2020 0,28% 34 084
Germany 187 518 4,8% 30.03.2020 03.03.2020 27 29.04.2020 30.05.2020 0,23% 9 074

Source: author’s calculations as of 15.06.2020, data from Johns Hopkins CASE COVER-19

From Table 1 it can be seen that the level of true RIP mortality, calculated according to the mod-
el of item 4., for the UK is significantly higher than the average level, the minimum is found in 
Germany. The period of „rampant” pandemic «Peak - t_100» before the peak period is also sig-
nificantly higher in the UK than in other countries, as well as the percentage of infected people 
from the population.

The next chapter will present a result on the relationship of pandemic parameters with so-
cio-economic factors in the statistics of countries that have passed the peak of the pandemic on 
the current date of 15.06.2020.

6. STUDY OF THE RELATIONSHIP OF SOCIO-ECONOMIC INDICATORS 
WITH THE PARAMETERS OF THE COVID-19 PANDEMIC

Before you start presenting research results, you need to make a disclaimer related to the pre-
liminary nature of these results. At the time of writing, the COVID-19 pandemic is far from 
its final phase in the most countries of the World. Therefore, the study of the relationship with 
socio-economic indicators is based on the forecast (model) values of COVID-19 parameters. By 
the time this work is published, certain refinements may be relevant. Nothing stands still, but 
the value of the research lies, among other things, in the method of building leading conclusions 
made in «in-time» mode. The value of such conclusions is particularly significant if they can 
prevent future mistakes in socio-economic containment of the spread of the disease.

Of the 84 countries that were affected by the pandemic, with the number of officially infected 
more than 1000 people on 15.06.2020, only 60 countries that participate in the statistical study 
passed the peak of infection. Exogenous variables are the parameters of the pandemic. These 
parameters are expected to change slightly over time for those countries where the peak of the 
pandemic has already passed by the time of the study.

Exogenous variables (author’s calculations on 17.05.2020)
• RIP – Fatality (lethality) Index in a given country (model forecast)
• α - The constant is responsible for the effectiveness of the measures taken in a given 

country (model forecast)
• α ∙ γ - Pandemic Rate Index (or detection rate of number of infected) in a given country 

(model forecast)
• Cmax - Maximum number of infected people in a given country (model forecast)
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• The endogenous parameters for the regression model will be socio-economic indicators 
presented by the World Bank (The World Bank. Indicators). There are more than 150 of 
these indicators, and the study involved indicators calculated for the closest date to the 
present, which is available in the World Bank database.

Endogenous variables (regressors, World Bank):
• Agriculture & Rural Development
 Agricultural land (% of land area)
 Agricultural methane emissions
 etc.
• Climate Change
 CO2 emissions
 Disaster risk reduction progress score
 Ease of doing business index
 Electric power consumption
 etc.
• Social Development
 Public Sector
 Trade
 Health
 etc.

A nonlinear multiple regression model is constructed, and the minimum number of indicators 
that are significant for exogenous variables is selected. The quality level of the model is estimat-
ed by the R-square coefficient of determination. Additional tests are made, the main of which is 
the Breusch-Pagan test (Breusch and Pagan, 1979), to check for the presence of heteroscedastic-
ity of random errors in the regression model. Economic consistency is analyzed.

Specifications of regression models
1. Non-linear multiple regression 

2. All regressors are statistically significant (p-value)
3. Regression Quality Level (High = R-square>90%, Intermediate = 50%<R-square<90%, 

Low = R-square<50%)
4. Heteroscedasticity (Yes = Breusch - Pagan test, significance>10%, No is less 10%)
5. Economic consistency of model coefficient signs

The aim of the study is to identify factors and their combinations that explain the COVID-19 pandem-
ic parameters, as well as pandemic parameters that cannot be meaningfully explained using World 
Bank indicators. More than 1 million models of various combinations of regressors are studied.

The results of the study are presented in Table 2.

For the „True mortality index” parameter, Rip was not able to find any meaningful model. The 
quality of the regression was low. The economic consistency of signs in variables was ambig-
uous. To measure the effectiveness of measures taken (to control the pandemic) it was also not 
possible to find a regression model of any significant quality.
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For the parameter α∙γ, which is responsible for Pandemic Rate (or detection rate of number of 
infected), we found a satisfactory model with an R-square level of 70%. Even more success was 
achieved for the parameter of the maximum number of infected citizens of those countries that 
were included in the study. We managed to find a whole series of very effective models that 
have a high determination (R-square of 90%), a low level of heteroscedasticity and economic 
consistency of regressors.

Table 2. General result of regression modeling of covid-19 exogenous parameters
Exogenous 
variables Interpretation Regression 

Quality Level Heteroscedasticity Economic 
consistency 

RIP Fatality (lethality) Index Low Yes Ambiguously

α The effectiveness of the 
measures taken Low Yes Yes

α∙γ
Pandemic Rate Index (or 
detection rate of number of 
infected)

Intermediate No Yes

Cmax Maximum number of infected 
people High No Yes

Table 3. The most powerful regressors explaining the parameters of the COVID-19 pandemic 
identified during the active period for 60 countries (15.06.2020)

Target variable Regressor№1 Regressor№2 Regressor№3

Pandemic Rate 
Index (or detection 
rate of number of 
infected)

69%

Railways, 
passengers carried 
(million passenger-
km) x Specialist 
surgical workforce 
(per 100,000 
population)

GDP per capita, 
PPP (current 
international $) x ln 
Hospital beds (per 
1,000 people)

Life expectancy at 
birth, total (years) 
x International 
tourism, number of 
arrivals

GDP per capita, 
PPP (current 
international $) x ln 
Hospital beds (per 
1,000 people)

International 
tourism, number 
of arrivals x ln 
Agricultural land (% 
of land area)

Railways, 
passengers carried 
(million passenger-
km) x GDP 2018

Air transport, 
passengers carried 
x Agriculture, 
forestry, and fishing, 
value added (% of 
GDP)

Life expectancy at 
birth, total (years) x 
Life expectancy at 
birth, total (years)

International 
tourism, number 
of arrivals x ln 
Hospital beds (per 
1,000 people)

Railways, 
passengers carried 
(million passenger-
km) x Specialist 
surgical workforce 
(per 100,000 
population)

GDP per capita, 
PPP (current 
international $) x ln 
Hospital beds (per 
1,000 people)

International 
tourism, number of 
arrivals x ln Life 
expectancy at birth, 
total (years)

Railways, 
passengers carried 
(million passenger-
km) x Specialist 
surgical workforce 
(per 100,000 
population)

GDP per capita, 
PPP (current 
international $) x ln 
Hospital beds (per 
1,000 people)

International 
tourism, number of 
arrivals
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max C forecast 89%

Netmigration x 
Population

CO2 emissions 
(metric tons per 
capita) x Population

 

Netmigration x 
Population

Air transport, 
registered carrier 
departures worldwide 
x Population

International 
tourism, number 
of arrivals x 
International 
tourism, 
expenditures (% of 
total imports)

Air transport, 
passengers carried 
x International 
tourism, 
expenditures (% of 
total imports)

Netmigration x 
Population

 

The purpose of this part of the study is not to present «Plug and Play» forecast models, but only 
to show what socio-economic factors initially determine the scale and speed of the pandemic. 
And they turned out to be logical, and hypothetically they should have been proposed, without 
any statistical research. But the value lies in the fact that the determining factors are confirmed 
by statistical research.

So, we make sure on the statistics COVID-19, which is the number of infected in the country 
is influenced by uncontrollable factors – population industrial capacity of the country and its 
production (as expressed in GDP, CO2, etc.)

And managed ones, namely:
• • power communication (migration, the number of human exchanges through the trav-

el and transportation including railway transport), tourism, etc.

Including visible factors responsible for the speed of social reaction. These are the country’s 
medical parameters:

• • ln Hospital beds (per 1,000 people)
• • Life expectancy at birth, total (years)

These are the key points that you should pay attention to first of all to prevent consequences. 
If tourism is harmful (in terms of the risk of epidemics), then this is true. But it is not possible 
to stop it, it is necessary to strengthen infection control. This is also obvious for the level of 
development of medicine.

7. CONCLUSION

The theoretical part of the presented work offers a very relevant, in our opinion, model that 
allows us to make adequate predictions about the spread of the epidemic at the moment of its 
active phase. This is especially relevant for the operational management of the socio-economic 
risks posed by the epidemic (pandemic). Unlike classic epidemic models, the presented model 
takes into account socio-economic counteraction to infection, focused on creating restrictions 
in the form of self-isolation, quarantine measures, etc. The model is static, in the sense that the 
factor of the reaction of society is assumed to be constant. In those countries where this hy-
pothesis is acceptable, infection dynamics are observed in full accordance with the model. We 
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understand that in practice this is not quite true, therefore, second and other subsequent waves 
that are observed are possible. How and from what they come is a topic of future research. The 
paper proposes a certain basis for further, more complex modeling.

The practical part of study showed that countries with developed infrastructure for international 
and domestic movements, as well as high migration, have the maximum number of infected. It 
clearly demonstrates the need for greater monitoring of these activities to prevent future pandemics.
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Abstract: The novel coronavirus (COVID-19) outbreak has already left a mark on the economic activities 
and labor markets in both advanced and developing countries. While the impacts on the economy vary 
considerably, the oil dependent economies have been hit harder. Along with the impact of the pandemic 
disease, they have been contending with a major collapse in oil prices. Kuwait is the world’s seventh largest 
exporter of oil. Falling oil demand might affect the future growth of Kuwait’s economy in the long run, and 
if the crisis continues, possibility to provide employment opportunities will be challenged. The aim of this 
paper is to analyze potential pandemic’s impact on employment in Kuwait in comparison with the financial 
crisis from 2008-2009, what is of crucial importance for the businesses in the region to understand. The 
paper is based on a systematic review of the secondary data gathered by international institutions. 

Keywords: COVID-19, Oil, GDP, Labor market, Policy. 

1. INTRODUCTION

On 31 December 2019, the World Health Organization (2020) was notified about pneumonia 
of an unknown etiology spreading in Wuhan City in China. The number of people infected 

by an infection, identified as a novel coronavirus, has been escalating worldwide. On 11 Febru-
ary 2020, the World Health Organization (2020) announced COVID-19 as the term for the new 
infectious disease. One month later, the COVID-19 outbreak was declared a pandemic. 

Enforced quarantine, curfew, full lockdown, and other restrictions for disease containment im-
plemented by authorities have had significant impact on the business activities, job securities, 
and global market as a whole (Sharif et al., 2020). Although, the impact may vary by country 
and industry as each country is in a different stage of dealing with the pandemic outbreak (Nico-
la et al., 2020), Kristina Georgieva (2020) emphasized that the global economic outlook for this 
year is at least as bad as the financial crisis of 2008-2009 and the recovery is expected to begin 
next year, depending on the virus containment. 

According to the International Monetary Fund (2020a), the pandemic is more challenging for the 
countries in the Middle East that are considered wealthy, mainly due to their large oil resources. 
Despite their wealth, the pandemic is causing disruption to their economies and labor markets 
through reduced demand for oil, historic plunge in oil prices along with the suspension of services. 

Kuwait is an oil-based economy where an increasing number of COVID-19 cases quickly led 
to the implementation of the strict containment measures. Further disruption of activities and 
services, and the drop in oil prices led to the announcement of a series of fiscal and monetary 
measures to ensure sustainability of the Kuwait’s economy and support the survival of small 
and medium enterprises (SMEs). 
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1.1 Methodology

The pandemic outbreak, containment measures and lower oil prices raise the following ques-
tions: What are the pandemics’ consequences for employment in Kuwait? 

The paper is based on a systematic review of the external secondary data. The data are obtained 
from online databases, government statistics, and reports published by international organiza-
tions. The paper describes the evolution of the novel coronavirus in Kuwait, the containment 
and economic measures taken by Kuwait’s policymakers, discusses the implications of the coro-
navirus spread on oil prices and the growth of GDP, and investigates the potential impact of the 
pandemic on the labor market in Kuwait compared to the global financial crisis from 2008-2009. 

2. EVOLUTION OF THE NOVEL CORONAVIRUS IN KUWAIT

The first confirmed case of the COVID-19 reported in the Middle East was in Iran (Sharifi et 
al., 2020). Kuwait announced the first three cases of the COVID-19 on 24 February 2020, when 
the passengers returning from the Iranian city of Mashad were tested positive (Kuwait News 
Agency, 2020a). As of 31 May 2020, there were total of 27 043 confirmed cases of COVID-19 
and 212 deaths (Ministry of Health, 2020). 

Figure 1. Diagnosed cases of COVID-19 in Kuwait 
Source: Ministry of Health, 2020

2.1. Containment measures

Kuwait took an uncompromising stand against the novel coronavirus and implemented strict 
precautionary measures to ensure internal and external security and stability of the state. (See 
Table 1)

Table 1. Government containment measures 
Date Measures taken
1 March 2020 Suspension of schools and universities was implemented.
12 March 2020 Kuwait’s government suspended work in all ministries, government agencies, public bodies and 

institutions excluding vital sectors and emergency services for 2 weeks.
14 March 2020 All inbound commercial flights to Kuwait International Airport were banned except for arriving 

Kuwaiti citizens and their immediate relatives, and travel across the border was restricted.
22 March 2020 The first partial curfew was implemented between 5pm to 4am, until further notice. Central 

markets and shops, except for grocery stores were closed. Kuwait’s government extended the 
disruption of work in all ministries, government agencies, public bodies and institutions until 9 
April 2020.
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7 April 2020 The curfew hours were extended from 5pm to 6am until the holy month of Ramadan. Kuwait’s 
government extended the closure of all ministries, government agencies, public bodies and 
institutions until 26 April 2020.

24 April 2020 The partial curfew was further amended from 4pm until 8am with the suspension of work in the 
public sector including at government ministries until 31 May 2020.

10 May 2020 Kuwait goes into complete lockdown for 20 days. Workers employed in sectors such as electricity, 
oil and workers employed in private sector assisting them were allowed to continue operations. 
Private supermarkets and grocery stores remained open.

31 May 2020 The first phase of easing lockdown restrictions. Kuwait’s government started gradually lifting 
a lockdown imposed since 10 May 2020. Partial curfew was extended from 6pm until 6am. 
Cooperative societies, food retail shops, home delivery services, drive thru services at restaurants 
and cafes, public services including maintenance and laundry, industrial activities, company 
transport vehicles, patrol stations, private hospitals, private clinics and mosques reopened. 

Source: Kuwait News Agency (2020b, 2020e), PwC (2020), Oxford Business Group (2020), Gulf 
News (2020), Reuters (2020), Gulf Business (2020)

2.2. Economic measures

The Kuwait’s government established a committee to help Small and Medium-sized Enterpris-
es (SMEs) and implemented the fiscal measures (see Table 2) to ease the negative effect of the 
pandemic on their economic activities.

Table 2. Government fiscal measures 
Fiscal 
measures

• Budget for ministries and government departments was increased by KD 500 million;
• Social security contributions for organizations in private sector were postponed for 6 months;
• Full unemployment benefits were provided to Kuwaiti nationals;
• Long-term loans from the SME fund and banks were provided to SMEs.

Source: International Monetary Fund (2020b), KPMG (2020)

Monetary measures (see Table 3) were implemented by the Central Bank of Kuwait to ensure 
continuous access to the financial services and stability.

Table 3. Government monetary measures
Monetary 
measures

• The credit card payments were delayed for 6 months for all citizens; illegal residents and 
children of Kuwaiti women; 

• The payment of loans was postponed for 6 months for all citizens; SMEs and other companies 
affected, without interest or fines;

• The interest rate for SMEs financing was set at maximum 2,5%;
• The capital adequacy requirements were reduced by 2.5%, to 10.5%;
• The liquidity requirements were decreased;
• The risk weight of SMEs was reduced from 75% to 25%;
• The maximum funding available was increased from 90% to 100%;
• Net Stable Funding Ratio and Liquidity Core Ratio was reduced from 100% to 85%, and the 

Liquidity Ratio from 18% to 15%;
• Loan-to-Value limits for home constructions were increased from 70% to 80%, for land 

purchase for residential projects from 50% to 60%, and for existing homes from 60% to 70%.
Source: International Monetary Fund (2020), PwC (2020)

3. THE OIL PRICE COLLAPSE AND DROP IN ECONOMIC ACTIVITY 

The economic forecast for Kuwait has changed. A combination of the pandemic and policy 
responses has caused decline in supply of materials, capital and labor, and decline in demand 
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for goods and services (Baldwin & Weder di Mauro, 2020). Furthermore, the disagreement 
between members of the Organization of the Petroleum Exporting Countries (OPEC) in early 
March 2020 led to the fall in the price of oil (Arezki, Yuting Fan & Nguyen, 2020) by more than 
50% since the beginning of the pandemic crisis (Azour, 2020).

In April 2020, OPEC and high oil exporting non-OPEC countries reached a consensus to cut 
production of oil by 9.7 mb/d effective from 1 May 2020 until 30 June 2020 (Blas, Smith & 
Ansary, 2020), and from 1 July 2020, the production to be cut to 7.7 mb/d for another 6 months 
(Kuwait News Agency, 2020c). According to the National Bank of Kuwait (2020a), country’s oil 
production is estimated to drop on average to 2,46mb/d in 2020, and to 2,42mb/d next year, what 
might have a negative impact on the real GDP. Yet, the real GDP is projected to contract by 1.1% 
in 2020 and rise again to 3.4% in 2021 (International Monetary Fund, 2020d).

Figure 2. Kuwait’s real GDP growth projection 
Source: International Monetary Fund (2020c)

Estimated impact of the pandemic on the non-oil GDP growth is uncertain. National Bank of 
Kuwait (2020a) forecasts the fall by 4%. In addition, Kuwait has estimated budget deficit of 
about KD 9.2 billion for the current fiscal year 2020/2021 that is larger than deficit estimated 
last year. A continued decline in oil prices and high government expenditures could widen the 
actual budget deficit what might affect the future growth of Kuwait’s economy, development 
plan and job creation (World Bank Middle East and North Africa, 2020). 

4. THE PANDEMIC AND LABOR CRISIS IN KUWAIT

Kuwait has a different labor market than other countries due to its dependence on foreign work-
ers. As of June 2019, the labor force participation rate of non-Kuwaiti was 82.2%, compared 
to 17,8% Kuwaiti nationals. The majority of employees working in the public sector are Ku-
waiti nationals accounting for 73.75% while only 26,25% are non-Kuwaiti. Kuwaiti nationals 
account for only 3,86% of the total employed workforce in the private sector and 96,14% are 
non-Kuwaiti (National Bank of Kuwait, 2020b). Demographic imbalance in the labor market is 
one of the most contentious issues. Government has been trying to increase the participation of 
Kuwaiti nationals in the labor market and adopted the Kuwaitization program that has created 
more job opportunities for the national workforce in the private sector. Despite better compen-
sation packages, Kuwaiti nationals are discouraged from joining due to job requirements and 
long working hours (Al-Mutairi, Naser & Fayez, 2020).
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Coronavirus pandemic and fall in oil prices have further accelerated the situation. The govern-
ment officials requested to give all government sector jobs to Kuwaiti nationals. Foreign work-
ers holding non-technical jobs will be laid off and employment contracts of foreign workers in 
the government agencies will not be renewed (Gulf News, 2020). About 135 foreign workers 
employed in the Public Authority for Housing Welfare were already notified of their termination 
by 1 July 2020 (Kuwait Times, 2020). In addition, Kuwait Airways, state owned airline provider 
announced a termination of about 1,500 foreign employees as a result of significant difficulties 
caused by the coronavirus pandemic (Arab News, 2020b).

In addition, the COVID-19 Kuwait Business Survey conducted by Bensirri Public Relations 
(2020) in April 2020, prior to the full lockdown, analyzed operational changes caused by the 
COVID-19 of 498 Kuwaiti SMEs. The survey revealed that 45% of employers shutdown or sus-
pended their operations and 26% experienced decline in revenue by 80% what led to inability 
of covering fixed cost by 56% of the employers. Despite the violation of Kuwait’s Labor Law, 
working hours and salaries were reduced by 32% of employers and 15% started lying off their 
employees. The survey also revealed that the sectors most affected by the pandemic are retail, 
construction, contracting, architecture and professional services.

In 2019, the agricultural sector that includes fishing, forestry, and farming employed only 2,23% 
of the total workforce. The industry sector that includes mining, energy production, manufac-
turing, and construction employed about 25,37% of the workforce and 72,4% of the employed 
population worked in the service sector that covers finance, transportation, government, and 
other private business activities (Statista, 2020). This means that sectors with the highest num-
ber of employees are now at the major risk of job reduction.

The Kuwait’s government has temporarily amended the Labor Law for the private sector. The 
temporary Labor Law allows employers to reduce wages by maximum 50% during the pandemic 
crisis (Arab Times, 2020a). To protect the Kuwaiti employees working in the private sector and 
ensure their job stability in these circumstances, Kuwait’s Cabinet approved the disbursement of 
financial aid to employers in the private sector for 6 months. Furthermore, termination of Kuwaiti 
employees working in the private sector or reduction of their wages became illegal until the end of 
June 2021 (Kuwait News Agency, 2020d.).

The pandemic will have an adverse impact mainly on low-skilled and low-income foreign work-
ers, as their jobs are the most vulnerable. Foreign workers who lose their jobs in Kuwait have no 
access to social protection and inability to find employment leads to loss of Residence Permit 
making them subject to detention, arrest or deportation. Inequitable access to health insurance 
and health care increases their risk of becoming infected with the coronavirus. Imposed travel 
restrictions prevent foreign workers from returning back to their countries what in combination 
with no income and social security results in poverty (International Labor Organization, 2020). 
The implication of the pandemic on highly skilled foreign workers occupying different manage-
ment positions working for reputable organizations is yet unclear (Al-Hashem & Martin, 2020). 
Jobs of Kuwaiti employees are the least to be affected (National Bank of Kuwait, 2020a).

4.1. What past evidence suggests?

In 2008, the financial crisis spread to the financial markets and real economy in the rest of the 
world (Tatlıyer, 2017). Kuwait is more linked to the financial market; consequently, banking and 
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financial services sector were the most affected. The impact on the labor market was limited 
(Debnath, 2010). The COVID-19 pandemic shock will have a more devastating employment 
and social impact than the financial crisis. The labor market has changed since then and an ex-
panding informal sector, new forms of employment, such as gig work, and increasing number 
of foreign workers created and additional problems (International Labor Organization, 2020). 
Apart from the government’s effort to localize workforce, when economy recovers, foreign 
workers will need to be rehired. Kuwait’s labor market has been heavily structurally dependent 
on the foreign workforce who is its integral part of the labor market and will remain an essential 
component of the post-crisis economy. This will raise the cost of doing business (National Bank 
of Kuwait, 2020a).

Considering the experience from the financial crisis, the International Labor Organization 
(2020) suggested measures that governments should take for economic reactivation:

1. Stimulate the economy and employment by active fiscal and monetary policy, and by 
providing financial support to sectors most affected.

2. Support enterprises jobs and incomes by providing social protection to all, implement-
ing employment retention measures, and by providing loans or wage support to SMEs.

3. Protect workers in the workplace by enhancing safety measures, providing access to 
health services, adopting telework, and increasing access to paid leave without discrim-
inating anyone.

4. Rely on an effective social dialogue for formulating and evaluating solutions by collab-
orating and negotiating at national, sector and enterprise level.

5. CONCLUSION

Every worker in the country has been directly affected by the pandemic situation. Those working 
in the health or public security sector have experienced increase in working hours, on the other side 
some others have experienced decrease in their working hours, have worked from home or have 
lost their jobs and income. The real impact of the COVID-19 pandemic on Kuwait’s labor market is 
difficult to predict. Hence, it is important for Kuwait’s government to respond to the current chal-
lenges by finding new solutions to new problems and protecting the most vulnerable, because for 
many no income means no security and no future. Finally, the main limitation of this paper is the 
insufficient data in the published literature about the impact of the pandemic on the highly skilled 
foreign workers in Kuwait. It should therefore be considered for the future studies. 
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Abstract: Managing income risk in agriculture is one of the important issues for farmers and policy 
makers nowadays. There exist a set of instruments and mechanisms for farmers to face the income 
volatility, including the individual or public support. Under II Pillar, the Common Agricultural Policy 
(CAP) offers the support for less favoured farms in the way of insurance, mutual fund, and Income 
stabilisation tool. The Income Stabilisation Tool (IST) represents the compensation to farmers for a 
“severe drop” in income, if the farm experienced an income loss of more than 30% compared to the 
3-years average or the Olympic average of the preceding five-year income realizations. However, none 
of the EU countries has been currently using the tool operationally. The main objective of the paper is 
to investigate the potential effect of the Income Stabilisation Tool on mitigation of income risk in Slovak 
agriculture. The results of the paper show the existing possibility to improve financial situation and 
reduce the income inequality of particular Slovak farms in the future.

Keywords: Income risk, income stabilisation, CAP, Slovak agriculture.

1. INTRODUCTION

Risk is inherent in all economic activities, but due to external factors that influence the yield 
and price of agricultural output, farmers particularly are exposed to increased uncertainty 

(EC, 2017). During the last period, the European farming faced the spectrum of environmental, 
economic, financial, social and institutional risks. These risks are resulting from the imbalances 
on the market, that cause volatility of input and output prices, higher probability of extreme 
weather events, increasing dependence on land owners and financial institutions, ongoing tech-
nological progresses such as digitization, organizational changes within the value chains, or 
changing consumer preferences (Meuwissen, 2018). Uncertainty about prices, and thus income 
in agriculture increased during the price spikes in 2007-2008 and 2010-2011, followed by a 
severe drop in prices. When prices for inputs such as fertiliser, seed or feed increase, while the 
price of the agricultural output remains stable, the profit margin is reduced. Farmers with a low 
profit margin will therefore be more sensitive to income risk. Income risks do not only refer to 
income volatility but also to low levels of income, that can result in cash-flow constraints and 
lead to farmers´ bankrupt. Serious impacts on agricultural production, has also the climate 
change and extreme weather events. The 2017/2018 has been current example, when heat waves 
and drought in various areas negatively affect EU production. Increased occurrence of risks has 
been raising farmers’ concern and need for an adequate risk management approach. (EC, 2017). 
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In the CAP, risk management instruments have become more important over the time. Since 
1998, the European Community has been intensively investigating the possibilities of how to as-
sist farmers in stabilizing their incomes (Meuwissen et al., 2008). With the 2008 Health Check, 
a risk management layer was introduced for the first time. It provided targeted risk coverage 
instruments such as subsidised insurance schemes and mutual funds in the operational pro-
grammes for the fruits, vegetables and wine sector. In order to support farmers in coping with 
income risks, several instruments have been proposed (see e.g. Cafiero et al., 2007; Meuwissen 
et al., 2008; Meuwissen et al., 2013; Bielza Diaz-Caneja et al., 2008; European Commission, 
2008). The policy-makers finally introduced the support for risk management, after the 2013 
reform in the Pillar II for the period 2014-2020 (EC, 2013). Risk management tools proposed in 
the Regulation (EU) n°1305/2013 allowed the Member States to allocate funds of the European 
Agricultural Fund for Rural Development (EAFRD) to provide financial contributions to in-
come stabilization by 3 instruments: insurance premiums, mutual funds and a newly introduced 
Income stabilisation tool (Cordier, 2015; Pigeon et al., 2014; DG Agri, 2011).

Income from farming refers to the sum of revenues the farmer receives from the market, includ-
ing any form of public support, deducting input costs (EC, 2013). The Income Stabilisation Tool, 
defined in the Article 39 (1305/2013) is a risk management tool for compensating farmers for 
severe income lost. A severe income drop in this proposal is defined as a decrease of 30 % of the 
average annual income of the individual farmer in the preceding three-year period or a three-
year average based on the preceding five-year period excluding the highest and lowest entry 
(Olympic average). Independent of the source of this income reduction, farmers should receive 
compensation payments for less than 70% of the income lost in the year the producer becomes 
eligible to receive this assistance (EC, 2013; El Benni et al., 2016). Even if the compensation of 
income lost has been offered, under the 2014-2020 only two countries, Italy and Hungary and 
one region (Castilla y Leon) in Spain planned expenditure of EUR 130 million for the IST. How-
ever, none of the EU countries has been currently using the tool operationally.

The new risk management tools have been assessed by scientists to consider the feasibility and 
potential positive effect on the agricultural sector. One of the first ex-post studies of the EU 
Commission (EC, 2009) tested the concept of an income policy that would compensate 70% 
of a 30% minimum income loss due any reason, using the FADN data. The 23% of the EU-25 
farmers in 2006 had an estimated loss greater than 30% with a required compensation of $11.2 
billion (€9.7 billion per year as an average for the last decade, EU-15 and variations from €8.5 
to 11.4 billion). The ex-ante research on the IST focusses on actuarial evaluations of a potential 
income compensation, governmental costs, impacts on optimal farm programmes, and identifi-
cation of potential beneficiary groups of farms (Zgajnar, 2017; Pigeon et al., 2012; Liesivaara et 
al., 2012; Mary et al., 2013; El Benni & Finger, 2014). The authors El Benni et al. (2016) noted, 
that in the ISTs ex-ante analyses two basic approaches are employed. First, farm level optimi-
zation models are used to investigate how the IST affects a specific farm and how farmers react 
to the provision of such tool (e.g. Turvey, 2012; Mary et al., 2013; Liesivaara et al., 2012). These 
approaches can reveal insights in farm-level decision making but are focused on a limited num-
ber of farms. Second, bookkeeping data across a large set of farms and years are used to set up 
simulation models and investigate income risks of farms to specify potential indemnification 
within the IST (e.g. Kimura & Anton, 2011; Pigeon et al., 2012). Zgajnar (2017) added that the 
third approach is the analysis of data series with the regression-based econometric models (Pi-
geon et al., 2014; El Benni et al., 2016).
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In the Slovak agriculture, the potential effect of IST on individual farms has not been evaluated 
yet. Therefore, we firstly focus the research on the identification of farms, that suffered more 
than 30% lost in the period 2009 – 2017 and could have been indemnified since the 2014 year, 
when risk management tools in the second Pillar of CAP have been introduced. The main objec-
tive of the paper is to examine the potential effect of the Income Stabilisation Tool in compen-
sating the farms in the income lost and mitigating the income risk in Slovak agriculture.

2. METHODOLOGY

The data used for the analysis are obtained from the Ministry of Agriculture and Rural Devel-
opment of Slovak republic. After outliers exclusion, the data set consists of financial statements 
of 654 individual farms in the years 2009 – 2017. The outliers are companies that did not exist 
during the whole observed period and had negative reference gross farm income. Farms are 
divided and examined separately according to their size, legal form and production orientation. 
Based on the size are farms divided to the group of micro (1 - 9 employees), medium (10 - 49 
employees) and large (50 - 250 employees). From the legal forms are selected only farms with 
the legal form cooperative or business company (Limited liability company and Join-stock com-
pany). Based on the production orientation, the companies are divided into crop and animal 
farms. The classification criterion is more than 50% share of sales from crop production or 
livestock production to the total sales of own products and services.

The ability to receive indemnification from Income Stabilisation Tool ś fund have the farms, 
that recorded greater than 30% loss compared to the average annual income of the previous 
three year or to the ‚Olympic’ average of the previous five years. In the paper we use the first 
condition for identification of farms instead of 5-years Olympic average, as it is considered to 
be more specific (El Benni et al., 2016; Cordier, 2015). The payments by the IST mutual fund 
to farmers shall compensate a maximum of 70% of lost income. One of the obstacles in data 
selection is how to calculate the income. According to the European Commission proposition 
(EC, 2011) the income is defined as the sum of revenues the farmer receives, including any form 
of public support, deducting input costs. However, the authors have used different income cat-
egories for IST assessment, for example Net farm income (Hausheer Schnider, 2011; El Benni 
et al., 2016), profit margin (Liesivaara et al., 2012), farm net value added (Pigeon et al., 2012), 
gross margin (Zgajnar, 2017). In the paper we decided to identify the farms that could have 
receive the indemnification based of the Gross farm income calculation (Figure 1). Gross farm 
income refers to the sum of Sales from products and services (Total output), including Sales 
from crop production, Sales from animal production and Sales from agrotourism, plus the Sub-
sidies of non-investment character, deducting the Input costs. Input costs refer to the FADN 
data categories called Total specific costs and Total farming overheads, and in Slovak financial 
statements are recorded in the account Consumption of material, energy and other non-stora-
ble supplies (fuels, electricity, seeds and seedlings, fertilizers and pesticides, crop protection 
products, purchased feeds for animals) and total intermediate consumption. The total external 
factors such as wages, rent and interest paid have not been taken into account. We considered 6 
different periods covering data in the years 2009 – 2017, concretely 2009 – 2011, 2010 – 2012, 
2011 – 2013, 2012 – 2014, 2013 – 2015, 2014 – 2016. The first three years are used to specify 
reference income levels and the fourth year is used to specify the level of indemnification, if the 
loss is greater than 30%. Because we investigated hypothetical IST coverage, we calculated the 
maximal possible indemnification of 70% from the more than 30% loss.
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Figure 1. Gross farm income scheme
Source: own processing

3. RESULTS

Information from the financial reports of Slovak agricultural companies are used to analyse, 
which farms in the recent years suffered the loss adequate for the indemnification from the 
funds of Income Stabilization Tool. The government of Slovak republic has not implemented 
the IST yet, therefore the calculations show hypothetical scenarios of the ex-post analysis in the 
years 2009 – 2017. We used the 3-years average to calculate the reference income according to 
the variable “Gross farm income”. The final data set consists of 654 agricultural companies from 
all regions of Slovakia. The removed outliers are the companies with insufficient information 
(missing data) in the observed period, and companies with negative reference income (3-years 
average of Gross farm income). We classified and individually examined the agricultural com-
panies according to their production orientation (crop and animal farms), size (micro, medium, 
large) and legal form (cooperatives and business companies – Limited liability company and 
Join-stock companies). The structure of the data set is presented in the Table 1.

The results show that in the year 2012, 15% of Slovak farms could have received the indemnification 
in the total amount of 19 653 040 EUR, if the 70% of loss would have been covered. The majority of 
identified farms were focused on the animal production (68%), had the medium size (57%) and legal 
form of business company (59%). Only 9% of farms were eligible for compensation in year 2013 
(12.97 mill EUR) and according to characteristics had similar farm types as in the previous year.

The difference is remarkable since the 2014, after the new CAP programming period, mainly in 
the case of production orientation, where the difference between groups is smoothened. In the 
year 2014 the greatest compensation could have been paid, amounted to almost 27.42 million 
EUR, although the percentage of indemnity farms is the same as in the year 2012. Even if, the 
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same share of farmers in 2015 and 2016 experienced the loss more than 30%, the potential in-
demnification refers to different amounts (approximately 5,5 million EUR more in 2016). The 
smallest number of farms (only 52), could have been indemnified in 2017, with the total amount 
of 11.07 million EUR. According to the characteristics, there is a changing structure of indem-
nity farms from the point of size. The lowest share had the large companies with more than 50 
employees, instead of micro farms as it was in all previous years.

Table 1. Structure of agricultural companies
Classification criterion Category Absolute value % share

Production orientation Crop farm 278 43 %
Animal farm 376 57 %

Legal form Cooperative 337 52 %
Business company (Ltd. JSC) 317 48 %

Business size
Micro (1-9) 107 16 %
Medium (10-49) 342 52 %
Large (50-250) 205 32 %

Sum 654 100%
Source: own processing

Table 2. Structure of agricultural companies
 2012 2013 2014 2015 2016 2017
All farms 15% 9% 15% 8% 8% 7%
Cooperatives 41% 44% 42% 43% 42% 49%
Business company 59% 56% 58% 57% 58% 51%
Micro 19% 14% 26% 20% 17% 25%
Medium 57% 59% 48% 60% 56% 67%
Large 24% 27% 26% 20% 27% 8%
Crop farms 32% 37% 54% 49% 54% 49%
Animal farms 68% 63% 46% 51% 46% 51%
The sum of potential 
indemnification (€) 19 653 040 12 971 121 27 419 940 12 125 918 17 721 008 11 069 947

Source: own processing

Figure 2. Potential indemnification of Slovak farms in 2012-2017
Source: own processing

The Figure 2 shows the development of share of farmers experiencing an income loss of more 
than 30%, and the amount of compensation that would have been required if the Income Sta-
bilisation tool would have been in implemented place between 2012 and 2017 in the Slovak 
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agriculture. The line indicates the % share of farmers eligible for compensation, and the bars 
indicate the budget necessary for indemnification in the same years. For better assessment of 
the potential effect of IST, we examined also the scenarios in 2012 and 2013, although the IST 
belongs to the 2014-2020 CAP regulation. 

Undoubtedly, the Income Stabilisation Tool enlarges the risk management opportunities for farmers, 
and our results show that each year millions of Euros could have been used for loss coverage, but 
the future implementation in the national policy remains questionable. The CAP gives the Member 
states opportunity to define the own rules for the constitution and management of the mutual funds, 
in particular for the granting of compensation payments to farmers. Therefore, it is necessary to 
prepare administration and monitoring of farms, methodology for arrangement of funds, penalties in 
case of negligence on the part of the farmer and other steps, that might be costly. 

4. FUTURE RESEARCH DIRECTIONS

The Income stabilisation tool seems to be an effective instrument in the mitigation of income risk 
in agriculture. Therefore, its questionable, why none of the European countries has implemented 
the tool in the national agricultural policy so far. The critics of the IST consider as negative that 
the risk management tools in the Article 36 of Regulation (EU) n°1305/2013 are optional and 
not obligatory, given the farmers rather suggestion with very vague guidelines than effective 
programmes (Cordier, 2015). Questions that arise by governments and farmer organisations are 
how to organise, initiate and govern the mutual fund. What should happen when funds have to be 
paid in one of the starting years when the capital stock is still very small is also a problem. More-
over, the budgetary needs of the IST can be very volatile and quite demanding. If the scheme 
is implemented in all Member States, the maximum budget needs for one year are estimated at 
22 billion EUR. Another obstacle of the IST is that funds may only be used in case of income 
losses larger than 30%. Furthermore, the programming of ISTs is hampered as it is not allowed 
to specific sectors, although there are large differences between agricultural sectors in terms of 
the risks faced and the chance that payments are received (EC, 2017). The selection of income 
category and its correct calculation is found to be another problem. The income definition that is 
used influences compensation. For example, if decoupled payments are not included the scheme 
is triggered more often. The accounting systems in European countries differ, what might cause 
misleading in income consideration, when necessary data is not available. Moreover, it is hard to 
accurately assess farmer income and revenue, especially for small farms that do not have an ade-
quate accounting system. The potential problem in the future could also be purposely adjustment 
of financial statements in order to obtain funds for the farms. These issues are very challenging 
for the policy makers, because the improvements and specifications of IST, as well as other risk 
management tools in the CAP after 2020 are expected. In the future, we would like to extend our 
research and examine more deeply the effects of the IST implementation in Slovak agriculture.

5. CONCLUSION

The Common Agricultural Policy 2014–2020 has been mainly aimed at compensating farmers 
for the negative effects of price volatility and tackling income volatility. Member States have 
the possibility to support three risk management tools (insurance schemes, mutual funds and 
an Income Stabilisation Tool) through their rural development programs. As the CAP offers the 
tools to mitigate the agricultural risk connected with income volatility, it should be important 
for each country to open the question of risk in agriculture in the scientific research.
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Income Stabilization Tool (IST) can be implemented by EU-Member States to provide up to 70 
% compensation to farmers who experienced more 30 % loss. In the paper we examined the 
potential indemnification for 654 agricultural companies in the years 2012 – 2017. During the 
observed period, the compensation would have amounted, on average to 16.8 mill. EUR per 
year for, varying between a minimum of 11.07 mill. EUR in 2017 to a maximum of 27.42 mil. 
EUR in 2014. The majority of indemnity farms are the business companies with the medium 
size. The production orientation seemed to be an important characteristic in years 2012 and 
2013, when more than 60% of farms suffering the loss were focused on animal production, 
however since 2014, when the new CAP programming period started, the differences has been 
smoothened. 

Although, the additional funds for covering the loss of farmers and stabilizing their income are 
a great option, a lot of questions arises with the implementation of IST in Slovakia. These have 
not only the methodological character (insufficient guideline, problematic income definition, in-
consistent accounting systems, necessity for appropriate monitoring, etc.), but also the problem 
with prevention of negligence on the part of farmers, who can adjust the financial statements 
in order to receive funds. Therefore, the CAP should specify and improve the risk management 
tools implementation in the new programming period after 2020.
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Abstract: Anaerobic digestion is a microbial process that occurs in the absence of oxygen where a 
community of microbial species breaks down both complex and simple organic materials, ultimately 
producing methane and carbon dioxide. Biogas refers to a secondary energy carrier that can be pro-
duced out of many different kinds of organic materials and its options for utilization can be equally 
versatile - biogas can be used to generate electricity, heat and biofuels. It is clear that introduction of 
the subsidies in 2009 for BGPs initiated usage of the AD technology for generating electric energy. The 
sharpest increase in number of BGPs was recorded in 2013; however, there was a major downsizing in 
their installation in 2014 due to change in the subsidy system. The main aim of the paper is to forecast 
economic viability of biogas plants in Slovakia based on the net present value indicator, estimation of 
payback period of the technology and assessment of the maximum economic price of input material.

Keywords: Biogas, Net present value, Slovakia.

1. INTRODUCTION

“Anaerobic digestion is a microbial process that occurs in the absence of oxygen. In the pro-
cess, a community of microbial species breaks down both complex and simple organic 

materials, ultimately producing methane and carbon dioxide” (Engler et al., 2013). European 
Biomass Association (2013) defines biogas as a secondary energy carrier that can be produced 
out of many different kinds of organic materials and its options for utilization can be equally 
versatile. Biogas can be used to generate electricity, heat and biofuels. Also, the fermentation 
residues, called digestate, can be used for example as a fertilizer. Pepich et al. (2010) describe 
biogas as a product of transformation of biomass into energy via an anaerobic digestion (AD), 
where the resulting product is a biogas, serving as fuel for cogeneration units and it reaches 
about 70% of the energy content of natural gas. 2 178 kWh of electricity or 11.4 GJ of heat can 
be obtained by burning 1 000 m3 of biogas. Additionally, 1 m3 of biogas contains as much en-
ergy as 0.6 to 0.7 dm3 of fuel oil for heating. Compared with conventional heat and electricity, 
up to 40% of fuel can be saved. Compressed and adjusted biogas can be supplied to the grid as 
natural gas and only additional costs for treating biogas are the barrier, even though there are 
already developed technologies for such treatment (Holm-Nielsen et al., 2008). Baxter (2014) 
points out that there are many ways how to realise flexible output produced by biogas plants. It 
is possible to store biogas with storage capacity locally and also via pipelines connecting more 
biogas plants. Excess capacity cogeneration or combined heat and power (CHP) units might 
be used in times of deficit irregular renewable electricity generator or of the highest demand. 
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There is a concept of many biogas plants linked together for flexible operation created already. 
Another alternative is to upgrade biogas to natural gas quality. 

Braun et al. (2014) believe that economic viability of the energy production from energy crops is 
possible only if we achieve high crop and biogas yields while keeping investments, raw material 
and production costs low. In addition, other incentives are provided like subsidies and feed-
in-tariffs to increase economics of the process. Gebrezgabher et al. (2010) underline that the 
financial viability of the system also depends on transport of input materials. Some researchers 
indicate that maximum economical distance is of 15–25 km. Logistics of inputs and outputs are 
crucial indicator for biogas system to be economically, environmentally, and socially viable. 
Long distance transportation generates transportation cost as well as environmental costs in 
form of GHG emissions, odour and noise. Therefore, these externalities of the transport should 
be managed to their minimums. Wellinger (2014) states that biogas plant operators have to deal 
with security of sustainability of producing biomass and its higher yields per hectare via catch 
crop or multiple cropping on arable land. Other possibilities are permanent grasslands. There 
are also mechanical, physical and biochemical pre-treatment techniques to raise efficiency of 
biomass degradation. On the other hand, Dollhofer (2014) reminds that these mechanical and 
chemical pre-treatment techniques come hand in hand with significant energy loses as they 
require high energy input.

The paper intends to forecast economic viability of biogas plants in Slovakia based on the net 
present value indicator, estimation of payback period of the technology and assessment of the 
maximum economic price of input material. The contribution of the paper is twofold. First, the 
paper provides analysis of biogas sector over specific time period in Slovakia. Second, the paper 
gives an empirical evidence of the economic viability of the biogas sector and its benefits for 
investors by using simplified model of a biogas plant scenario as a representing sample.

2. MATERIALS AND METHODS 

In order to forecast economic viability of biogas plants in Slovakia, the following steps are done:

Step 1: Biogas plant model is constructed on the basis of analysis of Slovak biogas sector and 
literature review. 

Step 2: Grain maize annual price (EUR) forecast is performed. In order to predict the values, 
the VECM model is performed based on the long run relationship between grain maize an-
nual prices (EUR) and amount of maize production (tonnes) in Slovakia from 1993 to 2018; 
data were used from Food and Agriculture Organization of the United Nations (FAOSTAT). 
Anderson et al. (2002) explain that VECM is a policy-oriented vector autoregressive model 
that is anchored by long-run equilibrium relations suggested by economic theory and VECM 
forecasts are considerably more accurate than simple random-walk alternative. Gangopadhyay 
et al. (2016) suggest that VECM indicates a nx1 vector of stationary time series (yt) in terms of 
constant, lagged values of itself and error correction term. The standard VECM model can be 
expressed as follows: 

 (1)
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where ECT refers to the Error Correction Term - a product of an adjustment factor (α) and the 
cointegrating vector (β). The cointegrating vector shows the long-term equilibrium relationship 
between the examined variables while the adjustment factors indicate the speed of adjustment 
towards equilibrium in case there is any deviation.

Step 3: Prediction of grain maize annual yields (tonnes/hectare) for following calculation of 
grain annual yields of grain maize (bushels/tonne). Sample Mean method is used to forecast 
grain maize annual yields. The formula is as follows:

 (2)

where F is a forecasted value in year t; n is number of observations and Yt is an actual value 
in year t. The data were taken from Food and Agriculture Organization of the United Nations 
(FAOSTAT).

Step 4: Annual grain yields of grain maize (bushels/tonne) are estimated on the basis of its rela-
tionship with grain maize annual yields (tonnes/hectare) given by approximate bushels of grain 
content in a tonne of corn silage (Lauer, 2005; as cited in Lippert, n.d.). Table 1 depicts approxi-
mate bushels of grain contained in a tonne of corn silage. Data were used from Food and Agricul-
ture Organization of the United Nations (FAOSTAT).

Table 1. Approximate bushels of grain contained in a tonne of corn silage
Maize Yield

Bu/A
Grain Yield

Bu/T
25 3,5
50 5,5
75 6,8

100 7,5
125 7,9
150 8
175 7,9

Source: Lauer, 2005 (as cited in Lippert, n.d.)

Step 5: Calculation of future maize silage annual prices derived from grain maize prices and 
grain yield of grain maize forecast. The formula is as follows:

 (3)

where M is a price of grain maize in year t and C is a grain yield in one ton of maize in year t.

Step 6: Net present value (NPV) is used as valuation criteria in order to forecast economic vi-
ability of biogas plants and Payback Period is performed as a tool that compares revenues with 
costs and determines the expected number of years required to recover the original investment. 
NPV determines the present value of an investment and represents sum of estimated future 
cash flows in today’s value of money (Mészáros and Jašňák, 2014). The formula is as follows 
(Patinvoh et al., 2017):
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 (4)

and

 (5)

where CF is estimated cash flow in year t, r is discount factor and I is the initial investment. CF 
is a function of income, variable cost and fixed costs in year t. P is price of output, o is amount 
of output produced at time t, c is cost of input and m is amount of input in year t. FC are fixed 
cost including annuity, labour costs, G-component, manipulation with materials services, main-
tenance and service costs.

The following formula for Payback Period (PBP), that calculates the time required for the pay-
back of investment, can be used for even cash inflows of a project (Santadkha and Skolpap, 2017):

 (6) 

However, if the cash flows of a project are uneven, the payback period is computed by adding 
the annual cash flows until such time as the original investment is recovered. 

Step 7: To find out the ceiling price of the maize silage as the input for AD, Break Even Analysis 
was used. The ceiling price of the input is calculated at the point when total costs equal total 
revenues. The formula is as follows (Weil and Maher, 2005):

 (7)

and 

 (8)

where TR (Total Revenues) = cumulated quantity of electricity produced during lifetime of 
the project MW * guaranteed selling price of the electricity EUR / MW; VC (Variable Costs) 
= cumulated amount of maize silage used for AD during lifetime of the project (A) in tones * 
price of maize silage (C) EUR / ton; FC (Fixed Costs) = cumulated fixed costs during lifetime 
of the project including investment, capital costs, labour costs, G-component, service and main-
tenance costs and manipulation services costs. Then the final formula is derived as follows:

 (9)

where C is ceiling price (EUR) of one ton of maize silage at which the biogas plant does not 
generate any profit nor loss.

3, RESULTS

In case of Slovakia, the sharpest increase in number of biogas plants (BGPs) was recorded in 
2013. An increasing trend was experienced in the development of the biogas sector until 2014; 
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however, there was a major downsizing in their installation in 2014. It is clear that introduction 
of the subsidies in 2009 for BGPs initiated usage of the AD technology for generating electric 
energy. The trend in subsidies was slightly decreasing with stable values since January 2012 
until December 2013. During this period, the majority of BGPs were lunched. In January 2014 
the new subsidy policy was introduced that broke down biogas sector into 4 groups. The most 
popular scale of BGP (1 MW of capacity) lunched in 2014 were granted with lowest amount of 
purchasing price. The change in policy reflects trends in other countries with more developed 
biogas industry and also problems and negative externalities connected with BGPs of larger 
size. On the other hand, the change of subsidy policy for year 2014 highlights its volatility which 
means uncertainty in the sector which could be the main factor why there was not any new BGP 
lunched in 2014. 111 biogas stations with a total capacity of 103 MW were established in Slova-
kia by the end of July 2015 (109 installations in operation at the end of 2018) (“EnergiePortal”, 
2017). The average installed capacity of a biogas plant is 0.943 MW in Slovakia (for comparison, 
the average installed capacity is 0.4 MW in Germany) and the majority of them focus on the 
production of electricity from maize silage processing. 

3.1. Forecast of economic viability of biogas plants in Slovakia

Considering the fact that there are not exactly the same BGPs, due to the fact that each BGP is 
tailored to a specific environment, capacity, location and etc., a general model was constructed, 
according to literature and analysis of biogas sector and its development, which represents ma-
jority of BGPs in Slovakia.

a. Scenario description

The plant is located nearby a farm to minimize transport cost for input and output materials. 
To simplify model, the plant is considered as economically autonomous entity. The plant uses 
100% maize silage as an input material for wet anaerobic fermentation and was launched in 
2013 due to the fact that in the very same year the most BGPs were activated. Its size is 1 MW 
of electric energy capacity. The input material is bought from the farm at market prices and the 
final output is electricity that is sold at guaranteed prices for 15 years, heat is used only for in-
ternal needs and digestate is provided to the farm for free as a fertilizer which is transported to 
the fields at the expenses of the farm. Manipulation with input and output materials are provided 
by the farm and the plant covers the costs which are estimated 500 EUR per month. The lifetime 
of the project is 15 years.

The project involves the initial investment of 3.5 million EUR, where 30% is financed by own 
capital and 70% is financed with debt with interest rate 3.2%, with maturity 10 years in monthly 
payments. 55% of the investment costs cover technology included in the second depreciation 
group with accelerated depreciation for the first two years then the technology is included in the 
third group (depreciation period of 8 years) with accelerated depreciation since 2015. The rest 
45% of the investment is included into fourth depreciation group with accelerated depreciation 
and since 2015 it is included into fifth group with linear depreciation.

Operation costs cover all elements that are inevitable to keep the BGP running. Total labour 
costs including two personnel operators with average wage in the energetic sector in Slovakia 
are 1 174 EUR monthly per person. There are estimated 50 tonnes of input material each day, 
335 days per year. 30 days per year the plant is out of service. Service and maintenance cost 
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are estimated 60 thousand EUR each year. Operation costs also include expense for connection 
to the grid so called G-component (since 1.1.2014), which is estimated to 18 270 EUR per year. 
The plant operates 8 040 hours per year at 95% of its total capacity. Guaranteed price per one 
megawatt is 134.08 EUR.

b.  Forecast of grain maize prices, grain maize yields in Slovakia and calculation of future 
maize silage prices

Forecast of grain maize prices for years from 2019 till 2027 is shown in Figure 1. The prices 
were predicted on the basis of relationship between annual price of grain maize and volume of 
production of grain maize in Slovakia. The forecast estimates steadily increasing trend for the 
grain maize price over the next years. There is also shown that the 95 percent intervals include 
relatively wide range of values and the actual future values may differ significantly from esti-
mated ones and in that case following calculations might bring inaccurate deductions.

Figure 1. Grain maize prices forecast for years 2019 - 2027
Source: authors´ processing

Historical values and Simple Mean method were used to forecast yields of grain maize in Slo-
vakia because these yields are mainly affected by weather conditions, fertilizers and pesticides 
usage, and technology of production. The mean value of the used data is 6.051 T/ha which is 
transformed into 96.39 Bu/A for next calculations (Figure 2). 

Figure 2. Actual and forecasted values of grain maize yields (T/ha) in Slovakia
Source: authors´ processing, FAOSTAT

Using Table 1 of approximate bushels of grain content in a ton of corn silage, we found out re-
lationship from which we derived a formula to calculate grain yields of grain maize to project 
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prices of silage maize. From the data in Table 1 the relationship was derived as it is show in 
Figure 3. Grain yields are estimated according to maize yields per hectare and the formula is 
as follows:

 (10)

where y is grain yield in bushels per one tone of grain maize silage in year t and x is grain maize 
yield in bushels per one acre in year t.

Figure 3. Relationship between grain yield of maize bushel per ton of silage  
and grain maize yield bushel per acre

Source: authors´ processing

c.  Determining NPV of the project and estimation of payback period of biogas plants in 
Slovakia

To forecast economic viability of biogas sector NPV tool was used. The model of a biogas plant 
was constructed the way it represents as many BGPs in Slovakia as possible and contains gen-
eral similarities. The scenario does not count with any other income than the one from sale of 
electricity and only one single input is used. Some BGPs benefit from using different types of 
inputs that are less costly than maize silage even though may not be as effective as the maize 
silage or there are also options of selling heat and fertilizers; however, these investments are 
costly and extremely difficult to generalize.

Figure 4. Discounted cash flow with final NPV value (in EUR)
Source: authors´ processing

According to Figure 4, the sum of all discounted cash flows is 745 048.01 EUR. NPV value for 
the project is positive which means, it is worth investing and Slovak biogas industry is econom-
ically vital. However, the result is as accurate as the silage maize price forecast, which is the 
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most questionable element apart from technical conditions of BGPs. Even though we can easily 
estimate cash inflow due to guaranteed prices of electricity for 15 years, government can still 
interfere and decrease or increase cash inflow. An example is implementing G-component in 
2014 the effect of which is as a tax levied on electricity produced from RES.

Payback period was calculated to 10 years and the initial investments including cost of capital is 
estimated to be regenerated by the time their maturity as the debt is to be paid by the 10th year. 
The BGP starts to generate profit in the 11th year of the project life with the cumulative profit in 
the last projected year 1 375 251.19 EUR (Figure 5).

Figure 5. Cumulative cash flow (in EUR)
Source: authors´ processing

One of the most criticized week spot of the payback period tool is the fact that it does not take 
into account time value of money. To overcome this drawback, payback period was calculated 
also on the basis of discounted cash flow. The result is very similar to the previous one and it 
estimates 10 years for the investments to be recovered and since 11th year it starts to generate 
profit as it is shown in Figure 6. The cumulative profit generated in the 15th year in todaỳ s value 
of money is 745 049.01 EUR.

Figure 6. Discounted cumulative cash flow (in EUR)
Source: authors´ processing

3.2. The ceiling price of main input for AD – maize silage

Using the calculation to determine ceiling price of input for AD we discovered that if the one 
ton of maize silage costs 38.913 EUR in selected period, the model biogas plant generates zero 
profit. If the price is less, the plant becomes profitable, the lower the price is, the more profitable 
the plant is. On the other hand, any price above 38.913 EUR/T makes whole project unprofita-
ble. According to these findings the average price of maize silage during lifetime of BGPs needs 
to be lower than calculated ceiling price to keep the sector profitable. Risk of increasing maize 
silage price endangers majority of biogas plants not only in Slovakia but also in whole Europe. 
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The finding is confirmed by reports from year 2013 when the price of maize silage went up to 
40 EUR/T and biogas plants were generating loss as some of them admitted so. However, they 
were making loss, the price was not too high so they kept on production electricity to lower the 
loss. It can be concluded that the economic viability of biogas sector in Slovakia highly depends 
not only on subsidies but also on the price of maize silage which recorded significant variations 
over the past years. The Figure 7 shows how profitable are most of the biogas plants in Slovakia 
at any given price of the input – maize silage. When the revenues and other than input costs are 
fixed, we can estimate economic condition of biogas sector and its financial benefits for farms 
or firms according to price development of the maize silage.

Figure 7. Profitability of BGPs in Slovakia at different prices of maize silage
Source: authors´ processing

4. CONCLUSION

The economic viability of the sector and its benefits for investors were examined using sim-
plified model of a biogas plant scenario as a representing sample. BGP is not only an electric 
power source, but most importantly, it is supposed to be a stable source of income for farmers 
designed to help financially as their core business is extremely dependent on weather conditions 
and therefore very risky. Economically vital biogas sector in Slovakia is thus critical for the 
investors – farmers. 

According to literature and biogas sector development analysis, the biogas plant model was con-
structed to match the majority of Slovak BGPs to have a representative sample of the biogas sector 
in Slovakia - BGP lunched in 2013 with legislation support from the very same year applying fixed 
subsidies for the next 15 years, with however later changes in legislation (G-component) included. 
Scale of the plant is 1 MW electric capacity, life time is 15 years and input material is silage maize 
bought for market prices. The prices were estimated on the basis of grain maize annual prices and 
its grain content in a ton of corn silage outlook. Calculation based on silage maize forecast predicts 
positive net present value. More accurately the investment since 2013 of about 3.5 million EUR with 
additional operation costs is supposed to be worth 745 049.01 EUR in 15 years. The payback period 
of 10 years is estimated according to cumulated cash flow and also cumulated discounted cash flow. 
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The analysis indicates economic viability of the sector, which is however, based on the accuracy 
of the silage maize price outlook. Such a long-term price prediction tends to be unreliable due to 
the too many random factors effecting the price development. The critical price of silage maize 
is calculated at the level of 38.92 EUR per ton. Former subsidy system was established when 
price of one silage ton was about 26 EUR per ton, while in 2013 the price went up to 40 EUR 
per ton and BGP were generating loss. In the case that the average price of silage maize is over 
38.92 over the next 12 years, users of average Slovak BGP and overall Slovak biogas sector will 
be unprofitable, burden for farmer and the whole concept unsuccessful, waste of money and 
resources. In that case it will be a question if to let farmers to deal with unfavourable market 
conditions alone or more subsidize the sector. Moreover, it is also necessary to look for suitable 
substitutes for standardly used corn silage.
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Abstract: The purpose of this article is to evaluate the efficiency of public higher education investment in 
Vietnam’s economic growth through data reports from the Ministry of Education and Training, Ministry 
of Finance, the General Statistics Office, and the primary investigation of the authors. The paper focuses 
on an in-depth analysis of the costs of investing in higher education, such as state budget spending on 
higher education, the impact of budget expenditure on growth, individual investment (household) invest-
ment in public higher education, social costs for higher education public study, and average social cost 
for one learner. From the above analysis, the authors will present employment status and the impact of the 
problem on both economic growth and the average income of workers by technical expertise. 

Besides, the authors will compare the situation of investment in higher education and the economic 
growth rate of Vietnam to some countries in Southeast Asia. From there, the authors will determine the 
limitations of this impact process. Based on that, the authors will propose some solutions to improve the 
efficiency of investment in public higher education for Vietnam’s economic growth.
Keywords: Investment efficiency, Higher education, Economic growth.

1. INTRODUCTION

Economic growth and development is always the top goal of many countries in the world, 
including Vietnam. In order to have a developed economy, a civilized society requires a 

developed human resource in both physically and intellectually. In the context of the knowledge 
economy, the human element plays a significant role. Higher education is the critical force to 
shoulder that task, and also a breakthrough division of high-quality human resources in the 
country’s socio-economic development strategy.

Determining the importance of higher education, Vietnam has many investment policies for 
higher education. This paper focuses on the effectiveness of higher education investment in 
economic growth in Vietnam.

2. LITERATURE REVIEW

Education in general and higher education in particular, is a form of investment (investment in 
developing human capital) (Hien, 2016). Investment efficiency is an economical category express-
ing a comparative relation between socio-economic results, objectives achieved from investment 
activities, and the costs to obtain those results in a certain period (Phuong & Hung, 2013).
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Higher education is a long-term and profitable investment guaranteed in the form of highly skilled la-
bor resources and geared to the needs of social development, promoting economic growth and society 
quality improvement (Yogish, 2006). Discussing the relationship of education to economic growth, 
many studies such as Hong, 2019 assessed the level of education’s contribution to Vietnam’s economic 
development since the 2005 Education Law came into effect. The research results show a particular 
impact of education and policies to encourage education on economic growth. Alternatively, (Hung 
N. T., 2015) has affirmed that policies on investment in education and economic growth are positively 
related to each other. (Daiva , 2015) asserts in a study that economic growth and social welfare depend 
mainly on the quality of human resources. Thus, education policy is considered to have a significant 
impact on economic development. (Long & Nhan, 2018) validated the impact of education on eco-
nomic growth by applying a neoclassical growth model with expanded Cobb-Douglas production 
function. The results show that a group of factors: the average number of years of schooling of the 
labor force, the budget expenditure for education, physical capital, labor force, have a statistically 
significant impact on economic growth. (Hung, 2016) studied the impact of human resources on Vi-
etnam’s economic growth. The study used the ARDL self-regression delay distribution method and 
Eviews software to process the data. (Tho, 2019) proposes major solutions and suggests macro policies 
to mobilize and effectively use resources to promote economic growth. (Vu , et al., 2012) discusses the 
impact of vocational and higher education on economic growth by using SGMM dashboard data and 
Estimations of simultaneous equations FE3SLS. The results show both types of higher education and 
vocational education have a two-way causal relationship with economic growth, but vocational educa-
tion seems to have a more significant impact on economic growth than higher education. (Yan, et al., 
2009) used unified analytic theory and the Granger experiment to test the relationship between higher 
education and economic growth. The results show that from 1978 to 2006, the relationship between 
the two sides was stable and lastingly equilibrium. Moreover, it shows that economic growth is the 
main reason for the development of higher education, but no significant figures are showing how im-
portant educational development contributes to economic growth. (Yu, et al., 2014) using the Johansen 
test, the Granger causality test, the impulse response function, variance analysis, and other empirical 
methods based on the spontaneous vector model. The results show a long-term and stable relationship 
between higher education investment, human capital investment, and economic growth. Specifical-
ly, higher education investment and human capital investment have a significant positive impact on 
economic growth. Higher education investment is the cause of economic growth, and investment in 
higher education can promote economic growth. (Stevanovic, et al., 2018) also shows a positive and 
statistically significant correlation between per capita GDP and national intellectual capital measures. 

3. METHODOLOGY 

In this article, in order to get an overview of the context of Vietnam in the issue of higher ed-
ucation investment efficiency for economic growth, the authors will conduct the study in the 
following steps.

Step 1. Aggregate data from the General Statistics Office and government information on the 
respective websites

Step 2. Collect and research the previous research documents to compare and draw out the 
research direction.

Step 3. Calculate state budget expenditure and the impact of state budget expenditure on higher 
education on GDP
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State budget = Central budget + Local budget

Proportion of state budget expenditure 
for higher education =

Proportion of state budget 
expenditure for higher education

× 100 %
Total state budget

Step 4. Calculate social costs for higher education

Step 5. Present the status of employment by qualification. 

Step 6. Compare Vietnam’s average labor income and GDP with other countries.

Step 7. Present limitations and propose solutions that, according to the authors, are appropriate 
and highly practical to solve research problems.

4. RESULT & DISCUSSION 

Vietnam is a country that attaches great importance to education, as in party congress and gov-
ernment documents resolutions, „investment in education is an investment for development.” In 
particular, in the era of technology 4.0, when the demand for high-quality human resources is 
always high, the Vietnamese government gradually focuses on investment in higher education.

Table 1. State budget expenditure and impact of state budget expenditure  
on higher education on economic growth

2016 2017 2018 2019
Total state budget balance  
(billion USD) 54,63 59,67 65,36 70,09

Total state budget expenditure  
for education 8,4067 9,2474 9,8470 10,5245

Budget spending for higher education 0,84 0,89 0,98 1,05
The ratio between the budget 
expenditure on higher education  
and education

9,99 9,62 9,95 9,97

GDP (billion USD) 205,3 223,9 240,5 266,5
The ratio of budget expenditure  
for higher education to GDP 0,41 0,40 0,41 0,39

Source: the author’s calculations based on Government Final Report

In the expenditure structure by the level of education, the proportion of expenditure on higher 
education is approximately 10%, which is only 0.39-0.41% of GDP. This low percentage directly 
affects the quality of training of higher education and vocational education, making it difficult 
to compete with other countries in the region and around the world. Meanwhile, the human 
resource from higher education are the ones directly playing an essential role in the economy, 
because it is responsible for well-trained human resources, with high efficiency (productivity) 
in companies (Naros, M-S; Simionescu, M;, 2019) 

The assumption that the social costs of investment in higher education made up of two main 
sources: state budget investment and household investment, the average social investment for a 
learner is as follows:
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Table 2. Social costs for higher education
2017 2018 2019

Average state budget expenditure  
per learner (USD) 630 594 627

Proportion (%) 49 43 45
Average household expenditure  
per learner (USD) 656 787 766

Proportion (%) 51 57 55
Total 1286 1381 1393

Source: the author’s calculations based on the data of the Ministry of Finance,  
government website information.

The capital structure for higher education also shows the effort of government support through 
state budget spending in the context of the limited state budget. The low proportion of state 
investment in higher education compared to households reflects that the state focuses on invest-
ment in low levels of education, such as high school, preschool, and primary school. In general, 
compared with advanced countries, the social investment cost for higher education in Vietnam 
is still low.

The primary purpose of higher education is to train high-quality human resources, fully meet 
the criteria of the business, and create jobs for workers. 

Chart 1. Employment status of employees. Unit: million people
Source: The Ministry of Labour Invalids and Social Affairs

Considering the statistics in the first quarter of 2019 and the same period in 2018, the author 
found that, among the total of 12.36 million people of working age, the highest number of em-
ployees belongs to people with university degrees. This number shows that market demand still 
prioritizes people with university degrees and above. At the same time, university graduates 
have a higher chance of employment than others.

On the other hand, the final result of higher education is the average income of the laborers. The 
following chart shows employees income as of 2019
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Chart 2. Average income of Vietnamese employees
Source: the author’s calculations based on data of the Ministry of Labor - Invalids and Social Affairs

In terms of gender structure, the average income of men is higher than that of women. In terms 
of the regional structure, urban areas have higher incomes than rural areas with a difference 
of approximately 60 USD. In terms of technical qualifications, people with university-level 
(or higher) have higher incomes than lower levels, and people without technical qualifications 
have a stunted income (194 USD). However, from an international perspective, the income of 
Vietnamese workers compared to other countries in Southeast Asia is lower as shown in the 
following table:

Table 3. Comparison of average income of workers in countries in Southeast Asia
Country Basic salary (USD)
Vietnam 384-582

Singapore 2087-2927
Malaysia 959-1417

Philippines 502-725
Indonesia 397-571

Source: the author’s calculations based on street.com data

Except for Indonesia, which has a salary similar to Vietnam, employees in Singapore, Malay-
sia, and the Philippines are remarkably well paid. For example, the salary in the Philippines is 
currently about 1.5 times higher than Vietnam. The differences are even higher in the case of 
Malaysia (nearly three times) and Singapore (nearly six times).

This difference also varies by position, most prominently among graduates and staff. Specifi-
cally, the average salary of a newly graduated student in Vietnam is 250-387 USD, while this 
number in Singapore is 1,337-1,879 USD.

Human resource is a decisive factor in the realization of socio-economic goals, and it also deter-
mines the process of accelerating industrialization and modernization of the country in order to 
quickly integrate the Vietnamese economy with the region and the world. After all, it is people 
that are the most basic and essential element of the entire production force.
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Chart 3. Vietnam’s economic growth rate and regional countries
Source: Oxford Economics/Haver Analytics

According to the chart, the overall economic growth of Southeast Asia in the first half of 2019 
only reached 4% compared to 4.5% in the same period of 2018. Only Vietnam and Philippines 
have a remarkable economic growth rate compared to the region.

5. CONCLUSION

1. Limitations

 a.  Through the research process, the authors found that the effectiveness of investment 
in higher education and economic growth is not in the positive direction. Low invest-
ment in higher education does not entail slow growth. The role of human resources 
for higher education has not fully developed its capacity.

 b.  The average income of laborers is still low compared to other countries in the region. 
The main reasons come from two factors: skills and attitude (discipline, lack of pas-
sion) (WB, 2012). The causes are: 

  i.  Firstly, individual and household investments are formal, focusing on degrees 
instead of investment efficiency.

  ii.  Secondly, the training program has not yet adapted to the capacity of the learn-
ers; the schools are still not autonomous in terms of the curriculum; the content 
is theoretical and far from reality. 

  iii.  Thirdly, the universities have not focused on vocational education and profes-
sional ethics for students.

 c.  Higher education still depends too much on capital coming from the state budget and 
households and has not expanded to attract outside investment, and lacks autonomy.

2. Solutions

Based on the above limitations, the author proposes the following main solutions:
 a.  Innovate investment in higher education towards cost-sharing, burden-sharing with 

the state through increasing tuition fees step by step. Change the method of funding 
to ensure quality and fairness.
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 b.  Increase the attraction of capital sources for higher education through the form of 
student credit, calling for investment from businesses, investment from the form of 
linking abroad advanced programs.

 c.  Enhance the autonomy and accountability of universities. The university should be 
self-reliant in terms of personnel to have a qualified faculty of ethics. Promote aca-
demic autonomy to take the initiative and develop curricula suitable for students as 
well as international standards. Promote financial autonomy to determine tuition fees 
and reasonable allocation of the state budget.

 d.  Develop the learners’ capacity, focus on vocational education, and improve profes-
sional ethics for students, meeting the needs of socio-economic development.

 e.  Study to adjust reasonable wage policy for employees because salary will be the 
primary motivation to promote the creative capacity and dedication of employees. At 
the same time, an excellent salary policy will retain talents and avoid brain drain.
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Abstract: Financial literacy belongs to the most important competences of all members of the modern 
21-st century society. The authors present results of the research based on the personal finance index 
that is recently developed an innovative measure of knowledge. The questionnaire research that has 
been conducted among the students of two universities in the Czech and Slovak republic. It focused 
on full-time and part-time students with the aim to verify the suggestion that practical experience of 
distance learning students has a significant impact on the level of their financial literacy. Statistical 
analysis of the data shows, that part-time students have achieved better results in all functional areas of 
the personal finance index. Based on these findings authors also drew some conclusions for improving 
education in this field.
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Questionnaire survey.

1. INTRODUCTION

The growing development of new technologies accompanies our lives at the beginning of the 
21st century. On the one hand, these technologies help us, but at the same time, they make 

our lives more complicated. We need much more knowledge and technical skills to master and 
use them effectively. In today’s modern world, the classic notion of literacy as the ability to read 
and write is no longer sufficient, but new types of literacy with different adjectives are needed. 
We can mention, for example, computer literacy, which is frequently extended to digital literacy, 
informational literacy, and similar. Last but not least, we can also include financial literacy here. 
Financial markets offer many new products that are difficult to understand. The digital environ-
ment has simplified access to new products, which are increasingly attracting small investors. 
Financial literacy is therefore a key factor in maintaining financial stability in professional and 
as well in personal life. 

We make the most important, long-term financial decisions (such as pension plans or choosing 
the most suitable way of financing housing) only a few times in our lives. Moreover, these de-
cisions are often made by people at a young age, when they do not yet have enough experience. 
Teaching financial literacy in schools is a tool to help young people understand financial matters 
and orient themselves in increasingly complex financial instruments and services.
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The importance of financial literacy is also confirmed in the current post-COVID era which 
tested the knowledge and skills of individuals, companies and government institutions in areas 
such as risk management, investment decisions and cash flow management. It is also essential 
to orient oneself correctly in all protective measures and government support programs. In the 
event of indebtedness, it is necessary to make the right decision on the deferral of payments and 
evaluate the future financial burden. Also, in the banking services market, a number of new pro-
grams for merging loans at new interest rates and the like are emerging. This can be a financial 
trap for an insufficiently financially literate individual.

In this article, we present the results of our research on financial literacy among the university 
students of the full-time and combined study. Our research aimed to verify whether the every-
day practical experience of distance learning students has a positive impact on the level of their 
financial literacy when compared with the full-time students. Based on the results of our abbre-
viated preliminary research, which we published (Polák, Kozubíková, & Kozubík, 2018) and 
(Kozubík, Kozubíková, & Polák, 2019), we formulated our research hypothesis 

H1: Part-time students achieve a better level of financial literacy than full-time students.

  If we take into account the fact that overall financial literacy includes several functional 
areas, it is natural to assume that knowledge is unevenly distributed between these areas. 
However, we wanted to verify whether practical experience tends to reduce these differ-
ences. We have formulated the second research hypothesis:

H2:  Differences in results in individual areas of financial literacy are not as significant for part-
time students as for full-time students.

  These results are then important in the process of improving the quality of teaching in 
order to increase financial literacy and contextual thinking.

2. LITERATURE SURVEY

Financial literacy is generally understood as the ability to comprehend finance. We can illustrate 
it with the simple definition given by Kim. Financial literacy is the basic knowledge that people 
need in order to survive in a modern society. (Kim, 2001) According to Mandell, it is the ability 
to evaluate the new and complex financial instruments and make informed judgments about both: 
choices of instruments and extent of use that would be in their own best long-run interests. (Man-
dell, 2007) Here are also approaches that refer to the set of competencies that allow an individual 
to make informed and effective decisions through their understanding of finances. We can mention 
for example the following: The ability to understand how money works in the world: how someone 
manages to earn or make it, how that person manages it, how he/she invests it (turn it into more) 
and how that person donates it to help others. (Giesler & Veresiu, 2014) For the purposes of our 
research, we have adopted the definition of a financially literate individual as: A person who uses 
his ability to make a qualified judgment on the basis of the knowledge, skills and experience gained 
thus enabling him to smooth financial security throughout life. (Kozubíková, 2015).

In the past, several papers have been published dealing with the relationship of financial literacy 
with various factors. A strong positive relationship between financial literacy and household 
wealth is reported in (van Rooij, Lusardi, & Alessie, 2012). As well (Behrman, Mitchell, Soo, 
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& Bravo, 2012) argued that investments in financial literacy could have large positive effects on 
household wealth accumulation. A strong association, between small business success and fi-
nancial literacy, was found in (Dahmen & Rodríguez, 2014). The relationship between financial 
literacy and retirement planning was proven in (Klapper & Panos, 2011). These authors have 
shown financial literacy is significantly and positively related to retirement planning involving 
private pension funds. All mentioned works undoubtedly confirm the enormous importance of 
financial literacy and the importance of financial education.

3. METHODS AND DATA

To measure students’ financial literacy, we used an innovative tool introduced in (Lusardi, 
Yakoboski, & Oggero, The TIAA Institute-GFLEC Personal Finance Index: A New Measure of 
Financial Literacy, 2017) as a personal finance index (shortly P-Fin index). This tool measures 
the knowledge and level of comprehension that enables effectively manage personal finances 
and financial decision-making. It is designed to completely cover the eight areas of financial lit-
eracy that an individual commonly encounters in managing personal finances. These areas are:

• earnings, determinants of wages and income,
• consuming, budgeting and spending,
• saving, comprehension the accumulation factors,
• investing, understanding the types and risks of investments,
• borrowing and debt management,
• risk management, comprehension the uncertain outcomes,
• insurance and the understanding of coverages,
• accessing and working with information sources.

This approach enables us to interpret the P-Fin index either as the total score (percentage suc-
cess rate) of the whole knowledge test or as an ordered 8-tuple, where each component corre-
sponds to one area of financial literacy, mentioned above. In this way, we can then effectively 
detect possible inequalities in knowledge.

We obtained data for our analysis in the form of a questionnaire survey. Our questionnaire 
consisted of 30 questions, three or four of them focused on individual areas of financial literacy. 
Respondents entered the answers as a choice of four options, one of which was correct, and one 
option was „I don’t know” answer. In addition to knowledge questions, the questionnaire con-
tained questions on the survey of socio-demographic data such as age, gender, education, size 
of residence, etc., as well as questions on the self-reflexive evaluation of respondents and their 
experience with financial services.

We conducted our survey at two universities, one in the Slovak Republic and the other in the 
Czech Republic. In our research, we focused on students of management, where we can assume 
that in the future, in addition to personal finances, they will frequently decide on corporate or 
public finances, which increases the need for their adequate financial literacy.

In total, we have distributed the questionnaire among 540 respondents. After removing the 
maliciously completed questionnaires (we discarded the questionnaires, which contained more 
than 50 percent of „I don’t know” answers), we obtained 449 answer sheets, which represents 
a relatively high response level of approximately 83%. The obtained sample contained 145 re-
spondents of the part-time form of study and 304 respondents of full-time study. Thus, both 
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subsamples had sufficient size to apply methods of the statistical analysis, especially the de-
scriptive statistics and hypotheses testing. All direct calculations have run in a specialized open 
statistical environment R.

4. RESULTS

From the obtained demographic information, we can present some basic characteristics of our da-
taset. Our sample contained 42.6% women and 57.4% men. So it was gender-balanced concerning 
the ratio of men and women among students, where, especially in connection with informatics, 
there is an increased interest in studying from men. In terms of age, our sample is dominated by 
young people aged 18 to 25 years. They represent almost 74% of respondents, which is natural in 
terms of the focus of the survey. In our sample, the inhabitants of rural settlements, small towns, 
and large agglomerations were relatively uniformly represented in shares of 34%, 36%, and 30%.

We have summarized the descriptive statistics of the final P-Fin index values in Table 1. There 
we present the results for the whole sample, as well as in the breakdown for individual forms 
of study. Here we can notice that the part-time students achieved better values than full-time 
students. This is especially clear for the average value of the P-Fin index and all quartiles. Only 
the weakest results and best results do not differ much. 

Table 1. Descriptive statistics of the P-Fin scores for whole sample  
and separately for full-time and part-time students

Min. 1-st Quartile Median Mean 3-rd Quartile Max
Whole 0.10 0.43 0.53 0.52 0.60 0.93

Full-time 0.10 0.40 0.50 0.48 0.57 0.90
Part-time 0.17 0.53 0.60 0.61 0.73 0.93

Source: Own elaboration

We have verified the higher average P-Fin scores in the group of part-time students by one-sided two 
sample Welch’s t-test of the equality of means hypothesis. The results of the test we summarized in 
Table 2. It is obvious that the hypothesis can be rejected with a very high confidence level. Similar 
to the total scores of the P-Fin index, we performed the appropriate statistical tests of hypotheses 
for its individual components. In all eight cases, the hypothesis of equality of mean values could be 
rejected. To save space, instead of an extensive table, we only mention the fact that the respective 
p-values ranged from 2 10-16 to 0.018. This statistical test result is a confirmation of our research 
hypothesis that part-time students achieve better results than full-time students. This hypothesis 
proved to be true not only for the P-Fin index as a whole but also for all its functional areas.

Table 2. Results of the two sample Welch’s t-test for the means of P-Fins scores  
of the full-time and part-time students

Mean t-statistics p-value
Full-time 48.4% -8.4789 1.15∙10-15
Part-time 60.9%

Source: Own elaboration
Figure 1 graphically illustrates the distribution of correct and incorrect answers across the PFin 
index functional areas. While Figure 1 presents the distribution in the whole sample, Figure 2 
and Figure 3 illustrate the results for the full-time and part-time students respectively. One can 
easily observe a positive shift of the part-time students’ answers. Here we see a reduced portion 
of the „I don’t know answers”. Moreover, this shift increases the portion of the correct answer.
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Figure 1. Percentages of correct and incorrect answers and „don’t know” answers 
Source: Own elaboration

Figure 2. Percentages of correct and incorrect answers and „don’t know” answers of full-time 
students

Source: Own elaboration

Figure 3. Percentages of correct and incorrect answers and „don’t know” answers  
of part-time students

Source: Own elaboration

Although we confirmed better results in part-time students, both groups show similar features 
in the individual components of the P-Fin index. This is clearly visible in the radar graphs in 
Figure 4. In both groups of students, we observe a significant drop in average scores in the areas 
of investment and in understanding and managing risk.
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Figure 4. Radar graph of average scores of full-time students (left-hand side)  

and part-time students (right-hand side) by single areas of the P-Fin index
Source: Own elaboration

5. DISCUSSION

The results of our analysis show that part-time students achieve a better level of financial liter-
acy than full-time students. This also confirms the validity of our research hypothesis H1. This 
state can be justified for several reasons. One of the primary reasons we see in the fact that part-
time students come into contact with problems related to financial literacy competencies in their 
everyday practical life. Not only they often have to deal with financial decisions that result from 
their working position, but many of them also control their family budgets.

An important attribute of part-time students is their higher average age. While full-time stu-
dents are all in the age group of 18-25 years (mostly from the lower end of the band), part-time 
students are also scattered in higher age groups for up to 60 years. In this context, our results 
are consistent with the work (Lusardi, Yakoboski, & Oggero, 2017) which showed an increase in 
the mean P-Fin score along with increasing age in the 18-60 age groups. Similarly, widespread 
international research (Lusardi & Mitchell, 2011) presents that young people are more financial-
ly illiterate than middle-aged. The study (Agarwall, Driscoll, Gabaix, & Laibson, 2009) also 
showed that financial mistakes are prevalent among the young and the elderly.

Looking at the final value of the P-Fin index as a whole, we can evaluate the final score at 53% 
as a positive result. Achieving more than half correctly answered questions corresponds to the 
results of the paper (Palac, Mabić, & Lucović, 2017), which showed that university students 
achieve a relatively high level of financial literacy. Our results correspond also with the study 
(Chen & Volpe, 1998). However, if we look at the individual functional categories of the P-Fin 
index, we can observe considerable disparities. Particularly it demonstrates a very low level of 
ability to work with finances in conditions of uncertainty, which is reflected in a significant lag 
in the area of investment evaluation and approach to risk. This decline in knowledge of risk and 
financial decision-making in conditions of uncertainty is in line with the findings published in 
(Arceo-Gómez & Villagómez, 2017).

We see the cause of this phenomenon in the fact that financial decision-making in conditions of 
uncertainty and risk requires more advanced probabilistic thinking. It is precisely the absence 
of these elements of numeracy in the sphere of general training that is then reflected in the insuf-
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ficient evaluation of alternatives. Improvement of this state requires a better connection among 
the courses of the mathematical background with specialized financial courses. This places in-
creased demands not only on students but also on the preparation for teaching, and cooperation 
of teachers of both categories of subjects.

On the other hand, it is worth mentioning that today’s availability of information for students is 
at an ever-higher level. At both schools, study texts are prepared and provided to students. The 
Internet contains many relevant professional websites and professional books on given topics 
are commonly available in various languages. From the above findings and facts, four possible 
reasons for failure can be deduced:

1. Students are not able to orient, sort, evaluate and process such a large amount of data.
2. Students lack the motivation to master the issues of financial and other subjects.
3. People handle standard repetitive operations well, but emergencies are difficult for them.
4. People are affected by the desire to live in immediate prosperity, which reduces the 

willingness to understand topics that are, to some extent, in conflict with the notion of 
deferred prosperity. Investment, risk and change management, in general, are among 
the areas whose application in companies has always been more problematic.

Indent No. 1 encounters the problem of today’s interconnected world, in which one has to work 
with a large amount of data, between which it is necessary to divide the data into what we need 
for our activities, or they are just a marketing message. Furthermore, we come across a lot of 
unnecessary or outdated data, and the currently solved problem is purposeful misinformation. 
Working with data should become part of teaching from the elementary level of education.

Indent 2 covers the question of whether the student has his / her inner motivation. A person 
with motivation can control the development of their personality to some extent by own self. For 
people without internal motivation, it is necessary to find a way to effectively motivate them and 
thus increase the effectiveness of preparation for practice. Full-time students lack the life expe-
rience to understand the importance of the knowledge passed on. One of the ways to arouse stu-
dents’ interest and increase motivation is the implementation of „guided teaching” in teaching.

Within a specific subject, it is appropriate to have them processed and present in a group the 
work, which will be followed by the implementation (so-called in the laboratory), in which stu-
dents will have to solve several practical problems chosen by the lecturers of the subject. This 
method of teaching is demanding on personnel and technical support; however, it allows the in-
duction of internal motivation in students, or the identification of students who are not interested 
in the field, regardless of the quality of teaching.

However, there is another problem that occurred in the results regardless of motivation. Both of 
the above groups of students encountered shortcomings in the area of risk management and in-
vestment decision-making, which were reflected in the inferences in indents 3 and 4. Among the 
topics taught is change management. The rules of change management should be incorporated 
into the „guided teaching” mentioned in the previous text.

Indents 3 and 4, therefore, reflect the factor of life experience gained, based on which part-time 
students were able to achieve better results because they had to deal with many life situations 
without parental support. Critical thinking in a normal situation and a non-standard and stress-
ful situation is different, which is reflected in the results of both groups of students.
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6. FUTURE RESEARCH DIRECTIONS

The objective of future research is to identify key cognitive and emotional elements that influ-
ence the level of financial literacy. Together with well-known predictors such as numeracy, age, 
gender, and education, create a model that elucidates their role. The resulting model will make 
it possible to identify predictors whose controlling can enforce better financial literacy and 
which interventions, on the other hand, do not have a longer-term effect on improving the level 
of financial literacy and economic education. 

7. CONCLUSION

The article presents the results of the research based on the personal finance index that is recent-
ly developed an innovative measure of knowledge. The found results confirm the findings from 
previous research that the practical experience of part-time students improves the evaluation 
of the test. However, there are two areas in which the whole sample has demonstrated insuf-
ficient results: investment decisions and risk management. In the Discussion chapter, several 
conclusions are presented (e.g. the application of „guided teaching”), which can be followed 
up in further new research. The previous chapter outlined the planned direction of the article’s 
research. However, the results open up further possibilities for scientific research. In the appli-
cation of „guided teaching”, it is essential to evaluate its impact on students’ knowledge and 
skills, including financial literacy. In the area of risk and investment management, it is possible 
to examine the causes of failure in more depth, confirm assumptions and propose solutions that 
shift the weakest identified link in financial literacy.

The results of the research also open up the possibility of continuing with research in the field of 
human resource management, where we encounter the fact that large multinational corporations 
prefer to employ young graduates. They are subsequently trained in the procedures and prefer-
ences of these corporations. Their employees then have to perform their work duties practically 
according to the manual with little space for the invention of workers. The companies prefer 
people without life experience. Research can focus on the reasons for this preference in the 
company, but also the quality of the thus formed workforce in the economy and its usability due 
to the experience gained in the controlled environment of large companies.

The results presented in the article are important within the theoretical knowledge in the field, 
for the comparison of outputs with other research and especially for the practice itself. A properly 
educated workforce reduces the complexity of a person’s involvement in the work process and fa-
cilitates the employer’s integration of the worker and reduces the associated costs. Financial liter-
acy is essential for the performance of specific professions in the field of financial management. 
The effects of poor long-term decision-making and planning are difficult and costly to correct. At 
the same time, manifestations of the crisis in the corporate and private environment during the 
last months corresponded to the findings of the presented research and confirmed its importance. 
Firms where management failed to manage risk and disrupt the long-term plan faced significant 
cash flow management problems. Mastered knowledge in the field of financial literacy has its 
implications in everyday private life, which already touches on the issue of private finance.
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Abstract: The subject of the research is focused on identifying the conditions that determine univer-
sity’s specific response to sustainable development, as well as on identifying the characteristics of a 
transformative university, and the obstacles in the process of creating a sustainable university. Giv-
en the importance of educating the future decision makers, the paper is particularly focused on the 
problems and the possibilities for developing the competencies for sustainable development within the 
higher education.

The originality of the paper is found in its wholesome overview of the universities’ response to the 
sustainable development challenge and in the identification of possible barriers that the universities 
face when striving to sustainability. The special value of the paper is in the analysis of the models for 
sustainable development competencies which should help to further understand these models and the 
possibilities for their application in university’s teaching practice.

Keywords: Sustainable development, University, Transformation, Barriers, Competencies

1. INTRODUCTION

Over the last few decades, the concept of sustainable development has become a global chal-
lenge for contemporary education (Bonnett, 2016; Wright, 2009). Integrative approach to 

economic, social and ecological goals, reconciliation with nature, critical and creative thinking, 
participation and action-oriented learning, justice, responsibility, human rights, peace, security, 
partnership and solidarity are the key words when it comes to education for sustainable devel-
opment and the future educational policy of each society. The university is recognized as the 
key factor when it comes to responding to the challenges of sustainable development. Modern 
universities represent “small cities” which can directly or indirectly affect the environment and 
the sustainable development given their size, population and activities, (energy consumption, 
waste etc.). At the same time, their mission of creating and transmitting knowledge through re-
search and education of the future decision makers is a condition required for the change of the 
existing mental models and transformation of the society towards sustainability.

The role of universities in achieving the goals of sustainability is promoted both in academic 
discourse and at the policy level, ever since the Rio Conference (1992) and Agenda 21, and 
further through the Millennium Development Goals (UN, 2000), The United Nations Decade 
of Education for Sustainable Development 2005-2014 (DESD), up until Agenda 2030 and other 
documents. Numerous declarations (e.g. Talloires (1990), Halifax (1991), Copernicus Charter 
(1994), Lüneburg (2001), Graz (2005), Bonn (2009), Abuja Declaration on Sustainable Devel-
opment in Africa (2009), Turin Declaration on Education and Research for Sustainable and 
Responsible Development (2009), etc.) have encouraged reflecting on models and ways of im-

1 University of Niš, Faculty of Occupational Safety, Čarnojevića 10A, Niš, Serbia
2 University of Niš, Faculty of Philosophy, Ćirila and Metodija 2, Niš, Serbia

https://orcid.org/0000-0002-9163-7116
https://orcid.org/0000-0002-5643-3273


ERAZ 2020 Selected Papers
The 6th International Scientific Conference

72

plementing sustainable development in universities, both in teaching and research activities, 
as well as when it comes to the university management and community action. Despite their 
differences, these declarations generally require the following from the universities: sustainable 
physical operations; academic research in the field of sustainability; working on environmental 
literacy; cooperation with other universities and countries; development of an interdisciplinary 
curriculum; establishment of partnerships with the government, NGOs and industry; as well 
as public informing (Wright 2002). In addition, a large number of declarations and other docu-
ments emphasize that universities have a moral obligation to act towards a sustainable society, 
especially when it comes to “greening” the campus and educating the teachers for sustainable 
development (Lozano et al, 2013).

2. METHODOLOGY

The specific situation of the global pandemic crisis caused by the coronavirus influenced the 
authors’ decision to conduct a desktop research. For the purpose of collecting data, Internet and 
desktop research was made, which was then followed by interviews with key informants from 
Serbian universities. The interviews were conducted by e-mail or via telephone. In addition, 
information collected from the interviews was compared with both the literature data, as well 
as the international documents. 

The search for literature was conducted via ISI, Google Scholar and KoBSON databases. The 
research is especially focused on the sources and the documents published after the Rio confer-
ence and the adoption of Agenda 21. The following key words were used: “sustainable univer-
sity”, “education for sustainable development”, “transformative university”, “competencies for 
sustainable development”, “greening the campus”, “HE for ESD declarations”, “green curricu-
lum”, “barriers to higher education for sustainable development”. The collected literature cov-
ered various topics whose selection led to the papers listed at the references section. The analy-
sis of these papers helped establish three directions of the research, which served as the basis for 
defining the following research tasks: (1) to identify the factors that impact the transformation 
of a university into a “sustainable university”, (2) to identify the barriers of such transformation, 
and (3) to determine principal characteristics of competence models in the education for sus-
tainable development by their comparative analysis.

3. RESEARCH RESULTS

3.1. The factors of the transformation of a university into a “sustainable university”

In the contemporary socio-economic context universities have a deep moral responsibility in 
creating a just and sustainable future (Cortese, 2003), as well as an obligation to implement the 
changes that lead towards sustainable development (Svanström et al., 2008). Numerous uni-
versities accepted public commitment to work on their transformation into “sustainable uni-
versities”, by signing international and national declarations. However, sustainability in higher 
education is a fairly new area of research. Most of the research to date have focused on: envi-
ronmental management (Lozano, 2011), carbon management plans and greening of university 
campus (Atherton & Giurco, 2011); descriptive case studies and examples of good practice 
of universities (Cleaves et al., 2009); embedding sustainability in specific courses; theoretical 
developments on teaching and learning approaches towards sustainability; and university and 
policy analysis (Cebrián, 2018; Cotton et al., 2009; Wright, 2010).
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Based on the results of these research, it can be concluded that the transformation towards a 
sustainable university is noticeable in those universities that have focused their business on envi-
ronmental management (especially the application of ISO 14001), carbon management and emis-
sion reduction, energy saving, waste management and other activities related to the fight against 
climate change (Lozano, 2011; Atherton & Giurco, 2011; Button, 2009; Cleaves et al., 2009). In 
addition, this transformation is also reflected in the developed social responsibility within corpo-
rations (Nejati et al., 2011), hiring environmental managers and creating university’s strategies, 
policies and sustainability plans (Sterling et al., 2013), cooperating with both local and wider 
communities, public sharing of information and reporting on the undertaken activities (such 
as universities’ websites, media, etc.). Also, those universities that strive to sustainability are 
experiencing changes in decision-making processes, and are therefore becoming some kind of 
“learning organizations” that engage various stakeholders in their decision-making and actions 
(students, educators, staff, researchers, managers and executive groups, benchmarking agencies, 
external bodies, local community, NGOs and businesses amongst others) (Temple, 2010).

Considering the fact that monitoring, benchmarking and assessment are an integral part of the 
change towards a sustainable university, various tools have been developed, some of which are 
Auditing Instrument for Sustainability in Higher Education (AISHE) (Roorda, 2001); Graphical 
Assessment of Sustainability in Universities (GASU) tool (Lozano, 2006); The Sustainability 
Tracking, Assessment & Rating System (STARS) (AASHE); Sustainability Assessment Ques-
tionnaire (SAQ) (ULSF) and the Sustainability Tool for Auditing University Curricula in High-
er Education (STAUNCH) (Glover et al., 2011).

Kościelniak (2014) believes that the transformation of a university into a “sustainable universi-
ty” should be considered in regard to the university’s mission, education and research, manage-
ment, regional mission, as well as in regard to the individual activities and contributions of the 
staff, the students and the researchers. The key characteristics of a sustainable university are: 
(1) transformative education that will prepare students to face complex challenges of sustaina-
bility; interactive learning and the development of critical thinking skills; (2) transdisciplinary 
research and studies; (3) education and research orientation towards solving social problems 
- the ability of students to respond to modern age problems and challenges; (4) network that 
connects different expertises of the entire university and provides rational, efficient and mean-
ingful resource management; (5) leadership, mission and vision that promote the changes that 
are necessary for the transformation of universities into “sustainable universities”. (van Wee-
nen, 2000; Leal Filho, 2000; Adomssent, 2006; Adomssent et al., 2007; Max-Neef, 2005; Wals 
& Corcoran, 2006).

Given that the universities’ activities are mostly focused on education (van Weenen, 2000), the 
implementation of education for sustainable development in higher education study programs 
represents an important determinant of sustainable universities (Lambrechts et al., 2013). It has 
become clear that the education for sustainable development requires changes not only when it 
comes to the university’s operations, that is the adoption of sustainable practices in the func-
tioning of the campus, but also in regard to the curricula and the daily practice of academics. In 
addition, the universities are facing challenges, such as requiring that interdisciplinary learning 
and civic activism become the rule, instead of the exception; that the campus operations become 
linked to the formal curriculum; that the concepts of sustainability interconnect with every dis-
cipline; as well as that such educational goals become supported by research within the faculty, 
which should allow students and other staff to participate (Everett, 2008).
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The evaluation of teaching contents within higher education, which took place during the UN 
Decade of Education for Sustainable Development (DESD), has shown that most activities which 
are related to the implementation of education for sustainable development had been realized 
from the perspective of environmental education. The progress made in regard to professional 
education of environmental protection experts is indisputable, as well as in regard to introducing 
special subjects related to environmental protection in various faculties’ study programs (Nikolić 
et al., 2015). However, there is still a lack of wider implementation of education for sustainable 
development. Environmental content should be expanded to issues such as poverty reduction, 
civil society, peace, ethics, responsibility, democracy, governance, justice, security, human rights, 
health, gender equality, cultural diversity, rural and urban development, economic development, 
consumer patterns etc. In some universities, study programs which are focused on environmental 
protection are gradually opening up to the contents of those scientific disciplines that belong to 
social sciences and humanities. However, it can be concluded that there is still a lack of a holistic 
approach, which would integrate all relevant content related to the environmental protection and 
sustainable development in an inseparable whole and connect them to the interests of various 
stakeholders in the higher education system (Nikolić et al., 2017). The new paradigm of “sus-
tainable universities” should address the weaknesses and the shortcomings of traditional higher 
education. The universities need to become the agents of social change in the fight against climate 
change and in ensuring sustainable development. In such manner, higher education can make its 
contribution to the transformation of society towards sustainable development and vice versa – 
sustainable development has a reciprocal effect on education with the potential to improve and 
transform the university and the education system as a whole (Zilahy & Huisingh, 2009).

3.2. The barriers regarding the transformation of a university  
into a “sustainable university”

The complexity of the issue of sustainable universities stimulated the research of the barriers 
and the obstacles that appear in the process of transforming the universities. The most important 
obstacles that the universities face when implementing sustainable development are: financial 
constraints (Barnes & Jerman, 2002); lack of funds and other resources (Kanyimba & Coet-
zer, 2011); economic development slowdown and budget reduction for universities (Velazquez 
& Munguia, 1999); resistance of administration (Velazquez et al., 2004); staff overload (Orr, 
2000); weak connections between different parts of academic community and lack of univer-
sities’ initiatives, especially in less developed countries (Kanyimba & Coetzer, 2011); deficit of 
binding policies that support the implementation of sustainable development in the universities 
(Whitmer et al., 2010); misunderstanding of the concept of sustainable development, i. e. lack of 
awareness of its purpose, consequences and implications for the universities (Leal Filho et al., 
2017). According to the Decade of Education for Sustainable Development Report (UNESCO, 
2012), the main obstacles for the transformation of universities into “sustainable universities” 
are the lack of resources, leadership, incentives and knowledge.

Some authors point out that the formation of sustainable universities is accompanied by institu-
tional barriers, such as: lack of administrative support, lack of research and development, lack 
of legislation and state guidelines, lack of environmental committees, lack of infrastructure and 
technology (Leal Filho et al., 2017; Kanyimba & Coetzer 2011).

According to Velazquez et al. (2005) interdisciplinary research is one of the most difficult tasks 
for the university, while Capdevila et al. (2002) point to a weak link between the teaching 
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process and the research – higher education process is rarely supported by research, therefore 
remaining abstract and theoretical.

In the context of education for sustainable development, the biggest problem is the conservatism 
of universities and their resistance to change (Lozano et al., 2013), i.e. the fact that the higher 
education institutions are still basically traditional (Torres et al., 2017), and whose educational 
organization implies a division into highly specialized areas of knowledge and traditional disci-
plines (Cortese, 2003). Sustainable development, on the other hand, imposes the need for a holistic 
and integrative approach in order to perceive complex difficulties in the relationship between men, 
society and nature from the perspective of different disciplines (Milutinović & Nikolić, 2014). 
Because of the complexity of sustainable development issues, there is a need for cooperation and 
communication between the disciplines (Bosselmann, 2001), i.e. for interdisciplinary learning 
and research (Howlett et al., 2016), the integration of different subjects and disciplines, and the 
connection between the teaching and the real problems and people (Lambrechts et al., 2013). This 
requires some changes in teaching in order for students to become able to “translate” acquired 
knowledge into positive actions regarding sustainable future at a global level (Wright, 2009).

The lack of teachers’ understanding of the concept of sustainable development, the lack of 
abilities and skills for implementing the contents and the topics of sustainable development 
(Kanyimba & Coetzer, 2011); and the lack of a holistic approach in integrating sustainability 
into the university curricula (Leal Filho et al., 2017) are the barriers that particularly complicate 
the universities’ transformation. Teaching and learning in the context of sustainability require 
a wholesome experience: “discovery learning rather than reproductive learning; investigative 
learning rather than linear transport of content, exploring reality rather than reading books; 
active learning rather than passive reception of information; productive action rather than re-
production of facts; gaining experience rather than acquiring knowledge” (Bosselmann, 2001, 
p. 176). Therefore, there is a need for application of different pedagogical approaches and strat-
egies that will serve in function of developing the competencies for sustainable development of 
future professionals and decision makers in various human activities.

As stated by Svanström et al. (2008), it is necessary to provide capacity building for the ed-
ucators who have to be equipped with the knowledge about sustainability and education for 
sustainable development, because it is a prerequisite for integrating sustainable development 
into their courses with adequate teaching methodologies. In this regard, the competency models 
which will be presented below, can serve as a significant guideline in the teachers’ education for 
sustainable development.

3.3. The competence models in the education for sustainable development

The competence models can be understood as an “inventory” of desirable competencies of 
teachers that will contribute to their improvement in the field of sustainable development, both 
in terms of knowledge and in practical action and cooperation, as well as when it comes to 
their personal characteristics, such as their values and emotions. The basic characteristics of 
the following three competence models are briefly presented below: The CSCT Competence 
Model, The KOM-BiNE Competence Model and The ECE Competence Model. In addition, 
the competencies (general and specific) that the given models promote are presented through a 
comparative overview, with the aim to gain a deeper understanding of them, and thus facilitate 
their application in the “education of educators” in the field of sustainable development.
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The CSCT Competence Model. Within the CSCT (Curriculum, Sustainable Development, Com-
petencies, Teacher Training) Competence Model the teacher is observed from three points of 
view: as an individual, as an actor in an educational institution and as a member of a society 
(Bertschy et al., 2013). Such perception of teachers indicates that it is not enough for a teacher 
to only have the competencies necessary for the classroom and the teaching management, but 
also the competencies related to the entire educational institution, as well as those necessary for 
achieving external interactions (Steiner, 2010). In order to encourage sustainable development 
within each level of action, the teacher needs to have specific competencies, which are presented 
through these five domains: (1) knowledge (creating an appropriate environment for teaching 
the issues regarding sustainable development, contributing to the creation of a program that 
integrates sustainable development into the entire school curricula, cooperating with organi-
zations which promote sustainable development, etc.); (2) systems thinking (thinking in models 
and patterns, encouraging students to respect biological, social and cultural diversities, using 
existing networks for education for sustainable development, etc.); (3) emotions (expressing and 
managing one’s own emotions, stimulating positive feelings, acting as a mediator in resolving 
the conflicts, etc.); (4) ethics and values (encouraging the students to reconsider their own beliefs 
and assumptions, developing the students’ critical understanding of sustainable development, 
focusing on understanding the values, the rights and the responsibilities that are a part of the 
European citizenship concept, etc.); (5) action (imagining an alternative future, organizing and 
monitoring the learning process, strategical thinking and acting, etc.) (Sleurs, 2008). In addi-
tion, the model presents some general competencies, which also refer to the already mentioned 
levels of teachers’ activity (Ibid.): thinking and envisioning (teacher as an individual); teaching 
and communication (teacher in an educational institution) and cooperation and networking 
(teacher in the society).

The KOM-BiNE Competence Model. The KOM-BiNe Competence Model (Kompetenzen für 
Bildung für Nachhaltige Entwicklung) focuses on the team of teachers/educators of education 
for sustainable development, and the reason for this is because “in a complex field like ESD it 
is not possible for one single person to command all the competencies required” (Steiner, 2010, 
p. 10). The core of the model contains highly personal competencies (Steiner, 2010) divided into 
four areas: knowing (acquiring general knowledge on sustainable development and ESD; link-
ing contents from different disciplines, etc.); acting (being familiar with and further developing 
the methods and strategies for the application of knowledge; teachers are oriented towards the 
action and the contextualization of contents); feeling (the ability to empathize; believing that 
teamwork can contribute to sustainable development; teachers show enthusiasm for ESD and 
inspire others to do the same); valuing (values propagated by teachers themselves; educational 
goals that are promoted; values that express attitudes and beliefs). The middle layer of the model 
includes communicating and reflecting that connect the core with the outer layer. The communi-
cation is a prerequisite for the competencies of the outer layer, while it is less important for the 
individual areas (the first layer). Reflection, as a means of critical observation of oneself – one’s 
knowledge, skills, values and feelings, is equally important for the core and the outer layer. The 
outer layer includes: visioning (developing visions for the future through questions such as How 
do we want to live sustainably?); planning and organizing (setting the goals, reflecting on the 
given possibilities, implementing ideas); networking (building and maintaining the networks 
within and outside the organizations) (Rauch & Steiner, 2013).

The ECE Competence Model. The ECE Competence Model is a catalogue of competencies in 
education for sustainable development that focuses on educators in general rather than exclu-
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sively on teachers. These competencies should be understood as guidelines rather than minimal 
standards (Bertschy et al., 2013). The model contains of four competence fields: learning to 
know (understanding local and global social challenges and the potential role of educators and 
learners), learning to do (developing practical skills and action competence related to ESD), 
learning to live together (developing partnerships and a respect for interdependence, pluralism, 
mutual understanding and peace) and learning to be (developing personal qualities and great-
er autonomy, judgment and personal responsibility in relation to sustainable development). In 
each of these competence fields, the competencies are grouped around three essential charac-
teristics of education for sustainable development: a holistic approach that includes integrative 
thinking, inclusivity and dealing with complexities; envisioning change that involves learning 
from the past, inspiring the present action and exploring the alternative futures; and achieving 
transformation of what it means to be an educator, transformation of pedagogy (transformative 
approaches to teaching and learning) and transformation of the education system as a whole 
(UNECE, 2011).

3.4. The comparative analysis of the competence models

Each of the analyzed models includes the competencies in the domains of knowledge, action 
and cooperation/networking.

Knowledge. CSCT and KOM-Bine competence models emphasize the need for the teacher to 
be familiar with the concept of sustainable development and the education for sustainable de-
velopment, as well as to develop the awareness of cultural dependencies regarding knowledge. 
In the ECE Competence model, the competencies in the domain of knowledge are presented in 
a broader way, i.e. they do not relate specifically to the need for teachers to know the concept 
of sustainable development, but to gain a broader understanding of the challenges that are fac-
ing society, as well as of both their and the students’ roles in facing these challenges. Thus, the 
teacher should understand the functioning and the interrelationship of the society, the economy 
and the environment; the connection between current actions and the sustainable future; the 
basic causes of unsustainable development; the necessity to transform educational systems; the 
importance of preparing the students to face challenges, etc. (UNECE, 2011).

Action. In the domain of action, all three models emphasize critical thinking, orientation to-
wards problem-solving and forming an idea about a sustainable future. The CSCT and ECE 
models also have some other competencies in common, those related to seeing the environment 
as a learning opportunity, participatory education; identification of the future consequences of 
one’s own decisions and actions; monitoring the learning process; being aware of the need for 
change. In addition, the common competencies of the CSCT and KOM-BiNE models are the 
acceptance of responsibility and teamwork.

Cooperation. The cooperation within the CSCT model is presented as a general competence. 
According to Steiner (2010), the collaboration with partners inside and outside the school is 
necessary in order to create learning opportunities based on the real life situations and social 
problems. It is based on the skills such as communication, conflict solving, teamwork, planning 
and organization (Ibid.). The KOM-BiNE competence model also assumes the collaboration 
within and outside the organization. As stated by Rauch & Steiner (2013), such networking is 
crucial for the ESD competencies of teachers. This competence is also based on communication 
skills and the ability to resolve conflicts, as well as on tolerance, respect for diversity, etc. (Ibid.). 
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The need for cooperation is recognized in the ECE model in the competencies from the learn-
ing to live together domain, particularly in those competencies that point out that the teacher 
should work with others in a way which: actively involves different groups from all generations, 
cultures, places and disciplines; encourages negotiation of future alternatives; challenges the 
unsustainable ways of acting within educational systems and institutions etc. (UNECE, 2011).

In addition, each of the models emphasizes the need for visioning, for creating ideas about an 
alternative, sustainable future that would serve as a basis for designing the changes necessary in 
the present. Furthermore, each of the models orientates towards the change, by emphasizing the 
importance of reflecting about what has already been achieved, planning the necessary changes 
and implementing them actively.

The CSCT and KOM-BiNE models emphasize the values and emotions, while the competencies 
in the domain of learning to be represent the specificity of the ECE model. These competen-
cies describe a teacher as someone who: takes into account different disciplines, cultures and 
attitudes; is motivated to implement positive changes both locally and globally; questions the 
assumptions on which the unsustainable practice is based, etc. (UNECE, 2011). The specific-
ity of the CSCT model is in the competencies in the domain of systems thinking: resisting the 
tendency to simplify problems and search for quick solutions; developing students’ empathy 
through their identification with others; being aware that schools are a part of local, national 
and global systems etc. This model separates the teaching competence as a general competence, 
emphasizing that the education for sustainable development requires a different, constructive 
approach to teaching (Sleurs, 2008). Constructivism helps the teachers to understand that “ac-
quiring competencies is a self-steered and active process, which can be fostered but not created” 
(Sleurs, 2008, p. 27).

All of the above, including the need to acquire knowledge in the field of SD and ESD, indicates 
that all models emphasize the personal dimension, the importance of developing personal com-
petencies and self-improvement. On the other hand, there is a need for cooperating with others, 
which is especially emphasized within the KOM-BiNE model, given that it is aimed towards a 
team of teachers.

Alongside the already mentioned, other model specifics are reflected in the following competen-
cies: choosing the goals of the education for sustainable development in accordance with prior 
knowledge and the abilities of students; contributing to the integration of sustainable develop-
ment into the curriculum; acting as an “agent for changing”; (CSCT); managing the complexi-
ties; acting independently and confidently; (COM-BiNE); connecting the students with their lo-
cal and global fields of influence; understanding the importance of scientific evidence in support 
of sustainable development (ECE), etc. (Sleurs, 2008; Rauch & Steiner, 2013; UNECE, 2011).

4. CONCLUSION

The overall presence of the sustainable development issues generated new challenges for uni-
versities - they are required to change their way of functioning and the activities they perform, 
i.e. to transform and to become “sustainable universities”. The analysis of relevant sources has 
shown that the basic characteristics of a transformed/“sustainable university” are reflected in 
“greening” the property and caring about the universities’ functioning in terms of energy sav-
ing, waste management, reduction of harmful emissions etc. A “sustainable university” is also 
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characterized by the changes within the research and the teaching processes. In other words, 
it is required for the research and the teaching processes to integrate sustainable development 
in a way that enables to apply the results of the research focused on sustainable development 
in the teaching practice at universities. However, the universities’ response to the challenges 
of sustainable development is accompanied by numerous obstacles and barriers: financial and 
administrative barriers, lack of awareness of the need for integrating sustainable development 
into the university practice, lack of appropriate legal and regulatory guidelines, resistance to 
change, lack of competencies, etc.

The analysis of the obstacles and barriers indicates that the universities should: (1) incorporate 
sustainable development as an idea into their strategic plans; (2) integrate the sustainable devel-
opment issues into the everyday teaching; (3) design their own waste recycling plans and estab-
lish efficient alternative energy initiatives; (4) inspire and promote the idea of sustainability and 
environmental awareness and actively work on the transformation of the society, both inside 
and outside their own campuses; (5) actively promote the education of teachers in the field of 
sustainable development.

Starting from the fact that the teachers are in direct interaction with the students, i.e. the future 
experts and decision makers in the field of sustainable development, the conclusion is logical: 
educating the teachers about sustainable development is a prerequisite for educating the students 
about sustainable development. Therefore, the competence models are an important guideline 
for the teachers’ education in the field of sustainable development. Comparative analysis of the 
available competence models, The CSCT Competence Model, The KOM-BiNE Competence 
Model and The ECE Competence Model, showed that the key areas of the education of teachers 
for sustainable development are: the competencies in the domain of knowledge about sustain-
able development and education for sustainable development; the competencies related to sup-
porting the teachers’ acting in favor of sustainable development; the competencies for establish-
ing partnerships with actors significant within and outside the institution in which the teacher 
is employed; but also the competencies that require a continuous reflection and envisioning a 
sustainable future. The models indicate that there is a need for developing teacher competencies 
that cover not only the teachers’ performance in the classroom, but also a wide range of skills, 
abilities and knowledge related to integrating sustainable development into their beliefs, on one 
hand, and to cooperating with the others on the path to sustainability, on the other.

In order for the transformation of a university towards sustainable development to be possible, 
there is a need for introducing incentive mechanisms, such as legal obligations in the field of 
teachers’ education for sustainable development, and also the establishment of a system for as-
sessing the achievements of the universities in the field of sustainable development.
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Abstract: Social networks have become a means of interaction between companies or organizations 
and consumers. However, few studies have dealt with the use of tangible and intangible attributes on 
social networks of manufacturing companies. This work deepens the concept of brand equity of Eu-
ropean manufacturing companies through the analysis of brand engagement and electronic word-of-
mouth (eWOM) generated by social media posts. Firstly, tangible and intangible attributes have been 
identified on tweets. Secondly, it has been analysed if there is a link between tweets based on tangible 
and intangible attributes and number of likes (brand engagement) or retweets (eWOM). The multivar-
iate analysis results show relationships between publications including the analysed attributes and 
brand equity. In contrast, eWOM is only related with tangible attributes. Conclusions are discussed.

Keywords: Brand equity, Social networks, Manufacturing sector, Tangible and intangible, Brand en-
gagement and eWOM.

1. INTRODUCTION

In the last decade, information and communication technology (ICT) have had a huge impact on 
our society (Servera Francés, Gil Saura, & Fuentes Blasco, 2009). Specifically, social networks 

have played a leading role in the advancement of ICT since the early 2000s (Campos Freire, 
2008). The availability, thanks to the variety and diversification of social networks (Parveen, 
Jaafar, & Sulaiman, 2015) and information dissemination capacity (González Hernando, Val-
divieso-León, & Velasco González, 2020) allow their use in different forms of communication 
(Bernal Triviño, 2010).

In addition to connecting people with family and friends, the use of social media has evolved 
over time (Kwak, Lee, Park & Moon, 2010). For instance, Twitter is a social networking plat-
form in which branding depends on increasing social and economic gain (Page, 2012). This 
virtual environment where companies and consumers are related can be especially useful at the 
business level (Culnan, McHugh & Zubilaga, 2010), since it provides an ideal space for commu-
nication with which to deepen the knowledge of consumer needs and opinions.

Business benefits of this virtual communication channel have been widely studied in the last ten 
years (e.g. Hanna, Rohm & Critenden, 2011; Michaelidou, Siamagka & Christodoulides, 2011; 
Capriotti & Ruesja, 2018). Specifically, previous studies of business Twitter accounts examine 
their use in strategic communication (Hanna, Rohm & Critenden, 2011; Capriotti & Ruesja, 
2018). Also, literature refers to the use of Twitter for business purposes as an engagement tool 
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(Rybalko & Seltzer, 2010); promotion tool (Greer & Ferguson, 2011); branding tool (Cui, Zhang, 
Qin, Sellis & Wu, 2017); customer service enquiries tool (Xiong & Mackenzie, 2015); or even a 
distraction tool (Schneiker, Dau, Joachim, Martin & Lange, 2019).

The available literature with regard to the use of Twitter by the manufacturing or industry 
sector is scarce, however some studies stand out (e.g. He, Zha & Li, 2013; Linvill & Warren, 
2020; Rodriguez & Chalmeta, 2020; Rybalko & Seltzer, 2010; and Xiong & Mackenzie, 2015). 
These studies on tweets by manufacturing or industry sector provide guidelines for developing 
a competitive analysis strategy (He, Zha & Li, 2013) and offer insights into the adoption and 
interaction with customers on Twitter (Xiong & Mackenzie, 2015).

This study contributes to industrial marketing literature by identifying attributes in the tweets 
published by manufacturing firms and relating those attributes with consumer behaviour. The 
objective of this study is to determine the relationship between the content of the tweets (refer-
ring to tangible or intangible attributes) and brand equity. To do so, the relationship between the 
number of likes (brand Engagement) and retweets (eWOM) of tweets published by the largest 
Western European manufacturing firms and the content of these tweets is empirically tested. 

This paper is structured as follows: first, we provide a literature review of brand equity, theo-
retical framework and hypotheses development. Then, methodology and results are presented. 
Finally, we offer some concluding remarks that can be of use for manufacturing and industrial 
businesses in defining customer interaction in Twitter.

2. LITERATURE REVIEW

2.1. Brand Equity in Social Networks

Brand has been defined as: “a name, term, sign, symbol or design, or some combination of these 
elements, intended to identify the products or services of one seller or group of sellers and to 
differentiate them from those of competitors” (Kotler & Armstrong, 2008). On the other hand, 
the American Marketing Association (AMA) defines it as: “a name, term, design, symbol, or 
any other feature that identifies one seller’s good or service as distinct from those of other 
sellers” (American Marketing Association, 2017). In both cases, the brand is considered as a 
distinguishing element that affects consumer perception.

There is no unique criterion in the literature to measure brand equity, its sources, determinants 
or drivers (Davcik, Da Silva & Hair, 2015). Also, brand equity is a term associated with cus-
tomers’ feelings and perceptions about the brand (Pride & Ferrell, 2003). It is made up of attrib-
utes associated with the brand, name or symbols that can add or remove value to the product 
or service offered (Aaker, 1991). Particularly, both tangible and intangible attributes have been 
considered as important contributors to brand choice and brand equity (Myers, 2003). 

On the other hand, social networks are presented as a great option to increase brand equity of 
companies through their publications. Some studies have verified the ability of companies to 
generate brand equity through social networks, such as in the mobile (As’ad & Alhadid, 2014), 
luxury (Godey, Manthiou, Pederzoli, Rokka, Aiello, Donvito, & Singh, 2016), hotel (Callarisa, 
García, Cardiff, & Roshchina, 2012), or fashion (Sharma & Sahni, 2015) industries.
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Specifically, brand loyalty is seen as a key factor of brand equity (Severi, Ling & Naseroadeli, 
2014), while eWOM is considered to be a measure of brand equity (Callarisa, Sánches, Cardiff 
& Roshchina, 2012). Brand loyalty is the ability of companies to generate a relationship with 
their audience, which creates a commitment to the brand which leads to purchase intention 
(Kuvykaite & Piligrimiene, 2014). This interaction or commitment to the brand can be key in 
purchase decisions (Peri & Lepe, 2010). In turn, eWOM is the process that is carried out by 
consumers electronically, when they share information and opinions about the brand, products, 
and services offered.

Nevertheless, previous literature on social networks use different metrics to assess brand en-
gagement and eWOM, depending on the network analysed. For instance, number of references 
for blogs, incoming links or number of likes for forums, number of reviews or balance of re-
views for review sites, number of posts or reposts for social networks or number of likes for vid-
eo sharing sites (Hoffman & Fodor, 2010). Thus, in this study, drawing on Hoffman and Fodor’s 
(2010) study “Can you measure the ROI of your social media marketing?” we used the number 
of tweet likes to measure brand engagement and the number of retweets per tweet to measure 
word-of-mouth in social media Twitter.

2.2. Conceptual Framework and Hypotheses Development

Different theoretical frameworks are currently used to investigate branding and eWOM behav-
iours in social networks, such as socialization theories (Chu & Sung, 2015; de Vries, Peluso, 
Romani, Leeflang & Marcati, 2017; Zhang, Jansem & Chowdhury, 2011; Zhang, Omran & 
Cobanoglu, 2017), attribution theory (Qiu & Li, 2010), theory of planned behaviour and justice 
theory (Fu, Ju & Hsu, 2015). 

In socialization theories, Chu and Sung (2015) draw on social learning theory (Moschis, 1987), 
largely used in the study of consumption roles (Moschis & Churchill, 1978). According to Mo-
schis, social learning theory highlights external sources of socialization, like peers (de Gregoria 
& Sung, 2010). Within this framework, they concluded that those brand followers who heavily 
use Twitter and follow many brands were most likely to tweet and retweet brands. In this line, 
the study of de Vries, Peluso, Romani, Leeflang and Marcati (2017) found that socializing with 
others promotes participation in engaging activities and encourages people to contribute con-
tent. In the work of Zhang, Omran and Cobanoglu, social exchange theory focuses on reciproc-
ity to explain how a person could engage in eWOM (Zhang, Omran & Cobanoglu, 2017). 

The last social theory analysed is social interaction (Godes, Mayzlin, Chen, Das, Dellarocas, 
Pfeiffer & Verlegh, 2005) used by Zhang, Jansen and Chowdhury (2011). Their study draws 
on previous literature assumptions, such as considering consumer reactions to brand tweets as 
eWOM forms (Jansen, Zhang, Sobel & Chowdhury, 2009) and promotion materials as driving 
factors of WOM communication (Keller, 2007). Their study addresses Twitter as a tool for 
online WOM communication and the influence of company engagement on eWOM communi-
cation. By studying the diffusion of messages of different brands they conclude that retweeting 
tweets is a clear response to business engagement. 

On the other hand, according to Qui and Li (2010), when a positive review has negative ratings, 
consumers are more likely to attribute that review to non-product-related factors. Furthermore, 
for Fu, Ju and Hsu (2015), underlying attitudinal factors appear to drive consumers who intend 
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to post positive eWOM and satisfaction appear to be influenced by interactional and procedural 
justice perceptions in positive shopping experiences. 

Since the objective of this study is to investigate consumer social interactions to brand com-
munication activities on Twitter, we follow the theory of social interactions (Godes, Mayzlin, 
Chen, Das, Dellarocas, Pfeiffer & Verlegh, 2005). In particular, this research extends the study 
of Zhang, Jansen, and Crowdhury (2011) by highlighting the use of tangible and intangible 
attributes in brand tweets and investigating consumer reactions, retweets (eWOM), or likes 
(brand engagement).

Previous literature has linked brand engagement on Twitter to the number of tweet likes (Hoff-
man & Fodor, 2010). Recent studies on this linkage was applied in different industries, such as 
alcohol companies (Carrotte, et al. 2016); movie box offices (Oh, et al. 2017); and healthcare 
businesses (Leek, Houghton & Canning, 2019). Particularly, the study of Leek, Houghton and 
Canning (2019), based on a sample of 838 tweets, examines if the content of tweets posted by 
product and service companies drives engagement in terms of likes on Twitter. Their results 
suggest that engagement depends on the type of company and the tweet function analysed. Ac-
cording to these studies it can be hypothesized that: 

H1:  There is a relationship between industry tweets containing tangible attributes and the 
number of likes (brand engagement) received.

H2:  There is a relationship between industry tweets containing intangible attributes and the 
number of likes (brand engagement) received.

  Regarding eWOM in Twitter, the study by Hoffman and Fodor (2010) links eWOM to the 
number of retweets. In addition, studies linking different tweet contents and eWOM were 
encouraging (Adnan, et al. 2019; Cork & Eddy, 2017; Soboleva, et al. 2017). Specifically, 
the results of Adnan et al. (2019) state that promoting intervention, or including vaccine 
price in the content of a tweet about World Pneumonia Day has more retweet count than 
when the tweet content is a personal experience. According to the results of Cork and 
Eddy (2017), levels of high vividness or high interactivity in the content of the tweets from 
athletes generates a higher number of retweets. Furthermore, Sovoleva et al. (2017) find 
that including a retweet request or a photo in a tweet from industry companies are pre-
dictors of the number of retweets, regardless of the industry. In this context, the following 
hypotheses were tested:

H3:  There is a relationship between industry tweets containing tangible attributes and the 
number of retweets (eWOM) received.

H4:  There is a relationship between industry tweets containing intangible attributes and the 
number of retweets (eWOM) received.

2.3. Methodology

The goal of this research is to study the relationship between tweets content and consumer reac-
tion (Figure 1). To achieve this objective, we developed an explorative and descriptive analysis 
of data collected from different manufacturing companies in Western Europe. 
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Figure 1. Research model
Source: The authors

2.4 Sample and Data Collection

To test the hypotheses, we carried out an investigation consisting of four phases: research de-
sign, data collection, data analysis, and treatment and interpretation of the results (Green & 
Tull, 1978). In the first phase, a cross-sectional design was used to examine the relationship be-
tween the frequency of occurrence of attributes in the publications (tangible or intangible) and 
the variables of study, i.e. number of retweets (eWOM) and number of likes (brand engagement). 
This data set is primary data of a quantitative nature, which means that it is specific to this re-
search and analysed statistically. Data collected from observation were entered into a database 
which totalled more than 5,000 publications to be content analysed.

The initial sample consisted of the top 250 companies with the largest market capitalization 
in Western Europe (Peiro Ucha, 2015). However, the final sample was reduced to 100 because 
companies had to meet three criteria. The first criterion is that only industrial companies were 
included, the second is that said companies must have a Twitter account and, finally, the compa-
ny must be active in Twitter. That is, we included companies with a minimum of 1,000 tweets 
and publications made in the weeks preceding this study. Sample collection took place in two 
one-week periods, in which the first ten publications of each company were compiled in the 
period analysed (Swani, Brown, & Milne, 2014). This is to improve the representativeness of 
all the companies analysed in the sample and take into account the time factor. Table 1 presents 
the fieldwork data.

Table 1. Datasheet
Geographic scope Western Europe

Population Industrial companies in Europe present on Twitter 

Methodology Observation/ Content analysis

Sample period 01/03/2017 - 07/03/2017 
01/09/2016 - 07/09/2016

Sample size 100 companies

Sampling Non probability by convenience 

Source: The authors
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2.5. Variables and Dimensions

As can be seen in Table 2, the study variables are related to company brand value. In addition, the 
measures of the variables are based on the use of tangible and intangible elements in tweets, the 
number of retweets and number of likes on tweets published by the company on its Twitter account.

Table 2. Study variables
Variables Metrics Authors

Engagement Number of retweets Hoffman & Fodor, 2010eWOM Number of tweet likes
Tangible attributes Tangible attributes in the tweet Myers, 2003Intangible attributes Intangible attributes in the tweet

Source: The authors.

When analysing the publications, we collected the number of retweets and the number of tweet likes 
at the time of data collection. For attributes the following coding and tabulation was performed:

Table 3. Codification of variables
Codification 1 Codification 2
1= Tangible attributes Tangible attributes 1=1, 3=YES
2= Intangible attributes 2=2, 4=NO
3= Both attributes Intangible attributes 1=2, 3=YES
4= None 2=1, 4=NO

Source: The authors

3. RESULTS

3.1. Descriptive Results

Table 4 shows the results of the descriptive analysis of the variables ‘number of retweets’ and 
‘number of likes’. It can be observed that, in the 889 tweets studied in the first period and the 
804 tweets of the second period, the standard deviation for both variables is between 75 and 207, 
which suggests that some companies, or some types of publications, have much more impact 
than others. Asymmetry of distribution in both variables is due to high values that affect the 
mean, while not affecting the median as much.

Table 4. Descriptive analysis, retweets and likes
Period

First week

Tweets frequency 889 889
Retweets Mean/ Likes mean 19.09 39.75
Retweets Standard Deviation / Likes stan-
dard deviation 97.305 169.665

Retweets Asymmetry / Likes asymmetry 11.019 8.556

Second week

Tweets frequency 804 804
Retweets Mean/ Likes mean 20.30 49.79
Retweets Standard Deviation / Likes stan-
dard deviation 75.622 207.286

Retweets Asymmetry / Likes asymmetry 7.279 6.859
Source: The authors

The results in Table 5 show the descriptive analysis carried out with the aim of determining the 
profile of the tweets written by the companies that make up the sample.
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Table 5. Descriptive analysis of coded attributes

Period Attribute Frequency Percentage 
(%) Attribute Frequency Percentage 

(%)

First week

Tangible 231 26 Tangible 336 37.8
Intangible 196 22 No tangible 553 62.2
Both 105 11.8 Intangible 301 33.9
None 357 40.2 No intangible 588 66.1

Second week

Tangible 210 26.1 Tangible 282 35.1
Intangible 178 22.1 No tangible 522 64.9
Both 72 9 Intangible 250 31.1
None 344 42.8 No intangible 554 68.9

Source: The authors

It is observed that the sample, in both observation periods, is made up of tweets in which tan-
gible attributes appear in a 26% of cases, intangible attributes in a 22% of cases, both in a 10% 
of cases and none in a 40% of cases, approximately. It is also perceived that the appearance of 
these elements in tweets is similar in the two periods.

In addition, to focus the study on the content that generates the most interaction with the con-
sumer, the variables ‘number of retweets’ and ‘number of likes’ were classified according to 
their frequencies. The procedure was as follows. The analysis showed that, independently of 
attributes included, approximately 80% of the sample has between 0 to 10 retweets, and the 
remaining 20% has more than 10 retweets. In the case of the variable ‘number of likes’, approx-
imately 70% of tweets have received between 0 and 10 likes, thus leaving 30% of the remaining 
sample in the ranking of high number of likes. Table 6 shows the frequencies for this new rank.

Table 6. Frequencies, after reordering
No. retweets No. likes

Low High Low High

Tangible
YES Frequency 392 226 311 307

Percentage (%) 23.2 13.3 18.4 18.1

NO Frequency 919 156 834 241
Percentage (%) 53.4 9.2 49.3 14.2

Intangible
YES Frequency 422 129 347 204

Percentage (%) 24.9 7.6 20.5 12.0

NO Frequency 889 253 798 344
Percentage (%) 52.5 14.9 47.1 20.3

Source: The authors.

3.2. The Chi-Square Test of Independence

The relationship between the number of retweets and the number of likes with tangible and 
intangible attributes was investigated with non-parametric (distribution free) test of independ-
ence. Therefore, as they are dichotomous nominal variables, we used the Pearson’s Chi-square 
test to determine if there is a significant relationship between the variables.

Table 7 shows the asymptotic (bilateral) significance between tangible attributes and the high 
number of retweets and likes received. The results are significant in both cases since the bilater-
al asymptotic significance is less than 0.05, which suggests that there is a relationship between 
the variables.
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Table 7. Association testing of tangible attributes
Tangible attributes – No. retweets Tangible attributes – No. likes

Value df
Asymptotic 
significance 
(bilateral)

Exact 
significance 
(bilateral)

Value df
Asymptotic 
significance 
(bilateral)

Exact 
significance
(bilateral)

Pearson’s Chi-square 109.274 1 0.000 133.183 1 0.000
Continuity correction 108.016 1 0.000 131.941 1 0.000
Likelihood ratio 105.951 1 0.000 131.044 1 0.000
Fisher’s exact test 0.000 0.000
Linear-by-linear 
association 109.21 1 0.000 133.104 1 0.000

Source: The authors
Table 8. Association testing of intangible attributes

Intangible attributes - No. retweets Intangible attributes - No. likes

Value df
Asymptotic 
significance 
(bilateral)

Exact 
significance
(bilateral)

Value df
Asymptotic 
significance 
(bilateral)

Exact 
significance
(bilateral)

Pearson’s Chi-square 0.337 1 0.562 8.086 1 0.004
Continuity correction 0.268 1 0.604 7.773 1 0.005

Likelihood ratio 0.335 1 0.563 7.996 1 0.005
Fisher’s exact test 0.577 0.005
Linear-by-linear 

association 0.336 1 0.562 8.081 1 0.004

Source: The authors
Table 8 shows the analysis of the intangible elements and the high number of retweets and likes 
received. The results obtained in the asymptotic significance (bilateral) suggest that there is 
a relationship between intangible attributes and a high number of likes. On the other hand, it 
is concluded that there is no relationship between intangible attributes and a high number of 
retweets.

4, CONCLUSION AND FUTURE RESEARCH DIRECTIONS

Interesting conclusions can be drawn from the results of the different analyses that have been 
carried out. The descriptive analysis showed that the companies in the sample do not vary much 
their tangible and intangible contents over time, since the presence of those elements in the 
publications in both periods is similar. The companies seem to prefer to include some attribute 
– be it tangible, intangible or both – rather than none in their publications. Finally, we found that 
companies are more prone to include tangible than intangibles attributes.

To test the hypotheses, and to investigate the relationships between the elements included in the 
tweets (tangible and intangible) and brand value generated (eWOM and brand engagement), a 
multivariate analysis was performed using the Chi-square test. Table 9 summarizes the hypoth-
eses testing results.

In view of the results obtained with this sample, there is a relationship between the tweets that 
contain or mention company’s tangible and intangible attributes and a high number of likes. On 
the contrary, there is a relationship between tweets that contain or mention company’s tangible 
and intangible attributes and a high number of retweets in the case of tangible attributes. There-
fore, tangible and intangible attributes in the content of tweets are variables that are related to 
brand engagement. In turn, only tangible attributes in the content of tweets are related to eWOM.
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Table 9. Summary of hypotheses testing
Hypothesis Result
H1:  There is a relationship between industry tweets containing tangible attributes 

and the number of likes (brand engagement) received.
Supported

H2:  There is a relationship between industry tweets containing intangible attributes 
and the number of likes (brand engagement) received.

Supported

H3:  There is a relationship between industry tweets containing tangible attributes 
and the number of retweets (eWOM) received.

Supported

H4:  There is a relationship between industry tweets containing intangible attributes 
and the number of retweets (eWOM) received.

Not Supported

Source: The authors

There are several limitations in this study. The first one, is the size of the sample that includes 
companies from a single geographic area. Secondly, given the importance that social networks 
are gaining, conducting this study on another social network or on several at the same time 
could provide more information on how industrial companies can develop their brand equity. 
Finally, this study only performs an exploratory and descriptive approach to the analysed phe-
nomenon. Future studies could include other industries, use different social networks to collect 
information, and further the study by including explanatory variables and cause-effect relation-
ships in the analysis.
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THE DIFFERENT APPROACHES  
FOR THE MARKET SEGMENT B2G (B2A)  

COMPARED TO B2B AND B2C, BASED ON A CASE STUDY  
FOR INFRASTRUCTURE IN THE PHILIPPINES

Bernhard Alexander Krah1  
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Abstract: In todaý s highly competitive marketing methods, the market segments B2B (Business-to-Busi-
ness) and B2C (Business-to-Consumer) are very well established and applied. The worldwide largest 
market segment, the B2A/B2G (Business-to-Administration/Business-to-Government) however, has until 
now received little or no attention in the literature.
In the theoretical part of this paper, a focus has been placed on the measurements, how a company is 
able to find the right approach to operate its business successfully in this very specific business seg-
ment, where the players have completely different motivations. The aim of this paper is to gain insight 
into the basic concepts what rules must be followed to avoid delays, errors and losses, especially con-
sidering suppliers, who want to work internationally.
This paper is complemented by a case study of an infrastructure product (sewage pipe system), that was 
manufactured and successfully launched and installed in the Philippines.
This research shows the strategy for an infrastructure product market penetration for a new player in 
the market, with a „non-existent “product.

Keywords: Marketing, B2G, B2A, Market segments, Business-to-Administration, Business-to-Govern-
ment, Infrastructure, Philippines.

1. INTRODUCTION

Nowadays, the marketing literature is mainly focused on B2B or B2C. But the “forgotten” 
field of B2G / B2A is the most stable and largest market, even due to the fact, that the B2G/

B2A market is the biggest worldwide. Basically, B2G/B2A is the market that serves “public 
spending”. The public spending enables governments to purchase/obtain services and goods in 
order to fulfil their objectives. As an example, products can be considered, which are required 
to operate and be used in local infrastructure, the military and other government services to 
the population (for example social spending, education, transfers). The source of money for 
spending is tax, money, credits, aid fonds and special private financed projects, called PPP 
(Public-Private-Partnership). Public-private partnerships involve a collaboration between a gov-
ernment agency and a private-sector company that can be used to finance, build, and operate 
projects, such as public transportation networks, parks, and convention centres (Kenton, 2012).

Excursus: After the last “Great Depression”2, John Maynard Keynes3 - one of the most famous 
and important economist for macroeconomic theories - presented his idea in the book “The gen-
eral Theory of Employment, Interest and Money” (Keynes, 2018). According to his statement, 

1 Faculty of Management, Comenius University, Bratislava
2 The Great Depression was a worldwide economic depression from 1929-1930 (started in the USA)
3 John Maynard Keynes (1883-1946), economist. Origin of various macroeconomic theories.

https://orcid.org/0000-0002-3336-4973
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the strongest method to increase the wealth and GNP (gross national product) of a country is to 
spend money in the public sector (even if the money is generated on credits). 

The possibility that governments around the world try to stimulate their economy by public 
spending is currently very high (even financed on government depts), after the Corona-effect 
caused by COVID-19. So, it can be a great opportunity to approach the B2G/B2A market to 
create more business. 

In the second part (number 5) of this article a case study is included. This case study shows how 
a start-up (production of large pipes systems mainly for infrastructure projects) has successful-
ly implemented the B2G/B2A marketing. To obtain the relevant information, many interviews 
with the General Manager4 and the Sales Manager5 were conducted in January 2020.

2. MARKET SEGMENTS

A market is the “place” where supply and demand meet each other. The value, cost and price of 
items traded are as per forces of supply and demand in a market (What Is Markets? Definition of 
Markets, Markets Meaning - the Economic Times, 2020.000Z). Basically, a market can be seg-
mented according to geographical, temporal, product, product-related and demand-related factors. 

There are three different main types of markets: the monopoly, oligopoly and polypoly market 
– and combinations of those three.

Table 1. Market forms, own description of the author, according to information from Heinrich 
Freiherr zu Stackelberg6

 Demanders
Suppliers One Few Many

One Bilateral Monopoly Limited Monopoly Monopoly
Few Limited Monopson Bilateral Oligopoly Oligopoly

Many Monopson Oligopson Polypoly

A monopoly exists in areas where one company, firm, or entity is the only - or dominant - force 
that sells a product or service in an industry. This gives the company enough power to keep 
other competitors away from the marketplace. 

In an oligopoly, a group of smaller firms controls the market. However, none of them can keep 
the others from having significant influence in the industry. They may sell products that are 
slightly different (Hall, 2014).

A polypoly is a market situation where there are many small buyers and small sellers, none of 
which can influence prices (What Is Polypoly? Definition and Meaning, 2020.000Z). The poly-
poly represents the „normal case” of markets; it is also called “complete competition”. 

In the B2A/B2G sector, an oligopoly supplier meets a monopoly demand: a few companies (e.g. 
road construction, pipe production, defence technology) bid to the state (Timm Gudehus, 2015). 
So, the correct wording of this is monopsony. 

4 Sajid Anonuevo, General Manger and shareholder of Krah-Pipes Manila Inc.
5 Jeneleen Lansangan, Sales manager of Krah-Pipes-Manila Inc.
6 Heinrich Freiherr zu Stackelberg was a German Economist (1905-1946)
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An important point to be respected to be a player in B2G/B2A market is that this market seg-
ment compared to the other markets is absolutely transparent in the procedures. Nearly every 
firm/company can attend, but the bureaucratical work is high.

3. CHARACTERISTICS OF THE DIFFERENT MARKETS

B2B – The focus of the analysis is on transactions between industrial and service companies 
and organisations, including state administration (Caspar & Metzler, 2002). The focus is on 
economic efficiency and economic calculations are an integral part of this market segment. 

B2C – In the B2C sector, the business relationship exists between companies and end consum-
ers. The B2C sector covers „the information, communications and transactions between com-
panies and their customers or prospects” (Wolf Engelbach et al., 2010). Feelings and the level of 
spending are in the foreground and there is a typical marketing approach (many suppliers, many 
customers). The decision-maker on the market launch is usually also the user.

B2G/B2A – This sector covers all the company’s relations with public institutions, from legal 
matters to lobbying. An increasingly important factor is also the public-private partnership. 
Political interests, geopolitics, infrastructure, and other factors are decisive for the B2G/B2A 
sector. Decisions on product introductions are usually made within the available budget and 
only listed companies and products can be used/purchased. 

There is a great influence in decisions by political interests (e.g. “green”), geopolitics (mili-
tary), infrastructure (country’s future). Decisions are mostly taken as budget decision (a certain 
budget has to be spent, otherwise it will be reduced in the future).

Table 2. Comparison of Business-to-Government and Business-to-Business Relationships 
(Brett W. Josephson et al., 2019), adding some further criteria, as well as considering interna-

tionalisation.
Criteria B2G/B2A B2B
Nature of business Exchange of goods and services 

between businesses and government 
agencies

Exchange of goods and services 
between businesses

Examples of customers Department of Defence, Department 
of Public Works, Department of 
Justice, Department of Education

Walmart, IBM, Apple BMW, Siemens

Value proposition Driven by stakeholder interests 
and welfare, required to provide 
societal welfare to satisfy specific 
stakeholder requirements set by the 
government

Driven by value and solutions, 
procurement decisions are geared 
toward solving critical problems and 
optimizing performance of solution

Procurement risk preference Low risk tolerance; purchase based 
on prior specifications with little 
incentive for innovation

Medium to high risk tolerance; purchase 
based on the needs of the organisation; 
a firm may seek innovative solutions to 
differentiate itself from competitors

Spending pressures Close monitoring of government 
spending from voters and parliament

Varies depending on the nature of 
organisation

Regulatory minutia Subject to the Federal Acquisition 
Regulation and agency-specific 
regulations

Idiosyncratic to the organisation; not 
subject to the Federal Acquisition 
Regulation
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Procedural transparency Most aspects of the bidding and 
procurement process are open to 
public discourse

Difficult to gain information about 
competitors’ offerings and prices

Relationship-building tactics Subject to Code of Federal 
Regulations: heavy regulations 
related to provide incentives to 
procurement officers

Not subject to Code of Federal 
Regulations; less stringent rules related 
to providing incentives to buyers

Size and variety of contracts Multiple contract sizes (small dollar 
amounts to multibillion-dollar 
awards); multiple contract structures 
(fixed price, cost reimbursement, 
etc.)

Varies

Solvency and prompt 
payment

Timely payment schedule; virtually 
no solvency issue

Less prompt payment schedules; 
varying degrees of solvency

4. SPECIAL APPROACHES IN THE B2A / B2G

Compared to B2C or B2B, contracts and decisions in governments (B2A/B2G) should be trans-
parent. This means, the procurement-process is clear and structured, but not quick or easy. But 
it seems, that the B2G/B2A market is very impenetrable, with bureaucratic obstacles, tight 
budgets and comprehensive contracts.

In addition to the supply monopoly, there is also the market form of the demand monopoly, also 
called monopsony. In a monopsony, a large buyer controls the market. Because of their unique 
position, monopsonies have a wealth of power (Young, 2003). In the field of B2G/B2A this is the 
standard for one country or a group of countries like the European Union.

The intention of public spending is (should be) minimizing risks, as taxpayers’ money is being 
used. Another key word is transparency in this context: no decision-making process is as clear 
and public as that in B2G - because all structures are publicly available. The authorities are 
not very interested in new products, but in increasing efficiency and if it only means using the 
budget more efficiently. All product presentation should focus to “pain-points” of the agencies 
and not to the product.

The first and most important step is to register a company as a supplier in the different agencies 
of the government. Depending on the amount of contract, different supplier-classifications can 
be applied (for example in large infrastructure projects).

Because the government is very politically driven, several criteria can help to receive some 
“special credits” for a company during a procurement process. For example, the protection of 
minorities, etc. possibly using special company conditions, like a certain ratio of handicapped 
people being employed, veteran owned, woman owned, small businesses, etc. can be used to 
have a better ranking in public orders.

The customer - a government / country - has several „front-ends” (agencies) depending on the 
products offered. Sometimes the communication culture between the agencies is high and also 
the information flow – this should be taken into account while spreading information. An in-
vestigation of government regulation is absolutely needed to understand the procedure of public 
procurement.

It is very common and useful to invest in extensive lobby-work.
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Diagram 1. Uncle Sam Rising: Performance Implications of Business-to-Government  
Relationships, Figure 1 (Brett W. Josephson et al., 2019)

If a company/firm is focused on several agencies, the „Government Customer Breath” increas-
es. In case many contracts/projects/tenders are processed within one agency, the „Government 
Customer Depth” also increases.

Public spending enables governments to produce and purchase goods and services, in order to ful-
fil their objective such as the provision of public goods or the redistribution of resources. There are 
huge differences between countries in terms of public spending. Central governments in high-in-
come countries – particularly those in Europe – tend to control a much larger share of national pro-
duction than governments in low-income countries. For example, in France, central government 
is spending accounts for almost 50% of all national output. In Nigeria, the corresponding figure 
is close to 6%. If we focus on the social spending component of government expenses, it is the 
same: high-income countries also have higher levels of social spending, particularly in the form of 
transfers. This correlation reflects the fact that high-income countries tend to have more capacity 
to extract revenues, which in turn is due to their capacity to implement efficient tax collection 
systems. The situation is different for the compensation of government employees. Throughout 
Europe, the share of government spending that is devoted to the compensation of government em-
ployees ranges between 5% and 15%. In contrast, throughout most of Africa the available figures 
range between 30% and 50% (Esteban Ortiz-Ospina & Max Roser, 2016). Some national projects 
are also funded from the world-bank, IWF, etc. when they are human oriented for education, envi-
ronment, and development – in this kind of projects other “additional” regulations are applicable.

In general, there are two ways of tenders/contract distributions: Single source (there are several 
suppliers, public tender) and sole source: there is only one supplier for a „unique” product – but 
basically it is “the winner takes it all” – single source.

The product must be listed or at least following the national standard. For example, in the USA, 
it may only be tendered according to codes, approvals and standards listed in the North Ameri-
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can Industrial Classification System (NAICS) Product and Service Code (PSC). If the products 
are not listed, it can t́ be in a public tender or in an RFI (Request for Information), RFP (Request 
for proposal) or RFQ (request for Quotation) – or only as an alternative. Tenders, FfP, RfQ, 
RfI cannot be changed after being published and it includes mandatory, and non-mandatory 
requirements and evaluation criteria – only with a re-tendering process.

Tenders that do not comply with mandatory requirements are rejected, and most of the evaluation 
will be concentrated on non-mandatory requirements and prices following the evaluation criteria. 
As a result, one or several suppliers are chosen for decision taking (Helena Lindskog et al., 2010).

It is very helpful, to know the available budget before you quote your products, because the de-
cision time is shorter, when you are with the financial borders, otherwise a complete procedure 
to increase the budget is necessary.

The very transparent procurement has a small disadvantage, it takes a long time, due to a lot of 
bureaucracy.

5. CASE STUDY: START-UP FOR INFRASTRUCTURE PRODUCTS IN THE 
PHILIPPINES

The complete company story of Krah Pipes Manila was monitored from start-up until now (the 
production capacity is doubled in the year 2020). The monitoring took place in all kind of busi-
ness fields (financing, human resourcing, etc.) but in this case study only the marketing part is 
published. During many customer visits, registration and approval periods, I had the possibility 
to join and to talk extensively with the involved people. Everyone was very open and transpar-
ent during the interviews.

a. The company/firm

In 2017, a group of local investors decided to establish a new company, called Krah Pipes Manila. 
Inc. in Cavite, Philippines. It was a start-up company with a non-existent product in the national 
market of the Philippines. The plant should produce large size pipes including fittings and manholes 
for drainage and sewage application for the national market. Export of the product was not planned. 

b. The product

The product is a large pipe system, including joints, fittings and manholes, produced out of 
polyethylene with some unique properties. The product is completely new for the existing mar-
ket. The existing market was served for many years via a few local companies with other pipe 
materials and system properties. The product itself was superior compared to the available 
alternatives. So, the marketing concept was an aggressive market-penetration strategy for a 
displacement market. 

c. Market

In general, all national markets (government customer and private/commercial customer) re-
quire large diameter pipe systems for drainage and sewage, but the emphasis is on government 
customers and government contracts.
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The Philippines consist of about 7,641 islands with a total area of 300,000 km2. As of 2015, it 
had a population of at least 100 million people and is the 12th-most populated country in the 
world (Highlights of the Philippine Population 2015 Census of Population | Philippine Statistics 
Authority, 2020.000Z). The Philippine economy has an estimated 2018 gross domestic product 
(nominal) of $371.8 billion. Primary exports include semiconductors and electronic products, 
transport equipment, garments, copper products, petroleum products, coconut oil, and fruits 
(East Asia/Southeast Asia :: Philippines — The World Factbook - Central Intelligence Agency, 
2020.000Z). A fast growing and important future market for the Philippines is the touristic 
market (Wikipedia, 2020) – to serve this market an extensive environmental program combined 
with infrastructure projects started.

The infrastructural challenges in the Philippines include limited access to sanitation services, 
high pollution of water resources, often poor drinking water quality and poor service quality 
(Asian Water Development Outlook 2007, 2007).

Rodrigo Duterte started his presidency with a promise that his time will be the golden age 
of infrastructure. The Build! Build! Build! (BBB) Program is the centrepiece program of the 
Duterte administration. The BBB Program seeks to accelerate public infrastructure expendi-
ture from an average of 2.9 percent of gross domestic product (GDP) during the Aquino regime 

to about 7.3 percent at the end of the Duterte administration (“FF2019-07_BUILD_BUILD_ 
BUILD,” 2019). 

The geographical market for the product is the local Philippine market (a monopsony, definition 
on page 2). Due to the large product size compared to its weight, an export in other countries is 
not feasible – but possible. The focus of the company is on supplying the local market. The end 
user of the product is mostly the public sector (infrastructure).

The ministry of construction is the DPWH (Department of Public Works and Highways). This 
department is one of the three departments of the government undertaking major infrastructure 
projects. The DPWH is mandated to undertake:

a) the planning of infrastructure, such as national roads and bridges, flood control, water 
resources projects and other public works, and 

b) the design, construction, and maintenance of national roads and bridges, and major 
flood control systems (Department of Public Works and Highways, 2020.000Z).

The DPWH divided all public construction works in three areas. The areas with their own un-
dersecretaries are Luzon, Visayas and Mindanao. Each area is composed of several regions (and 
each region again in districts). 

For water supply and sewerage projects, DPWH is using a special government agency called 
MWSS (Metropolitan Waterworks and Sewerage System) (Metropolitan Waterworks and Sew-
erage System | Corporate Office, 2020.000Z). This MWSS sub-contracted two private com-
panies to execute the work: a) Mayniland (Maynilad Water Services Inc, 2020.000Z) and b) 
Manila Water (Manila Water Company, 2020.000Z). They have their own accreditation and 
approval work, but a DPWH approval is suitable in their projects, too. 

So, the DPWH is the only final customer for all national projects and the counterpart (divided 
in several branches, offices, structures) to handle, to promote and sell infrastructure products 
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successfully in the Philippines. The market value or the amount of public spending in infra-
structure is Php581.7 billion (25 percent growth) for 2020 (President Duterte Signs P4.1 Trillion 
2020 National Budget, 2020.000Z). 

Risk: Since DPWH is the main (maybe the only) customer, the supplier should be aware that 
there is a political structure besides the public and people can be changed easily when the gov-
ernment changes. The budgets can be adjusted easily (mostly in a negative way) and in case that 
the customer will delay or not pay, it is difficult to receive the money. 

Diagram 2. Sales Structure 2019, published in the internal management report 31.12.2019 
from Krah Pipes Manila Inc.

Diagram 3. Sales Structure “Agencies” in 2019, published in the internal management report 
31.12.2019 from Krah Pipes Manila Inc.

The company decided to work with a Government Customer Breath, of Drainage/Flooding 
with DPWH and sewerage with the government agency Mayniland and Manila Water and the 
Government Customer Depth is only for large pipes system pipe size bigger than 600 mm for 
none- and low-pressure application.

The “commercial customers” like private land developer have a share of only 10% of the total 
sales (year 2019 and the 1st quarter 2020).

d. Competition

The competitors are the local, long-existent companies that have produced drainage and sewage 
pipe out of other material – with much lower life span and less resistant. But the lobby work of 
the competitors was built solidly in all important organisations, during many years. Basically, it 
is not the aim of the government customer to eliminate suppliers, because a good employment 
rate is needed. Further the government customers prefer NOT to have just a sole supplier, but 
on the other hand they would like to have a single supplier for a contract. Due to import duty 
and high transportation costs (relation between volume and weight), external suppliers have a 
negative cost effect and can be kept out of the national large pipe market. 
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e. Registration and accreditation of the company 

Difficulties in setting up the company occurred from the fact that start-ups have problems reg-
istering its new company, as balance sheets and history are missing. Therefore, reference was 
made to the balance sheets and histories of the shareholders. Necessary in this regard were the 
respective DUNS numbers of the shareholders as well as of the new company. The time period 
of a company registration is between one and three months.

f. Registration and accreditation of the product 

To specify a product in the Philippines, it is necessary that your product is approved and part 
of the “blue book” (Standards and Specification Book). The blue book is a register of all prod-
ucts to be used in public tenders. This technical surveillance and approval should be done at 
the Bureau of Research and Standards (BRS) – this is a subdivision of DPWH. It was not so 
easy, because the accepted standards were mainly American ASTM standards, but all in met-
ric sizes. The usual time span for this procedure is 6 months to 2 years – the company needed 
only 6 months. The reason, that the company needed only 6 months was, that the produced pipe 
system is already internationally accepted and was complying to many international standards 
since decades, otherwise it would have taken even more than 2 years. Beside using international 
standards and the approval of BRS, shop-drawings were needed for all products and the quality 
control procedure was accredited by the agencies.

g. A submittal 

Public projects should be awarded through public tenders to document transparency towards 
the government (the people). Among many other chapters, a part of the scope of supply will be 
a specified product request. The bid (the formal reply to a tender) consists of a table of required 
products and prices. The easiest way is that the tender document fits already the company ś 
product. The other legal way could be to offer an alternative solution – but usually this is a long 
and difficult way.

To make tenders in the wanted way, the company spent much time and efforts to train and teach 
national consultants and the official departments of the client (DPWH) – like the Bureau of De-
sign and the Bureau of Construction. In this step it is important to provide a technical guideline 
to implement the products in tenders and teach the right usage beside providing and explaining 
the advantages of the product. In particular, it is important to convince the engineers of the 
introduction of a new product and reduce the risk of planning errors. A helpful tool in this case 
can be a design software and of course a technical template of the new product, based on which 
the tender is prepared.

The submittal should be updated continuously, it is a dynamic document with the results of 
experiences and know-how from different tender phases.

The tender phases are:
i. Under design (projects/contracts/tenders are still in the planning phase, technical know-

how and smart inputs are needed).
ii. Under construction (projects/contracts/tenders are already in the bidding phase, if the 

tender is not made for our product, we have to bid an alternative – remembering it 
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should be completely according to the regulation, otherwise the bid is mandatorily out 
of decision)

iii. After construction (projects/contracts/tenders are realized, historical data – like 
DUPA – should be collected, sorted and prepared as an “case study”-attachment in the 
submittal). 

h. Good relation to the construction companies

Many projects are EPCC-projects, another used name is “turnkey-projects”, where the 
EPCC-Contractor is receiving a complete order and the design and procurement is outsourced 
from the owner (DPWH) to one of the large construction companies.

For example, the largest construction companies in the Philippines for infrastructure (sewage 
and drainage) projects (Top 10 Contractors Under DU30 Run Record of Fraud, Delays, Black-
listing, 2020.000Z):

- St. Gerrard Construction Gen. Contractor and Development Corp.
- Ulticon Builders, Inc.
- Development Corp. and Equi-Parco Construction Company (under the BBB project of 

Duterte’s administration)

The supplier of the product is swapping now from B2A/B2G to an extended B2B business, the 
profitability of the product is now the main property. Of course, also the EPCC contractor has 
to follow the B2A-tender and the regulations.

i. The reference project

The first project is always the most difficult one, because nobody likes to be the guinea pig. 
Krah Pipes Manila Inc. was very lucky to receive the big and famous project for the rehabilita-
tion of the paradise island of Boracay, due to a lot of preparatory work and good relations with 
DPWH and the construction companies (Bläcker, 2020.000Z). 

To convince the government of the project, it was demonstrated how the product has already 
been successfully used in other projects. Moreover, many photos were shown, customers from 
other countries were visited and many details explained.

Reference projects are the key to provide the government customer a certain level of confidence 
– social proof. So, many photos were taken and we invited different government agencies to visit 
the site and also to visit the plant (to see the quality assurance system).

One of the results of a realized project is a document called DUPA (Detailed Unit Price Analy-
sis); this analysis will be considered for the project budget.

j. Marketing Instruments

According to an interview with Mr. Sajid Anonuevo (General Manager) and Jeneleen Lansan-
gan (sales manager) in January 2020, the success of the marketing activities is built on the fol-
lowing instruments. The instruments listed below are the summary of the interview. The sales 
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team is very lean with a good technical backup, to provide a close relation with the agencies, 
consultants, and construction companies.

i. Personal contact, developing of key account with the agencies, to build strong and per-
sonal relation;

ii. Visiting all regions and districts, to present the product physically and showing refer-
ences we did in the Philippines and the usage of the product world-wide;

iii. Supporting lobby work, by using ex-government (retired) experts;
iv. Attending national trade show, to increase the public appearance of the company and 

the products;
v. Producing and spreading of white papers, these are documents to help understanding 

the product and hints for a proper end economical use of the products;
vi. Public relation / public opinion together with the own national basketball team (Bas-

ketball is the “main and most popular” sport in the Philippines) (Sport in Philippines, 
2020.000Z);

vii. Supporting international magazines / e-Newsletters for large plastic pipes (The Pipe 
Magazine, 2020.000Z) and providing them local;

viii. Social media and Blogs: The young engineers in the Philippines are very comput-
er-affine – like mainly the other Asian countries, so a steady activity in social media is 
very well accepted to increase the branding. Platforms used are Facebook, Instagram 
and LinkedIn (depending on the platform, the content is adjusted accordingly);

ix. Case studies: After every project, a short case study is produced with photos and nam-
ing the way why our product could solve the problem of the customer in the best eco-
nomical and technical way;

x. Videos: Videos say more than words – so we use videos to back-up words, especially in 
social media and life-presentation;

xi. Academic report: We support academic works in our region and we help to produce 
technical books;

xii. Seminar/webinar: one of our strongest points is to educate young engineers with new 
„internationally used“ products and their application. Very often we give design soft-
ware for free, so the possibility that they will consider our product in the next tenders is 
very high.

6. CONCLUSION

The B2A/B2G market is very large, attractive and is open to everyone - but it has its own 
rules and structures that must be respected. It is not enough just to deliver a good product at 
good prices, but structures and protocols must be followed. The B2A/B2G market requires long 
market penetration time and high start-up costs, but then (with good reference projects) large 
volume business and loyalty will follow. The example of the Philippines has shown that it is 
possible to implement a new product on this market, but that it needs a certain starting period 
(especially for infrastructure projects). The marketing instruments are different than the mar-
keting instruments for B2B or B2C market.

Lately a trend of online-tendering online procurement is seen, but for large infrastructure pro-
ject still the conventional way of tendering is the state of art.
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Abstract: Service quality plays an important role in improving competitiveness across tourism sectors. 
In this context, there is a need to gain a better understanding of service quality in the growing segment 
of ecotourism. This study aims to measure service quality perceptions of visitors of Croatian national 
parks and identify its key dimensions by using a modified ECOSERV model. Data were collected using 
a self-administered questionnaire. Descriptive statistics and exploratory factor analysis were used to 
analyse the data. Six dimensions that seem to best explain perceived service quality in national parks 
were identified. The results of the study could be relevant for both academics and management active 
in the area of ecotourism and national parks.

Keywords: ECOSERV, Service quality, Perceptions, Ecotourism, Factor analysis.

1. INTRODUCTION

The concept of service quality and its implications have been a topic of research interest 
for several decades. Literature suggests that high levels of service quality result in many 

advantages for organisations, such as customer satisfaction and loyalty, increased profitability, 
improved business performance and lower costs (Seth et al., 2005).

Service quality is often operationalised as a multi-dimensional concept, although the dimensions 
of service quality may be dependent on the type of services being examined (Babakus and Boller, 
1992). Therefore, it is important to determine the specific factors that define service quality in the 
area of interest. Furthermore, much of the scientific work places the users’ perspective at the core 
of the service quality assessment, often measured through service quality perceptions.

Like many other service-oriented industries, tourism has recognised service quality as a critical 
factor in its success (Fick and Ritchie, 1991). Numerous studies on service quality measure-
ment in different tourism-related sectors have been carried out on the basis of the widely used 
SERVQUAL instrument, such as the hotel industry (Juwaheer, 2004; Marković and Raspor, 
2010; Shafiq et al., 2019), historic houses and museums (Frochot and Hughes, 2000; Marković 
et al., 2013), restaurants (Bojanic and Rosen, 1994; Marković et al., 2010), rural tourism (Lourei-
ro and González, 2009; Kljaić Šebrek, 2020), health tourism (Marković et al., 2014), hostels 
(Brochado et al., 2015), and the wine tourism experience (Haverila et al., 2020). The results can 
contribute to the view that service quality dimensions depend on the type of service offered, and 
can vary across different tourism sectors. 
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Against this background, this paper focuses on service quality in the sector of ecotourism. The 
paper aims to measure service quality perceptions of visitors of Croatian national parks and to 
identify its key dimensions by using a modified ECOSERV model. The following sections pres-
ent the literature review, methodology, study findings, discussion and conclusion. 

2. LITERATURE REVIEW

Ever since the research on service quality gained momentum in the 1980s (Lovelock, 1983; 
Grönroos, 1984; Parasuraman et al., 1985), an increasing number of articles has been published 
on the concept of service quality, its definition, characteristics and methods of measurement. 
However, even after several decades of research, there is still no single, comprehensive and 
universally accepted definition of service quality. To a large degree, this is due to the nature of 
services itself. There are several unique characteristics associated with services: intangibility, 
heterogeneity, inseparability and perishability. These characteristics imply that service quality 
is an elusive and abstract construct that is more difficult to define and measure than product 
quality (Parasuraman et al., 1985).

The Nordic and American schools are often considered as the two key schools of thought on 
service quality. The latter has provided the SERVQUAL model (Parasuraman et al., 1985, 1988, 
1991) which is one of the most prominent models in the field up to date. On the basis of the discon-
firmation paradigm, Parasuraman et al. (1988) have proposed that service quality can be meas-
ured by identifying the gaps between customer’s expectations and perceptions of service perfor-
mance. The discrepancy between the expected and perceived service indicates the level of service 
quality, with a higher score representing a higher level of service. Originating from 10 initially 
conceptualised dimensions, the final SERVQUAL scale consisted of 22 paired items to measure 
expectations and perceptions across five distinct dimensions: reliability, assurance, empathy, re-
sponsiveness and tangibles. The sound and stable psychometric properties of the scale have been 
established based on data from four different industries. As noted by its authors, SERVQUAL 
serves as a skeleton which, when necessary, can be adapted to specific research needs. 

Since its publication, the SERVQUAL scale has been widely used and adapted to a variety of 
service environments. In addition to tourism, it was used in industries such as healthcare, bank-
ing, airlines, public transportation, education and others. Despite the wide use, the SERVQUAL 
model has also been subject to scholarly criticism at both theoretical and operational level (for 
a full review and critique, consult Buttle, 1996) and alternative measurements have been pro-
posed. For instance, Cronin and Taylor (1992) offered an alternative method of operationalising 
service quality. Their SERVPERF model is based on a perceptions-only measure of service 
quality, an approach followed by some other authors as well. The debate about service quality 
measurement is still ongoing in the literature, with the choice of the measurement being mostly 
governed by the aim of the individual research. 

With regard to ecotourism, there is a general agreement in the literature that it is a growing 
sector of tourism, although the statistical data differ from source to source (Fennell, 2020). It 
could be argued that this, in part, is owed to the concept being elusive of a universally accepted 
definition. According to the International Ecotourism Society (2015), ecotourism is defined as 
“responsible travel to natural areas that conserves the environment, sustains the well-being of 
the local people, and involves interpretation and education”. The World Tourism Organization 
has defined five main characteristics of ecotourism, such as the motivation of tourists being the 
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observation and appreciation of nature and the traditional cultures prevailing in natural areas, 
the inclusion of educational and interpretation features, as well as the minimisation of nega-
tive impacts upon the natural and socio-cultural environment, to name a few. Despite many 
definitions and differently described principles of ecotourism, Blamey (2011) suggests that the 
essence of the concept is nature based, environmentally educated, and sustainably managed.

Services provided in the ecotourism sector should be in accordance with the abovementioned 
ecotourism characteristics and guiding principles. In order to measure service quality expec-
tations in ecotourism, Khan (2003) developed ECOSERV, a modified SERVQUAL model. The 
ECOSERV scale includes 30 items with some of them being adapted or added to emphasize the 
environmental and cultural issues. The study confirmed ECOSERV’s validity and reliability 
and resulted in six dimensions: 

• eco-tangibles: physical facilities and equipment that are safe and appropriate to the en-
vironment; 

• tangibles: material and appearance of the personnel that reflects local influence;
• reliability: ability to perform the promised service dependably and accurately;
• responsiveness: willingness to help customers and provide prompt service;
• assurance: knowledge and courtesy of the employees and their ability to convey trust 

and confidence, and provide necessary information; and 
• empathy: caring, individualized attention the firm provides its customers.

However, based on a review of the available literature, there is scope to include additional items 
into the ECOSERV model, as also suggested by the model’s author herself. Yusof et al. (2014) 
make a more general suggestion to strengthen the element of sustainability in service quali-
ty measurement in tourism and which should also not be overlooked in ecotourism. Ban and 
Ramsaran (2016) propose to introduce new items to the ECOSERV model, for example covering 
aspects of learning and education.

Therefore, this study proposes additional service quality items to try to further capture the spe-
cific characteristics of ecotourism. In addition, the study focuses on a perceptions-only meas-
urement and thus provides a relevant extension to the ECOSERV model, which was based on an 
expectations-only measurement of service quality.

3. METHODOLOGY

A self-administered structured questionnaire was developed based on the original ECOSERV 
scale. This was further adapted in two respects. First, on the basis of a literature review, an 
additional pool of service quality attributes relevant for ecotourism were identified (Akama and 
Kieti, 2003; Yusof and Rahman, 2011; Naidoo et al., 2011; Crilley et al., 2012). Second, all the 
items were adapted to the specific setting of national parks. This resulted in 42 service quality 
items. Respondents were asked to rate their perceptions of service quality items on a five-point 
Likert scale anchored at “strongly disagree” as 1 and “strongly agree” as 5. The questionnaire 
also included additional questions on the socio-demographic profile of the respondents, such as 
country of residence, gender, level of education, age, employment, mode of visiting the national 
park, and the number of previous visits to the national park. 

The initially developed questionnaire was pre-tested in two steps, through an expert review and 
a pilot study, and minor adjustments were made before conducting the main study. Both the 
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pilot and main studies were carried out in national parks in Croatia. The questionnaire was pre-
pared and distributed in four languages: Croatian, English, Italian and German. A total of 541 
valid questionnaires were collected from visitors of national parks in Croatia (Brijuni National 
Park, Kornati National Park, Krka National Park, Mljet National Park, Paklenica National Park, 
Plitvice Lakes National Park, Risnjak National Park, and Sjeverni Velebit National Park). 

The processing and analysis of collected data were carried out using SPSS Statistics 21. The 
statistical analysis included descriptive analysis, exploratory factor analysis and reliability anal-
ysis. As a first step, the descriptive statistics were used to investigate the socio-demographic 
profile of the respondents. After evaluating the observed service quality perceptions by means 
of a descriptive analysis, an exploratory factor analysis (EFA) was performed to identify the key 
dimensions of service quality perceptions. The suitability of the data for the EFA was deter-
mined with the Kaiser-Meyer-Olkin measure and the Bartlett’s sphericity test. The exploratory 
factor analysis was performed using the principal components extraction technique and Vari-
max rotation. Lastly, the reliability of the extracted factors and of the overall scale was estimat-
ed by means of the Cronbach’s Alpha coefficients.

4. RESULTS 

Descriptive statistics were used to analyse the respondents’ demographic characteristics. The 
sample included an almost equal share of male (50.3 per cent) and female (49.7 per cent) re-
spondents. The majority of the respondents were foreign visitors (more than 70 per cent). More 
than half of the respondents had a university education (56 per cent) and were employed (68 
per cent). In terms of age, the two most frequent groups of respondents were between 26-35 
years old (27.9 per cent) and between 36-45 years old (19.7 per cent). A large proportion of the 
respondents visited the national park for the first time (65 per cent) and in a private arrangement, 
i.e. not as part of an organised group (61 per cent). 

The mean values of the service quality perceptions in this study range from 3.53 to 4.18, with an 
average mean value of 3.88. For all items of service quality perceptions, the mode was a score 
of 4. Therefore, it can be suggested that service quality perceptions were relatively high across 
all items. The highest mean value was calculated for the item ‘visitors feel safe during visit in 
the national park’, while the lowest mean value was calculated for the item ‘the national park 
employees wear clothes that reflect local influence (e.g. employees’ uniforms include details 
which are typical of the respective area)’.

The underlying dimensions or factors of service quality perceptions were identified through 
the EFA. The 42 items were subject to the EFA using the principal components method and 
Varimax rotation. As noted earlier, prior to performing the EFA, the suitability of data was 
confirmed. The KMO measure had a value of 0.952 indicating sample adequacy (Field, 2009). 
Bartlett’s test of sphericity was statistically significant, confirming the data is suitable for factor 
analysis (Hair et al., 2010).

The research relied on multiple criteria for the extraction of factors as recommended by the lit-
erature (Fabrigar et al., 1999). Only factors with eigenvalues greater than 1 were retained and an 
inspection of the scree test was performed. Additional requirements were considered for determin-
ing the number of factors. Given the sample size, the value of factor loadings needed to be equal or 
above 0.4 (Hair et al., 2010). Furthermore, only factors with three or more items were considered. 
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Following a number of iterations, a 6-factor solution with 39 items was chosen as the final 
solution. This solution had eigenvalues higher than 1 for each factor, exhibited a high level of 
reliability, explained a relatively high percentage of the total variance, and each factor had at 
least three items and was interpretable. 

The results of the factor analysis for service quality perceptions are presented in Table 1. The 
findings suggest that, in this research, six factors represent the dimensions of service quality in 
national parks based on the modified ECOSERV model. The six extracted factors accounted for 
62.231 per cent of total variance. The factor loadings ranged from 0.479 to 0.749. 

Table 1. Results of the factor analysis for service quality perceptions
Factor

Item 1 2 3 4 5 6
Personal attention 0.749  
Understanding of specific needs 0.730  
Individual attention 0.727  
Never too busy to respond 0.643  
Telling when service will be performed 0.639  
Having visitors’ best interest 0.598  
Convenient operating hours 0.589  
Willingness to help 0.561 
Prompt service 0.541 
Interest to solve problems 0.536 
Visually appealing natural attractions  0.717 
Natural resources used for equipment 0.683 
Facilities appropriate to environment 0.681 
Min. negative impact of equipment on environment 0.670 
Environmentally safe facilities 0.655 
Use of natural resources for facilities 0.617 
Facilities in unpolluted setting 0.563 
Minimal changes to landform / vegetation 0.508 
Knowledgeable site 0.479 
Promotion of local customs   0.739 
Facilities reflect local influence   0.736 
Materials reflect local influence   0.688 
Clothes reflect local influence  0.645 
Visually appealing service-associated materials  0.621 
Visually appealing facilities  0.558 
Promises completed by a certain time 0.718 
Service provision in promised time 0.715 
Service right the first-time 0.675 
Courtesy 0.564 
Error-free service 0.491 
Knowledge to answer questions 0.643 
Necessary information 0.642 
Safety 0.584 
Instilling confidence 0.552 
Neat appearance 0.448 
Recycle and reuse 0.737 
Uncrowded 0.693 
Development integrated with the local culture 0.681 
Nature-based activities 0.515 
Percentage of variance explained 41.374 7.557 4.756 3.817 2.991 2.736
Reliabilities (Cronbach’s α) 0.928 0.901 0.861 0.884 0.838 0.784
Note: Extraction methods: principal component analysis; rotation method: varimax with Kaiser normalisation.

Source: Authors



ERAZ 2020 Selected Papers
The 6th International Scientific Conference

114

The first factor was labelled Empathy and Responsiveness and contained ten items. As five 
items coincide with the original ECOSERV dimension empathy and four items belong to the 
original ECOSERV dimension responsiveness, it could be argued that this factor is best de-
scribed as caring, individualized attention that national parks provide to their visitors along 
with the willingness to help visitors and provide prompt service. In this study, these nine items 
are accompanied by an additional item related to national parks showing interest in solving the 
problems of visitors. As this factor has most items and explains most of the variance, it could be 
suggested that it is an important contributor to the perceptions of service quality and could offer 
a competitive advantage to the national parks.

The second factor was labelled Ecological Orientation and included nine items. To a large ex-
tent, it is related to the facilities and equipment meeting the needs of ecotourists while being 
environmentally sensitive. The factor also includes items related to the natural surrounding and 
the learning opportunity provided by the national park. Together, these aspects imply a need for 
an overall ecologically oriented management concept that promotes environmentally conscious 
behaviours, facilities, and practices implemented by national parks. 

The third factor was labelled Local Impact and Appearance and had six items. The factor is re-
lated to the promotion of local customs in the national parks and the reflection of local influenc-
es through facilities and service-associated materials (e.g. brochures). The factor also reflects 
aesthetic aspects of services. 

The fourth factor was labelled Reliability and included five items. It is primarily associated with 
the original ECOSERV dimension reliability. Additionally, this factor includes an item focused 
on staff kindness, which can be seen as contributing to the provision of a reliable service. 

The fifth factor was labelled Assurance and included five items. It contains several items from 
the original ECOSERV dimension assurance and an additional item related to staff’s neat ap-
pearance. All these items contribute to the level of visitors’ trust in the service provided. 

Finally, the sixth factor was labelled Sustainability and Activities and included four items. It repre-
sents a combination of elements focused on sustainable practices and activities in the national parks. 

The Cronbach’s Alpha value for the overall perceptions scale was 0.961, with values ranging 
from 0.784 to 0.928 across the six extracted factors. The values exceeded the recommended 
level of 0.6 (Hair et al., 2010), and thus both the scale and the factors were considered to have a 
satisfactory reliability. 

5. CONCLUSION

The objective of this study was to measure service quality perceptions of visitors of Croatian 
national parks and to identify its key dimensions by using a modified ECOSERV model. The 
results of the study suggest six reliable dimensions of perceived service quality. The visitors of 
national parks placed emphasis on empathy and responsiveness, ecological orientation, local 
impact and appearance, reliability, assurance, and sustainability and activities. As suggested by 
previous literature, based on the identified factors, this research confirms that the richness and 
preservation of natural resources are a necessary, but not sufficient condition for the develop-
ment of high-quality ecotourism services.
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This study provided both theoretical and practical contributions to the field of service quality 
in ecotourism. In terms of theoretical contributions, the research confirms that service quality 
perceptions in ecotourism are multi-dimensional and that the modified ECOSERV model is 
applicable in the context of Croatian national parks. In terms of practical contributions, the 
research may be used by the management of national parks to map the performance of key ele-
ments contributing to service quality. On this basis, the national park management could make 
targeted improvements of service quality and monitor its performance over time. 

The main limitations of this study are reflected in the following opportunities for future research. 
First, research examining management and staff perceptions of service quality could provide 
additional insights and allow for comparison of perceptions between different stakeholders. A 
second possible approach could be to explore both expectations and perceptions of service quality 
in ecotourism and calculate their gap, in line with the disconfirmation paradigm. Lastly, future 
research could also be conducted in different types of ecotourism destinations and in different ge-
ographies to examine whether the results of this modified ECOSERV model could be generalised. 
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