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We compute analytically the matter-dependent contributions to the quartic Casimir term of the four-loop
lightlike cusp anomalous dimension in QCD, with nf fermion and ns scalar flavors. The result is extracted
from the double pole of a scalar form factor. We adopt a new strategy for the choice of master integrals with
simple analytic and infrared properties, which significantly simplifies our calculation. To this end, we first
identify a set of integrals for which the integrands have a d log form, and are hence expected to have
uniform transcendental weight. We then perform a systematic analysis of the soft and collinear regions of
loop integration and build linear combinations of integrals with a simpler infrared pole structure. In this
way, only integrals with ten or fewer propagators are needed for obtaining the cusp anomalous dimension.
These integrals are then computed via the method of differential equations through the addition of an
auxiliary scale. Combining our result with that of a parallel paper, we obtain the complete nf dependence of
the four-loop cusp anomalous dimension in QCD. Finally, using known numerical results for the gluonic
contributions, we obtain an improved numerical prediction for the cusp anomalous dimension in N ¼ 4

super Yang-Mills theory.

DOI: 10.1103/PhysRevLett.122.201602

Introduction.—The cusp anomalous dimension is a
universal quantity appearing in QCD. It governs infrared
divergences of scattering amplitudes [1–3], and it appears
in the large spin limit of twist-two operators [4]. It also
controls the resummation of large Sudakov double loga-
rithms due to soft and collinear emissions, and is therefore
relevant to many collider observables; see, e.g., [5–12]. Its
color dependence is governed by non-Abelian exponentia-
tion, which allows, for the first time, for quartic Casimir
terms at four loops. The latter have received a lot of
attention, in particular because their presence implies a
breaking of the Casimir scaling property, and because they
represent the last missing four-loop ingredient in the above
calculations. Further interest comes from the fact that these
are the first truly nonplanar terms in N ¼ 4 super Yang-
Mills (SYM) theory. In this theory, the planar cusp
anomalous dimension is known from integrability [13],
and it remains an open question whether integrability
extends to the nonplanar sector.
The planar cusp anomalous dimension is known to four

loops in QCD [14], and some of the nf dependent terms
have been computed [15–19]. Recently, numerical results

were obtained for the quartic Casimir terms inN ¼ 4 SYM
[20,21] and in QCD [22]. In this Letter, we present the first
analytic result for the nf terms in QCD.
Given the complexity of such a nonplanar four-loop

calculation, we develop and use cutting-edge methods to
achieve this goal. The latter may be of interest in their own
right because we expect they can be applied to many other
situations.
We use as our starting point a form factor of composite

operators inserted into two on-shell states. Thanks to the
universality of the cusp anomalous dimension, we are free to
choose a suitable operator, andwemake a particularly simple
choice, as explained below. The kinematic dependence is
fixed by dimensional analysis, so that the form factor
essentially depends on ϵ (the parameter of dimensional
regularization in D ¼ 4 − 2ϵ dimensions) only.
In recent years, it has become standard to make an

educated choice of Feynman integral basis [23–25], where
the integrals are of uniform transcendental weight (UT), or
so-called pure functions. A given L-loop Feynman integral
with this property has the ϵ expansion Ipure ¼ ϵ−2L

P
k ckϵ

k,
where the ck are numbers of transcendental weight k. This
property is particularly useful in N ¼ 4 SYM where,
conjecturally, the form factors have uniform and maximal
weights. In general the form factors are expressed as F ¼P

iriðϵÞIi pure with some rational functions riðϵÞ, however, in
the latter theory the ri are just numbers, i.e. ϵ-independent.
Note that this property only becomes visible when a basis of
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pure functions is chosen.One of the first applications of these
ideas was at the level of the three-loop form factor [26]. We
argue that such a basis choice will be of crucial importance
also in QCD. Experience from lower loops shows that terms
having at least one factor of nf have a drop of transcendental
weight. In aUTbasis, thismeans that all coefficients have the
form riðϵÞ ¼ ϵqiðϵÞ. Making this property manifest allows
us to take a calculational shortcut.
The quartic Casimir terms appear for the first time at four

loops and, as a consequence of renormalizability, they
come with a 1=ϵ2 pole (for which the coefficient is the cusp
anomalous dimension). Thanks to the additional factor of ϵ
mentioned above, we need to know the four-loop integrals
only up to (and including) the 1=ϵ3 pole. In order to take
advantage of this fact, we classify the pure functions
according to their soft and collinear divergence properties
[23,27,28]. In this way, we can arrange integrals having
many propagators into linear combinations that have only
1=ϵ2 or better pole structure, and hence are irrelevant for the
determination of the cusp anomalous dimension. In this
way, only a subset of form factor integrals is needed.
Expressions for all planar four-loop form factor integrals

were obtained previously [14] by an application of the
differential equations method [24,29–32]. Here, we evalu-
ate all required nonplanar integrals using the same method.
Setup and definitions.—We work in massless QCD with

gauge group SUðNcÞ and nf fermion flavors. For conven-
ience, we couple the theory canonically (i.e., through
covariant derivatives) to ns complex scalar fields, with
canonical kinetic term ϕ□ϕ̄. This allows us to consider a
composite operator O ¼ ϕϕ̄ inserted into on-shell scalar
states, i.e., with p2

1 ¼ p2
2 ¼ 0,

F ¼ hOϕðp1Þϕ̄ðp2Þi: ð1Þ

Here, the scalar fields are considered to be in the repre-
sentation R of SUðNcÞ, which we take either to be
the fundamental (F) or adjoint (A). In the following, we
will set the only kinematic scale 2p1 · p2 ¼ −1, and the

dimensional regularization scale μ2 ¼ 1, without loss of
generality. The fact that O has spin zero means that, in
momentum space, no additional momentum operator is
inserted into the diagram at the cusp. As a consequence, the
corresponding Feynman diagrams contain one numerator
factor less as compared to what one would have obtained,
e.g., for a fermion current Oμ ¼ ψ̄γμψ .
The cusp anomalous dimension is universal; that means

it does not depend on the types of external particles: in this
case, scalars.
We are interested in the four-loop contribution to F with

the quartic Casimir structure [33]

dRdX
NR

≡ dabcdR dabcdX

NR
; ð2Þ

where dabcdR ¼ trR½Tða
R T

b
RT

c
RT

dÞ
R �, nR ¼ trR1, and X denotes

the SUðNcÞ representation of the internal matter fields
(nf fermions and ns scalars). The quartic Casimir nf and ns
contributions originate from a small set of four-loop
Feynman diagrams with an internal fermion box, as shown
in Fig. 1; as well as internal scalar box, triangle, and bubble
subdiagrams, respectively. There is also a corresponding
gluonic quartic Casimir term that, however, is beyond the
scope of the present Letter.
The general structure of infrared divergences of the form

factor, together with the fact that the quartic terms appear
for the first time at this loop order, implies that

Fjnf;nsquartic ¼ −
1

32

1

ϵ2

�
αs
π

�
4

K4jnf;nsquartic þOðϵ−1Þ; ð3Þ

where αs is the strong coupling. Our goal is to determine
K4jnf;nsquartic. We perform the calculation in a general covariant
gauge with parameter ξ, and we verify that the linear terms
in ξ disappear from the result.
Integral reduction.—The form factor Fjnf;nsquartic is

expressed in terms of scalar Feynman integrals. A first

(a) (b) (c)

(d) (e) (f)

FIG. 1. Feynman diagrams contributing to the nfdabcdR dabcdF =NR term of the four-loop cusp anomalous dimension. These diagrams
also define the top sector topologies of the associated integral families listed in Table I.
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step in its calculation consists of exploiting integration-by-
parts (IBP) identities [34] in order to reduce the expression to
a minimal number of so-called master integrals (MIs). We
find that, even on state of the art computer servers, publicly
available IBP reduction programs run into difficulties.
For this reason, we use novel techniques pioneered in

[35,36]. We generate the system of IBP equations and
mappings for each topology using LITERED [37]. We then
solve it modulo prime numbers using a custom linear solver
for sparse systems over finite fields, and reconstruct the full
analytic result using the techniques illustrated in [36].
Equivalences between integrals appearing in different
integral families are identified using TOPOID [38].
Master integrals and pure functions.—Table I gives an

overview of the number of MIs for each of the integral
families. The second to fourth columns state the number of
MIs per family, grouped according to the number of
propagators. Σ is the total number of MIs of the corre-
sponding family, whereas Σ� is the number of MIs
excluding all integrals that can be related to integrals of
an integral family previously considered (i.e., that appears
above in the same table). We ordered the families such that
the first two families are the planar topologies, and then we
have the nonplanar topologies. In total, adding all entries
for Σ, we have 272 MIs. After considering all relations
between MIs, this number is reduced to 100 (the sum of all
entries in the Σ� column).
It is advantageous to select a basis of pure integrals.

Conjecturally, the latter can be identified by checking that
their four-dimensional loop integrands can be put into a so-
called d log form [39]. (See also [40] for recent develop-
ments on the topic of identifying UT integrals.) We
systematically find such integrals using the algorithm
[25]. The last column of Table I gives the number of d
log integrals we found in the different families, based on an
ansatz with heuristic power counting constraints. We find
that it is possible to choose a subset of these d log integrals
that can be used as a complete basis of MIs.
Using this basis (denoted by f) to express the result, we

find

Fjnf;nsquartic ¼
dRdX
NR

Cðnf; nsÞ
X100
i¼1

ϵqiðϵÞfi; ð4Þ

where Cðnf; nsÞ denotes the overall normalization for the
case of internal fermions or scalars, and the qi are IBP
coefficients of Oðϵ0Þ. Remarkably, all integral coefficients
are proportional to ϵ. This confirms our expectation that
Fjnf;nsquartic has a transcendental weight drop. Note that it is
essential to use a basis of pure functions to observe this
property prior to computing the integrals.
Integrals with better IR properties.—The pure functions

we found in the previous section may have several (in
general, nested) regions of soft and collinear divergence,
due to the on-shell lightlike kinematics. At four loops, these
regions lead to poles of up to ϵ−8. On the other hand, we
expect the quartic Casimir contribution to be given by a ϵ−2

pole only; see Eq. (3).
This motivates the question of whether the infrared

structure of the four-loop integrand can be made manifest.
In [23,27,28,41], integrands for scattering amplitudes and
correlation functions (see also [42]) were constructed such
that certain one-loop soft and collinear regions (and hence
the associated divergences) were suppressed. Here, we
perform a dedicated, algorithmic analysis of all L-loop soft
or collinear regions of the four-loop integrands. This
information allows us to construct loop integrals for which
we can give an upper bound on the degree of divergence.
In the following, we briefly sketch the implementation of

this algorithm. In order to test the region, where the loop
momentum ki becomes collinear to p1 (γ1;i → 0) and/or
soft (βi → 0), we parametrize

kμi ¼ βip
μ
1 þ βiγ

2
1;ip

μ
2 þ βiγ1;ik̄

μ
⊥i; ð5Þ

with p1 · k̄⊥i ¼ p2 · k̄⊥i ¼ 0, and analogously for kjjp2. We
also consider consecutive p1- and p2-collinear limits of ki
(γ1;i → 0 and γ2;i → 0, respectively) using the parametri-
zation

kμi ¼ γ22;ip
μ
1 þ γ21;ip

μ
2 þ γ1;iγ2;ik̄

μ
⊥i: ð6Þ

We can now take soft and collinear limits of each loop
momentum separately in arbitrary order. We do this by
Laurent expanding the integrand in the soft and collinear
parameters βi and γ1=2i, respectively. If we find a single
pole of the form dβi=βi or dγ1=2i=γ1=2i, we conclude that the
corresponding limit (potentially) contributes a 1=ϵ pole to
the integral. We then proceed with the residue of this pole
and test the next limit, and so on. Note that the d log
property guarantees that we never encounter more than
single poles in this procedure.
Our code systematically checks all consecutive soft or

collinear limits of the ki. As an example, consider the
Feynman integral shown in Fig. 2. example. According to
our algorithm, the maximal singular behaviour comes from
first taking the joint p1-collinear limit of loop momenta
f1; 2; 4g (γ1;124 → 0), then γ1;3 → 0 followed by the joint
limit γ2;234 → 0, and finally γ2;1 → 0. Hence, we expect, at

TABLE I. Master integrals by integral family, total number of
MIs, and number of d log integrands found.

Family ≤9 10 11 12 Σ Σ� d logs

A 39 5 0 1 45 45 170
D 33 1 1 0 35 5 66
B 38 5 0 2 45 21 194
C 53 16 0 2 71 21 305
E 32 2 1 0 35 5 88
F 38 2 1 0 41 3 94
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most, a fourth pole in ϵ. This is indeed confirmed by the
available analytic result [14]: π4=ð5184ϵ4Þ þOðϵ−3Þ.
In the case of planar integrands, it is sufficient to perform

the above analysis for one (canonical) momentum routing,
corresponding to region coordinates. For nonplanar inte-
grals, we adopt a pragmatic approach and run the algorithm
for all momentum routings where 4 of the 12 propagators of
the nonplanar topologies coincide with 1=k2i .
Our method gives an upper bound on the degree of

divergence of an integral only, because there may be
cancellations or some regions may give zero contributions,
e.g., due to scaleless integrals. Note that we make the
physical assumption that only soft and collinear regions are
relevant to this analysis so that the potential presence of
other scaling regions could alter the conclusions. For all
integrals that are known or that we explicitly computed, we
verified that our bound was satisfied, thereby validating the
procedure.
We use the information on the infrared behaviour of the

individual integrals to assemble a d log basis where
integrals having more than 10 propagators have at most
1=ϵ2 poles. As all d log integrals appear in F with a
coefficient that is OðϵÞ [cf. Eq. (4)], this implies that we do
not need integrals with more than ten propagators in order
to extract K4jnf;nsquartic.
Computation of master integrals.—We use the method of

computing Feynman integrals via differential equations in
canonical form [24], which was adapted to form factor
integrals in [32] (and used in subsequent work [15,18]).
The idea is to introduce a second scale (e.g., p2

1 ≠ 0) so that
the form factors have a nontrivial kinematic dependence,
which is computed via differential equations. Note that, as
p2 → 0, the integrals degenerate to propagator-type inte-
grals that are all known. Therefore, one can use the
differential equations to determine the desired on-shell
form factor integrals by relating them to the known
propagator-type integrals [43].
In this way, we obtain all required integrals analytically,

up to a transcendental weight of 8. The necessary integral
reductions are performed using [36,44]. We remark that it
follows from the form of the differential equations that the
equations relating the results of the propagator-type

integrals to our form factor integrals involve only harmonic
polylogarithms [45,46] with indices of 0 and 1, which are
evaluated at 1. As a result, only multiple zeta values appear
in these equations, to any order in ϵ. The results are
provided in ancillary files.
For example, we find that the integral shown in Fig. 3 for

p2
1 ¼ p2

2 ¼ 0 is given by

IFig:3¼
1

ϵ2

�
ζ23
4
þ 31π6

30240

�
þ1

ϵ

�
7π4ζ3
180

−
13π2ζ5
16

−
199ζ7
64

�

þ
�
39ζ2;6þ

13

48
π2ζ23þ17ζ3ζ5−

39301π8

1451520

�
þOðϵÞ:

ð7Þ

This agrees with our infrared analysis.
Main results.—For the nf results quoted below, we take

the fermions to live in the fundamental representation
(X ¼ F); whereas for the ns and N ¼ 4 SYM results,
we put all fields in the adjoint representation (R ¼ X ¼ A).
We find

K4jnfquartic ¼ nf
dRdF
NR

�
ζ2 −

ζ3
3
−
5ζ5
3

�
ð8Þ

and

K4jnsquartic ¼ ns
dAdA
NA

�
−
ζ2
4
þ ζ3
12

−
5ζ5
24

�
: ð9Þ

The nf term is in perfect agreement with the numerical
results of [19,22].
We can now combine our novel analytic result in Eq. (8)

together with the full planar nf contribution [15], the
nfTFCRC2

F term [47], and a conjectured new result for
the nfTFCRCFCA term from a parallel paper [48] to obtain
the complete analytic (linear) nf term of the lightlike QCD
cusp anomalous dimension:

FIG. 2. Integral used to illustrate our infrared analysis. FIG. 3. Typical form factor integral, which we compute for
p2
1 ≠ 0. We then extract its value at p2

1 ¼ 0.
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K4jnf ¼ nf
dRdF
NR

�
π2

6
−
ζ3
3
−
5ζ5
3

�
þ nfTFCRC2

A

�
−
361ζ3
54

þ 7π2ζ3
36

þ 131ζ5
72

−
24137

10368
þ 635π2

1944
−
11π4

2160

�

þ nfTFCRCACF

�
29ζ3
9

−
π2ζ3
6

þ 5ζ5
4

−
17033

5184
þ 55π2

288
−
11π4

720

�
þ nfTFCRC2

F

�
37ζ3
24

−
5ζ5
2

þ 143

288

�
: ð10Þ

Note that all other fermionic contributions (n2f, n
3
f) are

known [16,49,50]. Next, we use the numerical result of [22]
for the purely gluonic quartic Casimir term, together with
the analytic matter contributions computed here, to obtain
the result in N ¼ 4 SYM,

K4jN¼4SYM
quartic ¼ ð−6.11047� 0.0078Þ dAdA

NA
: ð11Þ

This agrees perfectly with the result of [20],

K4jN¼4SYM
quartic;Boels et al: ¼ ð−6.4� 0.76Þ dAdA

NA
; ð12Þ

and improves the numerical precision by two decimal
places.
Discussion and outlook.—In this Letter, we computed the

matter-dependent contributions to thequarticCasimir termof
the four-loop lightlike cusp anomalous dimension in QCD.
Combining this with other results, we obtained the full four-
loop nf dependence of the cusp anomalous dimension in
QCD. We also obtained a more precise numerical result for
the cusp anomalous dimension in N ¼ 4 SYM.
Our calculation was considerably simplified by using a

basis of master integrals of uniform transcendental weight
with improved soft and collinear properties. In this way, we
did not require any master integrals with 11 or more
propagators. When extending this method to more general
integrals, other regions than soft and collinear ones may be
relevant as well, such as, e.g., Glauber regions. Note that, in
principle, it is possible to verify the predictions of this
analysis analytically by sector decomposition [51], without
having to perform the numerical integration steps of the
implementations [52,53]. Finally, we expect that the
integrals constructed in this way may also be more stable
numerically [20,21].
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Note added.—Recently, the preprint [54] appeared.
K4jnfquartic, which is computed there from the form factor
of a fermion current, agrees with our result.
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