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GENERALIZED INTEGRATION OPERATORS ON HARDY SPACES

NIKOLAOS CHALMOUKIS

Abstract. We introduce a natural generalization of a well studied integration operator acting

on the family of Hardy spaces in the unit disc. We study the boundedness and compactness

properties of the operator and finally we use these results to give simple proofs of a result of

Rättyä and another result by Cohn.

1. Introduction

Let Hp be the Hardy space of analytic function in the unit disc, i.e. functions f holomorphic

in D such that

‖f‖pp :=
1

2π
sup

0<r<1

∫ 2π

0

|f(reiθ)|pdθ <∞.

In this article p will be a positive exponent. There is a variety of linear operators acting between

Hardy spaces which have been studied. In particular in [1], motivated by some earlier work of

Pommerenke in [2] and Berkson and Porta in [3] Aleman and Siskakis introduced the integral

operator Tg, depending on a symbol g analytic in the unit disc, which generalized the classical

Cesàro averaging operator on H2, defined by

Tgf(z) =

∫ z

0

f(t)g′(t)dt.

The operator has been studied extensively, both for its intrinsic interest and also for its appli-

cations. In particular, such an operator seems to have been introduced by Pommerenke in [2],

in order to give a slick proof of the analytic John-Nirenberg inequality. Later on it became also

evident the connection to factorization theorems for derivatives of functions in the Hardy space

(see [4]), and therefore to previous work of Aleksandrov and Peller on Foguel-Hankel operators

in [5]. More precisely suppose we consider the bilinear operator T (f, g) := Tgf, T : X × Y → Z,

where X,Y, Z are Banach spaces of analytic functions on the unit disc. Then the question whether

or not, for every h ∈ Z there exists a factorization of the form h′ = fg′, where f ∈ X, g ∈ Y
and ‖f‖X + ‖g‖Y . ‖h‖Z , can be translated into a question about the openness of the bilinear

operator T . Weak factorization theorems can be also approached in this way (see [4]).

The first attempt to characterize the boundedness properties of Tg was done in [1] by Aleman

and Siskakis where they provided necessary and sufficient conditions for the boundedness of Tg

on Hp for p ≥ 1, while in [6] the result was extended for p > 0. More recently, a characterization

of its spectrum was found in [7].
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GENERALIZED INTEGRATION OPERATORS ON HARDY SPACES 2

In the present work we study a generalization of the aforementioned operator. Let us introduce

the notation I for the integration operator, i.e.

I f(z) :=

∫ z

0

f(t)dt.

Fix now an analytic symbol g and a sequence of coefficients a ∈ Cn−1. We shall define the

generalized integration operator Tg,a by

Tg,af(z) = In(fg(n) + a1f
′g(n−1) · · · an−1f

(n−1)g′)(z).

The question which naturally arises is, for which symbols g this operator defines a bounded

linear operator between two Hardy spaces. In this direction we prove the following theorems.

Theorem 1.1. Let 0 < p < ∞ and a ∈ Cn−1. Then, Tg,a is bounded from Hp to itself if and

only if g ∈ BMOA. Moreover, Tg,a is compact if and only if g ∈ VMOA.

In the next theorem we use the notation Λα to denote the analytic Lipschitz space. That is

the space of holmorphic functions f in the unit disc such that

|f ′(z)| = O((1− |z|)1−α).

The little Lipschitz space λα corresponds to the ”little o” condition in the above definition.

Theorem 1.2. Let 0 < p < q < ∞ and a ∈ Cn−1. Define also α = 1
p −

1
q > 0 and k = max{l :

al 6= 0} or k = 0 if a = 0. Then if l < α ≤ l + 1 ≤ n − k for some l ∈ N, Tg,a is bounded from

Hp to Hq if and only if g(l) ∈ Λa−l. If α > n− k and Tg,a is bounded from Hp to Hq then Tg,a

is the zero operator.

Theorem 1.3. Let 0 < q < p < ∞ and a ∈ Cn−1. If g ∈ Hs, where 1
s = 1

q −
1
p then Tg,a is

bounded from Hp to Hq. In the special case that n = 2 and a = 0, if Tg,a : Hp → Hq is bounded,

then g ∈ Hs.

It is natural to state the following conjecture.

Conjecture 1.4. Is it true that if Tg,a : Hp → Hq, 0 < q < p <∞ is bounded then g must be in

Hs, 1
s = 1

q −
1
p?

Theorems 1.1 and 1.3 show that the behaviour, regarding boundedness, of the operator Tg,a,

in the known cases, is essentially the same with this of Tg when p ≥ q. In the case that p < q

the operator exhibits a different behaviour because its boundedness depends on its last non zero

term. It is interesting to notice that in all known cases, if Tg,a is bounded, every term comprising

the operator is forced to be bounded as well. In other words there is no cancellation between the

terms.

In the light of the manifold applications that the generalized Cesàro operator has in function

theory of the Hardy space, it is natural to investigate potential applications of the generalized

integration operator. Not surprisingly, using Tg,a one can derive a result which generalizes the

analytic John-Nirenberg inequality and a second theorem which generalizes factorization of deriva-

tives in the Hardy space. Both results exist already in the literature but our method allows for a

unified and simpler approach.
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The first one is of Rättyä [8] on solutions of complex linear differential equations. To formulate

it we shall use the notation ‖ · ‖∗ for the semi-norm of the BMOA space, i.e.

‖f‖∗ := sup
a∈D
‖f ◦ ϕa − f(a)

∥∥
H2 ,

where ϕa is the biholomorphic involution of the unit disc which maps 0 to a.

Theorem 1.5. Let n ∈ N, 0 < p < ∞, f0 ∈ Hp, G ∈ BMOA and gi ∈ B, 1 ≤ i < n. There

exists a constant A > 0 depending on p such that if ‖G‖∗, ‖gi‖B < A, every solution of the non

homogeneous linear differential equation

G(n)f + g
(n−1)
1 f ′ + · · ·+ g′n−1f

(n−1) + f (n) = f
(n)
0

is in Hp. If G ∈ VMOA and gi ∈ B0, the same result holds without the restriction in the norm

of gi and G.

Proof. To see why this is a Corollary of Theorem 1.1 define the operator

Df = In(fG(n) + f ′g
(n−1)
1 + · · ·+ f (n−1)g′n−1)

which by Theorem 1.1 is bounded on Hp, as a sum of n−1 bounded operators. By an application

of the closed graph theorem, there exists a constant C depending only on p such that

‖D‖p ≤ C(‖G‖∗ + ‖g1‖B + · · ·+ ‖gn−1‖B).

If ‖G‖∗, ‖gi‖B < 1/(nC), then by triangular inequality ‖D‖ < 1, and hence since the spectrum

of a bounded operator is contained in the disc centred at 0 with radius the norm of the operator,

it follows that −1 is in the resolvent set of D on Hp. Let now f any solution of the above

differential equation. There exists F ∈ Hp such that F − f0 is a polynomial of degree less than n

and F (i)(0) = f (i)(0), 0 ≤ i < n. Then for some f̃ ∈ Hp, Df̃ + f̃ = F . But f̃ and f satisfy the

same differential equation with the same initial conditions, hence by the uniqueness of solution of

the initial value problem f = f̃ ∈ Hp.

If G ∈ VMOA and gi ∈ B0, D is compact. We prove that in this case its spectrum is the

singleton {0}, thus the result follows by the previous argument. Since the operator is compact

it suffices to prove that there are no non zero eigenvalues. In fact if λ ∈ C \ {0}, the equation

Df = λf is equivalent to the initial value problem

fG(n) + f ′g
(n−1)
1 + · · ·+ f (n−1)g′n−1 = λf (n), f(0) = . . . f (n−1)(0) = 0,

which again by the uniqueness of solutions implies that f ≡ 0.

�

The second result which follows from our analysis is a factorization theorem for derivatives of

functions in the Hardy space. For n = 1 the result can be found in [4], and it was later generalized

by Cohn for derivatives of any order in [9].

Theorem 1.6. Let f ∈ Hp, then there exist F ∈ Hp and Gn ∈ BMOA,n ∈ N such that

f (n) = FG
(n)
n .
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The paper is organized as follows. In Section 2 we give some preliminary results in Hardy

spaces which we shall use repeatedly later. In Section 3 we give the proofs of the main theorems.

Notation. As it is customary we shall use the notation A . B, when there exists some constant

C > 0 independent of the parameters on which A,B depend such that A ≤ CB. If A . B and

B . A we write A h B.

Acknowledgements. Most of the present work was done while the author was a MSc student at

Lund University under the supervision of Professor Alexandru Aleman. I would like to express my

gratitude to him for introducing me to the problems discussed in this article, and for his guidance

and help.

2. Preliminary Results

First we will look at some variations on the Hardy-Stein identity. To do so we shall introduce

the Stolz angle Γσ(eiθ) with vertex at eiθ and aperture σ. That is, the interior of the convex hull

of the point eiθ and the disc D(0, σ). Then we can define the so called square function or Lusin

area function Sf .

Sf (ζ) =
(∫

Γσ(ζ)

|f ′|2dA
)1/2

, ζ ∈ T.

A well known result of Fefferman and Stein (see [10]) states that if 0 < p <∞ there exist constants

C1, C2 > 0, depending only on σ and p, such that

C1‖f‖pp ≤ |f(0)|p +

∫
T
Spfdm ≤ C2‖f‖pp,

for any f analytic in D. Another related function is the Paley-Littlewood G−function, which is

defined by

G(f)(ζ) =
(∫ 1

0

|f ′(rζ)|2(1− r)dr
)1/2

, ζ ∈ T.

The Paley-Littlewood G− function enjoys the same property as the Lusin area function, i.e. there

exist C1, C2 > 0, depending only on σ and p, such that

(1) C1‖f‖pp ≤ |f(0)|p +

∫
T
Gp(f)dm ≤ C2‖f‖pp,

for any f analytic in D. For more information about these functions the reader is referred to [10].

For our purposes, we need a version of the Paley-Littlewood G− function, involving only the

n− th derivative of f . We start with a lemma.

Lemma 2.1. Let f be an analytic function in the unit disc, and n ≥ 1 then for z ∈ D

|f (n)(z)|2 ≤ n!(n− 1)!22n

(1− |z|)2n

∫
D(z,

1−|z|
2 )

|f ′(ζ)|2dA(ζ).

Proof. The expression of the Dirichlet integral of f in terms of its Taylor coefficients is∫
D
|f ′(ζ)|2dA(ζ) =

∑
k≥0

k|ak|2.
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Using this we have,

(2) |f (n)(0)|2 = (n!)2|an|2 ≤ n!(n− 1)!
∑
k≥0

k|ak|2 = n!(n− 1)!

∫
D
|f ′(ζ)|2dA(ζ).

Now let z ∈ D fixed and set r = 1−|z|
2 . Applying (2) to the function fz(ζ) = f(z+ rζ), ζ ∈ D, and

using a change of variables:

r2n|f (n)(z)|2 ≤ n!(n− 1)!

∫
D
r2|f ′(z + rζ)|2dA(ζ)

= n!(n− 1)!

∫
D(z,

1−|z|
2 )

|f ′(ζ)|2dA(ζ),

which gives the desired inequality. �

Now, let f analytic in D. We define the Paley-Littlewood Gk−function of order k to be

(3) Gk(f)(ζ) =
(∫ 1

0

|f (k)(rζ)|2(1− r)2k−1dr
)1/2

.

Proposition 2.2. Let p > 0 and f analytic in D with f (i)(0) = 0, 0 ≤ i < k then, for any k ∈ Z+,

there exist constants C1, C2 depending only on p and k such that

C1‖f‖Hp ≤ ‖Gk(f)‖Lp ≤ C2‖f‖Hp .

Proof. We prove the left inequality for k = 2, the general case follows by induction. First, let f

be analytic in an open set containing the closure of D. Then for t ∈ R fixed

G2
1(f)(eit) =

∫ 1

0

|f ′(reit)|2(1− r)dr =
1

2

∫ 1

0

∂|f ′(reit)|2

∂r
(1− r)2dr

=

∫ 1

0

Re(eitf ′′(reit)f̄ ′(reit))(1− r)2dr

≤
∫ 1

0

|f ′′(reit)||f ′(reit)|(1− r)2dr

≤ G1(f)(eit)G2(f)(eit),

by Cauchy-Schwarz. Dividing through by G1(f)(eit) we have the result for f analytic in a larger

disc. Now if f is an arbitrary analytic function, fix 0 < ρ < 1 and consider the dilations fρ(z) =

f(ρz). Then,

G1(fρ)(t) ≤ ρ4

∫ 1

0

|f ′′(rρeit)|2(1− r)3dr

≤ ρ
∫ ρ

0

|f ′′(ueit)|2(1− u)3du.

Then by taking liminf in both sides as ρ → 1− and applying Fatou’s lemma on the left and

monotone convergence on the right we conclude that G1(f) ≤ G2(f). The desired inequality then

follows by (1).
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To prove the right inequality, we will use Lemma 2.1. First note that for any z = reit ∈
D, D(reit, 1−r

2 ) ⊂ Γ 1
2
(eit), which, together with Lemma 2.1, justifies the following calculation

G2
k(f)(eit) =

∫ 1

0

|f (k)(reit)|2(1− r)2k−1dr

≤ Ck
∫ 1

0

∫
D(reit, 1−r2 )

|f ′(ζ)|2dA(ζ)(1− r)−1dr

= Ck

∫
Γ 1

2
(eit)

|f ′(ζ)|2
∫ 1

0

χD(r, 1−r2 )(ζ)(1− r)−1drdA(ζ).

It is routine to check that if |ζ| < 3r−1
2 or |ζ| > 1+r

2 then ζ 6∈ D(r, 1−r
2 ). Hence∫ 1

0

χD(r, 1−r2 )(ζ)(1− r)−1dr ≤
∫ 2|ζ|+1

3

2|ζ|−1

(1− r)−1dr = log 3

Therefore we have proven that G2
k(f)(eit) ≤ S2

f (eit) and the estimate follows by Fefferman-Stein’s

theorem. �

We conclude this section with a lemma of linear algebra. For γ > 0 we use the notation

(γ)0 = 1, (γ)k = γ(γ + 1) · · · (γ + k − 1) for k ≥ 1.

Lemma 2.3. Suppose that f0, f2, . . . fn−1 are complex valued functions on the unit disc (not

necessarily analytic), such that for any γ ∈ R sufficiently large there exists Cγ > 0 such that

(4)
∣∣∣ n−1∑
k=0

fk(z)(γ)k

∣∣∣ ≤ Cγ , z ∈ D.

Then all fk are bounded.

Proof. Choose distinct γ0, γ2, . . . γn−1 sufficiently large. It is a tedious but standard calculation

that

det


(γ0)1 (γ0)2 . . . (γ0)n−1

(γ1)1 (γ1)2 . . . (γ1)n−1

...
...

. . .
...

(γn−1)1 (γn−1)2 . . . (γn−1)n−1

 =
∏

0≤i<j<n

(γj − γi) 6= 0.

In other words, the vectors Γi = ((γi)0, . . . , (γi)n−1), k = 0, 1, . . . n − 1 form a basis of Rn.

Therefore for a fixed k, 0 ≤ k < n, there exist r0(k), . . . , rn−1(k) ∈ R, such that

n−1∑
i=0

ri(k)Γi = ek,

where ek is the k − th vector of the standard basis of Rn. In other words,

n−1∑
i=0

ri(k)(γi)j = δkj , 0 ≤ k, j < n,
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where δ is the Kronecker delta. Therefore,

fk(z) =

n−1∑
j=0

fj(z)
( n−1∑
i=0

ri(γi)j

)

=

n−1∑
i=0

ri

n−1∑
j=0

fj(z)(γi)j .

Hence, by the our assumptions,

|fk(z)| ≤
n−1∑
i=0

|ri|Cγi .

�

3. Proofs of the Main Theorems

In order to understand the behaviour of the operator Tg,a it will be useful to consider the

operators Tn,kg defined for an analytic function g and natural numbers n, k such that 0 ≤ k < n,

by the formula

Tn,kg f = In(f (k)g(n−k)).

3.1. Boundedness.

Proof of Theorem 1.1. The main step to prove the sufficiency part of Theorem 1.1, is the

following proposition.

Proposition 3.1. Let n, k ∈ Z+, k < n, and g ∈ B. Then the operator Tn,kg : Hp → Hp is

bounded.

Proof. Let f be an analytic function in an open set containing the closure of the unit disc. We

can assume without loss of generality that f (i)(0) = 0, 0 ≤ i < k because it is readily checked that

Tn,kg maps the set of polynomials in Hp. Then we have that

Gn(Tn,kg f)(eit) =
(∫ 1

0

|f (k)(reit)|2|g(n−k)(reit)|2(1− r)2n−1dr
)1/2

. ‖g‖B
(∫ 1

0

|f (k)(reit)|2(1− r)2k−1dr
)1/2

. ‖g‖BGk(f)(eit).

The result follows immediately from Proposition 2.2, and the fact that polynomials are dense in

Hp. �

To prove sufficiency in Theorem 1.1, notice that

(5) Tg = Tn,0g +

n−1∑
k=1

(
n− 1

k

)
Tn,kg .

Therefore if g ∈ BMOA ⊂ B, by Proposition 3.1 and the fact that Tg is bounded when g ∈ BMOA

(see [6]), Tn,0g is bounded as well. Hence Tg,a is bounded as well.
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We suppose that Tg,a : Hp → Hp is bounded. It suffices to prove that in that case g ∈ B.

this together with Proposition 3.1 and equation (5) imply that Tg is bounded, and therefore

g ∈ BMOA, because the result is known to hold for n = 1 (see [6]).

For λ ∈ D, γ > 1/p set

fλ,γ(z) =
(1− |λ|2)γ−1/p

(1− λ̄z)γ
.

Hence,

(6) f
(k)
λ,γ(λ) =

(γ)kλ̄
k

(1− |λ|2)k+1/p
, k ∈ N,

where (γ)0 = 1, (γ)k = γ(γ + 1) · · · (γ + k− 1). Also there exists a positive constant Cγ such that

‖fλ,γ‖p ≤ Cγ , λ ∈ D. Then the growth estimate for Hp functions gives

Cγ
(1− |λ|2)n+1/p

≥ |(Tg,afλ,γ)(n)(λ)|

=
∣∣∣ n−1∑
k=0

akλ̄
k(γ)k

(1− |λ|2)k+1/p
g(n−k)(λ)

∣∣∣.
Or, rearranging the inequality,

(7)
∣∣∣ n−1∑
k=0

g(n−k)(λ)(1− |λ|2)(n−k)akλ̄
k(γ)k

∣∣∣ ≤ Cγ .
By applying Lemma 2.3 we can infer that supλ∈D |g(n)(λ)|(1− |λ|2)n <∞, i.e. g ∈ B.

At this point we are able to give the promised simple proof of Theorem 1.6. We shall need the

next lemma which is of some interesting on its own right.

Lemma 3.2. If g is in BMOA the operator Tn,n−1
g is a bounded linear operator from B to

BMOA.

Proof. Let f ∈ B and set F = Tn,n−1
g f . Then for an arbitrary h ∈ H2

TF,0h = In(f (n−1)g′h) = Tn,1f Tgh.

But Tgh ∈ H2 since g ∈ BMOA and by Proposition 3.1, Tn,1f is bounded on H2. Hence TF,0 is

bounded on H2 as well. By the necessity part of Theorem 1.1 we get that F ∈ BMOA. �

Proof of Theorem 1.6. Let f ∈ Hp, and define F by

F (z) =
(∫

T

ζ + z

ζ − z
|f(ζ)|p/2dm(ζ)

)2/p

.

Since F has positive real part, logF ∈ BMOA. Now we proceed by induction. The statement is

trivial for n = 0, hence suppose that it is true for n− 1,

f (n) = (FG
(n−1)
n−1 )′

= F ((logF )′G
(n−1)
n−1 +G

(n)
n−1)

= F (Tn,n−1
logF Gn−1 +Gn−1)(n).

But logF ∈ BMOA ⊂ B, hence, by the previous lemma Tn,n−1
logF Gn−1 ∈ BMOA. �
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Proof of Theorem 1.2. As before we prove a seemingly stronger statement.

Proposition 3.3. Let 0 < p < q < ∞, n ∈ N and 0 ≤ k < n fixed. Then set α = 1
p −

1
q . If

l < α ≤ l + 1 ≤ n− k for some l ∈ N and g(l) ∈ Λα−l, then Tn,kg is bounded from Hp to Hq.

Proof. For n = 1 the operator is just Tg, and the statement of the theorem reduces to the known

result about Tg (see [6]). Suppose now that the statement is true for some n ≥ 1 and proceed by

induction. We distinguish two cases. If n − k < α ≤ n + 1 − k, take an arbitrary f ∈ Hp and

write f (k) = FG
(k)
k for some F ∈ Hp and Gk ∈ BMOA. The following identity is true,

Tn+1,k
g f = I(n−k) T k+1,1

g Tg(n−k)F.

By the assumption that g(n−k) ∈ Λα−n+k and by the case n = 1 we conclude that Tg(n−k)

is bounded from Hp to Hp′ , where 1
p′ = 1

q + n − k. It follows, using Proposition 3.1 and the

boundedness properties of I that in this case Tg,a : Hp → Hq is bounded. Suppose now that

α ≤ n − k. Assuming without loss of generality that g has sufficient zero multiplicity at the

origin. Integrating by parts we get

Tn+1,k
g f = Tn,kg f − Tn+1,k+1

g f.

The first term on the right hand side is bounded by the induction hypothesis. To prove the

boundedness of the second term, factorize f (k+1) as in Theorem 1.6. Then,

Tn+1,k+1
g f = Tn+1,n−k

Gk
Tn−k,0g F.

The result follows by the induction hypothesis and Theorem 1.1 applied to the operator Tn+1,n−k
Gk

.

�

The proof of necessity in Theorem 1.2 is similar to that of the necessity part of Theorem 1.1.

Consider again the family of test functions fλ,γ . As before,∣∣∣ n−1∑
k=0

akλ̄
k(γ)k

(1− |λ|2)k
g(n−k)(λ)

∣∣∣ ≤ Cγ

(1− |λ|2)
1
q−

1
p+n

,

by applying again Lemma 2.3 we can separate the previous condition to the following.

(8) |g(n−k)(λ)| . 1

(1− |λ|2)
1
q−

1
p+n−k

, λ ∈ D,

where k = max{l : al 6= 0}. Since ak 6= 0 it follows immediately that g(l) ∈ Λα−l if α ≤ n− k and

g(n−k) = 0 if α > n− k.

Proof Theorem 1.3. The proof of sufficiency in Theorem 1.3 follows the same pattern. Again

we will prove by induction on n that for 0 ≤ k < n, Tn,kg is bounded from Hp to Hq. As usual

write f (k) = FG
(k)
k as in Theorem 1.6 and use the same recursive formula, i.e.,

Tn+1,k
g f = Tn,kg f − Tn+1,n−k

Gk
Tn−k,0g F.

By induction hypothesis Tn,kg f, Tn−k,0g F ∈ Hq. Furthermore, Gk ∈ BMOA thus by Theorem 1.1

Tn+1,n−k
Gk

Tn−k,0g F ∈ Hq.

The proof of necessity in Theorem 1.3 is more involved and is based on the following lemma.
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Lemma 3.4. Suppose that n = 2, a ∈ C. For every p > q > 0 there exists a positive constant

C = C(q) > q such that if p > C(q) and Tg,a : Hp → Hq then g ∈ Hs, 1
s = 1

q −
1
p .

Proof. Assume that g(0) = g′(0) = 0, multiple integrations by parts allow us to rewrite the

formula expressing Tg,a as

Tg,af = fg + (1− a)

∫ ∫
f ′′g + (a− 2)

∫
f ′g(9)

= fg + (1− a)

∫ ∫ (f ′′
f
− f ′2

f2

)
gf + (1− a)

∫ ∫
f ′2

f2
gf + (a− 2)

∫
f ′

f
gf,(10)

for any f ∈ Hp, where we used the convention∫
f =

∫ z

0

f(t)dt.

Now let ε > 0, 0 < r < 1. By gr we denote the dilation of g. Define G = H
( |gr|α

(1+ε|gr|)α
)β

, where α

and β are positive constants to be specified later and H denotes the Herglotz transform, i.e.

G(z) =
(∫

T

|g(rζ)|α

(1 + ε|g(rζ)|)α
ζ + z

ζ − z
dm(ζ)

)β
.

G
1
β has positive real part , hence ‖ logG‖∗ . β, that follows by the definition of the BMOA

norm and Littlewood’s subordination principle. Because, for a ∈ D the function log G
1
β ◦ϕa

G
1
β (a)

is

subordinate to log 1+z
1−z . Hence,

‖ logG‖∗ = β sup
a∈D

∥∥ log
G

1
β ◦ ϕa
G

1
β (a)

∥∥
H2 ≤

∥∥ log
1 + z

1− z
∥∥
H2 < +∞.

Also G ∈ BMOA, since the Herglotz transform maps C∞(D) ∩Hol(D) into bounded analytic

functions. If we assume that βp > 1 then by M. Riesz’s theorem [11, Theorem 4.1]

‖G‖pp =

∫
T
H
( |gr|α

(1 + ε|gr|)α
)βp

dm(11)

.
∫
T

( |gr|
1 + ε|gr|

)αβp
dm.(12)

The last estimate we need for G is that |G| ≥ (ReG1/β)β =
(
|gr|

1+ε|gr|

)αβ
on T. Consequently,

(13) ‖Gg‖qq =

∫
T
|Gg|qdm ≥

∫
T

|gr|αβq|g|q

(1 + ε|gr|)αβq
dm.

With these preliminaries we are going to estimate ‖Tg,aG‖q. First we estimate separately the last

three terms in the right hand side of (9).∥∥∥∫ ∫ (logG)′′Gg
∥∥∥
q
≤ C1(q)‖ logG‖∗‖Gg‖q(14)

≤ C2(q)β‖Gg‖q,(15)
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by the sufficiency part of Theorem 1.1. Similarly,∥∥∥ ∫ ∫ G′2

G2
gG
∥∥∥
q

=
∥∥∥∫ ∫ (logG)′

(∫
(logG)′gG

)′∥∥∥
q

≤ C3(q)β2‖gG‖q.∥∥∥∫ G′

G
gG
∥∥∥
q
≤ C4(q)β‖gG‖q.

Then (9) and the boundedness of Tg,a imply that

‖Gg‖q(1− C5(q)β − C6(q)β2) . ‖Tg,a‖p,q‖G‖p.

Furthermore, if βC5(q) + β2C6(q) < 1 (or equivalently β < C(q) where C(q) is a continuous

function of C5, C6) we arrive at

‖Gg‖q ≤ Cq,β‖Tg,a‖p,q‖G‖p,

which together with estimates (12) and (13) give(∫
T

|gr|αβq|g|q

(1 + ε|gr|)αβq
dm
)1/q

≤ C̃q,β‖Tg,a‖p,q
(∫

T

( |gr|
1 + ε|gr|

)αβp)1/p

.

Letting r → 1− by Fatou’s Lemma and Bounded Convergence Theorem we arrive at(∫
T

|g|(αβ+1)q

(1 + ε|g|)αβq
dm
)1/q

≤ C̃q,β‖Tg,a‖p,q
(∫

T

( |g|
1 + ε|g|

)αβp)1/p

.

Now, choose α such that (αβ+ 1)q = αβp and note that in this case (αβ+ 1)q = s = αβp. Hence(∫
T

( |g|
1 + ε|g|

)s
dm
)1/q

≤
(∫

T

|g|s

(1 + ε|g|)αβq
dm
)1/q

≤ C̃q,β‖Tg,a‖p,q
(∫

T

( |g|
1 + ε|g|

)s)1/p

.

Finally letting ε→ 1− Fatou’s lemma then gives g ∈ Hs. �

We can now proceed to the proof of the necessity part in Theorem 1.3. Let Tg,0 : Hp →
Hq, p > q be bounded. And set 1

s = 1
q −

1
p . Note that by the Riesz-Thorin Theorem (see for

example [12, Remark 2.2.5]) we can choose the constant C = C(q) in the previous lemma to stay

bounded if 0 < ε ≤ q ≤ 1/ε for some ε > 0. Therefore

C0 = sup
1
s≤

1
q≤

1
s+ 1

p

C(q) <∞.

The proof requires and iterative application of the previous lemma. Pick a natural number n such

that np > C0 and define p′ = np. Then if fi ∈ Hp′

Tg,0(f1f2 · · · fn) = TTg,0(f2f3···fn),0(f1).

Keeping f2, f3, ..., fn fixed and applying the previous lemma to the operator TTg,0(f2f3···fn),0 we

have that Tg,0(f2f3 · · · fn) ∈ Hq1 , 1
q1

= 1
q −

1
p′ . After n − 2 more applications of the Lemma 3.4

we arrive at Tg,0fn ∈ Hqn , with 1
qn

= 1
q −

n−1
p′ . We can still apply the lemma a last time since

1
s ≤

1
qn−1

≤ 1
s + 1

p . We thus get g ∈ Hqn , 1
qn

= 1
q −

n
p′ = 1

s .
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3.2. Compactness. Now, we are going to prove the compactness part of Theorem 1.1. The

proof is similar to the one for boundedness, therefore, first we prove the result corresponding to

Proposition 3.1 for the operators Tn,kg when g is in the little Bloch space.

Proposition 3.5. Let 0 < p <∞ and g ∈ B0. Then for n > 1, 1 < k < n the operator Tn,kg is a

compact operator from Hp to itself. If g ∈ VMOA, Tn,0g is compact from Hp to itself.

Proof. By integration by parts one can write Tn,kg in the following form

Tn,kg f = c1I
(k)Mg(k)f + c2I

(k+1)Mg(k+1)f + · · ·+ cn−k InMg(n)f.

Where Mφ is the multiplication operator defined by

Mφf(z) = f(z)φ(z).

If g is polynomial, Mg(i) , for k ≤ i ≤ n is bounded on Hp. It is a well known fact (see [6]) that I

is compact on Hp, hence if g is polynomial Tn,kg is a compact operator. Suppose now that g ∈ B0.

Then there exists a sequence of polynomials gn converging in the Bloch norm to g. Therefore by

an application of the open mapping theorem,

‖Tn,kg − Tn,kgm ‖p ≤ Cp‖gm − g‖B,

i.e. Tn,kg is compact as the norm limit of compact operators.

The proof of the second part is identical, since VMOA is the closure of the set of polynomials

in BMOA. �

By Proposition 3.5 and the fact that VMOA ⊂ B0, it follows immediately that Tg,a is compact

if g ∈ VMOA.

To show necessity it suffices to show that g ∈ B0, because then by Proposition 3.5 and formula

(5) it follows that Tg is compact and therefore g ∈ VMOA. Let fλ,γ be defined by (6). For fixed

γ, fλ,γ converges to zero on compact sets as |λ| → 1−. The compactness of Tg,a then implies that

Tg,afλ,γ converges strongly to 0.

Using the same estimates as in the proof of necessity of Theorem 1.1, we get the following

inequality. ∣∣∣ n−1∑
k=0

g(n−k)(λ)(1− |λ|2)(n−k)akλ̄
k(γ)k

∣∣∣ ≤ ‖Tg,afλ,γ‖p.
Again, by applying Lemma 2.3 we can separate the above estimate.

|g(n)(λ)|(1− |λ|2)n .
n∑
i=1

ci‖Tg,afλ,γi‖p,

for some positive constants ci. This last inequality gives the desired result, since the right part

converges to zero as |λ| → 1−.
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