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#### Abstract

Ancient ( $>10 \mathrm{Gyr}$ ) globular clusters (GCs) show chemical abundance variations in the form of patterns among certain elements, e.g. N correlates with Na and anticorrelates with O . Recently, N abundance spreads have also been observed in massive star clusters that are significantly younger than old GCs, down to an age of $\sim 2$ Gyr. However, so far N has been the only element found to vary in such young objects. We report here the presence of Na abundance variations in the intermediate age massive star clusters NGC 416 ( $\sim 6.5$ Gyr old) and Lindsay 1 ( $\sim 7.5$ Gyr old) in the Small Magellanic Cloud, by combining Hubble Space Telescope (HST) and European Southern Observatory Very Large Telescope MUSE observations. Using HST photometry, we were able to construct 'chromosome maps' and separate subpopulations with different N content, in the red giant branch of each cluster. MUSE spectra of individual stars belonging to each population were combined, resulting in high signal-to-noise spectra representative of each population, which were compared to search for mean differences in Na . We find a mean abundance variation of $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.18 \pm 0.04$ dex for NGC 416 and $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.24 \pm 0.05$ dex for Lindsay 1 . In both clusters, we find that the population that is enhanced in N is also enhanced in Na , which is the same pattern to the one observed in ancient GCs. Furthermore, we detect a bimodal distribution of core-helium-burning red clump (RC) giants in the UV colour-magnitude diagram of NGC 416. A comparison of the stacked MUSE spectra of the two RCs shows the same mean Na abundance difference between the two populations. The results reported in this work are a crucial hint that star clusters of a large age range share the same origin: they are the same types of objects, but only separated in age.
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## 1 INTRODUCTION

Stellar populations of globular clusters (GCs) are found to host chemical abundance variations in the form of (anti)correlations among certain light elements, namely $\mathrm{He}, \mathrm{C}, \mathrm{N}, \mathrm{O}, \mathrm{Na}, \mathrm{Al}$, and sometimes Mg (e.g. Gratton, Carretta \& Bragaglia 2012). This multiple populations (MPs) phenomenon is observed in every old

[^0]( $>10 \mathrm{Gyr}$ ) and massive (a few times $10^{4} \mathrm{M}_{\odot}$ ) cluster studied in detail so far. It is only found in small fractions of field stars, consistent with those field stars being originally formed within GCs and subsequently stripped to contribute to galaxy field populations (e.g. Martell et al. 2011). Over the past $\sim 2$ decades many observational and theoretical studies have advanced our understanding of MPs in GCs, however, a fully consistent interpretation for the origin and evolution of GCs that includes formation of MPs is still missing (for a recent review see Bastian \& Lardo 2018 and references therein).

Early scenarios that were proposed for the origin of the chemical anomalies in clusters were mainly the so-called self-enrichment
models. As the observed light-element anticorrelations resemble products of high-temperature hydrogen burning inside the stars, such models predict that a second generation of stars (P2, enriched in N and Na but depleted in C and O ) forms from the material processed by a first generation of stars (P1), together with some amount of unprocessed material that is re-accreted from the surroundings of the cluster (e.g. Decressin et al. 2007; D’Ercole et al. 2008; de Mink et al. 2009).

However, these scenarios have a number of significant drawbacks that call into question their feasibility, the most important ones being (i) the mass budget problem (e.g. Prantzos \& Charbonnel 2006; Larsen, Strader \& Brodie 2012), (ii) the positive correlation between MPs and cluster mass (abundance spread and fraction of P2 stars Carretta et al. 2010; Schiavon et al. 2013; Bastian \& Lardo 2015; Milone et al. 2017), (iii) the inability to reproduce some of the detailed observed chemical patterns (e.g. Bastian, Cabrera-Ziri \& Salaris 2015; Lardo et al. 2018; Cabrera-Ziri, Lardo \& Mucciarelli 2019), (iv) the lack of observational evidence for multiple episodes of star formation within young massive clusters (YMCs; e.g. CabreraZiri et al. 2014; Martocchia et al. 2018b; Saracino et al. 2020a), and (v) the observed trends of MP properties with cluster age (Li \& de Grijs 2019; Martocchia et al. 2019).

This inability of the early models to explain the observations of MPs has led to the creation of a second generation of models. Bastian et al. (2013) proposed that protoplanetary discs around young lowmass stars could sweep up processed material from interacting binary stars (and other high-mass stars), which would then accrete on to the star, causing it to transform from a P1 star to a P2 star. Gieles et al. (2018) looked at the formation of supermassive stars in the centres of forming massive clusters that could process material and expel it to be used in further star formation within the clusters. Breen (2018) suggested that high-energy X-rays originating from the accretion discs around black holes trigger processes leading to the formation of P2 stars. While this generation of models is able to predict some of the observations, still not all can be accounted for, e.g. the discreteness of the variations, the chemical trend of lithium.

A promising line of investigation so far has been to determine whether MPs are found according to certain properties of the cluster. Recently, a number of groups have successfully searched for MPs in a variety of galactic environments, including the Magellanic Clouds (MCs; Mucciarelli et al. 2009; Dalessandro et al. 2016; Niederhofer et al. 2017a; Gilligan et al. 2019), the Fornax Dwarf galaxy (Larsen et al. 2012, 2014b), M31 (Schiavon et al. 2013; Colucci, Bernstein \& Cohen 2014; Sakari et al. 2016), the Sagittarius dwarf galaxy (e.g. M54, Carretta et al. 2010) as well as clusters located in local dwarfs, and massive galaxies outside the Local Group through integrated spectroscopy (e.g. Larsen et al. 2014a; Bastian et al. 2019).

Along these lines, we have been carrying out a Hubble Space Telescope (HST) photometric survey along with a European Southern Observatory Very Large Telescope (VLT) spectroscopic survey to search for chemical anomalies in clusters that are much younger than the typical GC in the MW, i.e. expanding the parameter space of cluster age in the search for MPs. We focused on the MCs because they host many clusters that are as massive as the ancient GCs (> a few times $10^{4} \mathrm{M}_{\odot}$ ), but are much younger, from $\sim 8 \mathrm{Gyr}$ down to a few Myr.

Within our surveys, we found that many intermediate age clusters (from $\sim 2$ to 8 Gyr ) host MPs in the form of N variations in their red giant branch (RGB) stars (Hollyhead et al. 2017, 2018, 2019; Niederhofer et al. 2017a,b; Martocchia et al. 2018a). Additionally, we observed that older clusters show larger N spreads compared to the younger ones (Martocchia et al. 2019). This age trend is an
extremely important constraint for any model aimed at explaining the formation of MPs. However, for a direct comparison with the MPs found in ancient GCs, variations in elements other than N (and, to a certain extent, He, Chantereau et al. 2019; Lagioia et al. 2019) need to be studied.

Previous searches for Na and O variations in young and intermediate age star clusters in the Large Magellanic Cloud (LMC) were carried out by Mucciarelli et al. $(2008,2014)$, and no such variations were found, although the numbers of spectroscopic targets were small. While most of the clusters studied by Mucciarelli et al. (2008, 2014) have ages $\lesssim 2 \mathrm{Gyr}$, which appears to be the minimum age for the presence of N spreads (e.g. Martocchia et al. 2017; Zhang et al. 2018), they also did not find a $\mathrm{Na}-\mathrm{O}$ anticorrelation in the $\sim 2 \mathrm{Gyr}$ cluster NGC 1978, which, however, shows N spreads (Martocchia et al. 2018a).

Additionally, studies have been based on integrated light techniques on clusters with a wide range of ages. Cabrera-Ziri et al. (2016) and Lardo et al. (2017) did not find Na and Al anomalies in very young clusters ( $<40 \mathrm{Myr}$ ). Recently, Bastian et al. (2019) found an extremely enhanced mean Na abundance in G114, a very massive ( $>10^{7} \mathrm{M}_{\odot}$ ) intermediate age ( $\sim 3 \mathrm{Gyr}$ ) star cluster in the NGC 1316 galaxy but did not find Na enhancement in NGC 1978. The strong Na enhancement in G114 strongly suggests a spread in $[\mathrm{Na} / \mathrm{Fe}]$ in this cluster. No enhanced Na abundances that would suggest the presence of Na-enriched stars are also reported for two young star clusters ( $\sim 600 \mathrm{Myr}$ old) in the merger remnant NGC 7252, even though they are very massive $\left(\sim 10^{7}-10^{8} \mathrm{M}_{\odot}\right.$, Bastian et al. 2020).

In order to establish whether young and intermediate age massive clusters host the same type of MPs as the ancient clusters, and hence likely share the same origin, we started a VLT/MUSE spectroscopic survey of star clusters in the MCs for which we have available HST photometry. Here, we report the analysis of two intermediate age clusters, NGC 416 ( $\sim 6.5 \mathrm{Gyr}$ ) and Lindsay 1 ( $\sim 7.5 \mathrm{Gyr}$ ) in the Small Magellanic Cloud (SMC). This is the second paper of the series, after Saracino et al. (2020b), which aims at searching for differences in light element abundances among the populations of intermediate age clusters in the MCs.

Within this paper we adopt a similar approach to the one reported in Latour et al. (2019). We use the so-called 'chromosome map' (ChM; Milone et al. 2017) to separate the two populations with different N abundances. We then combine together all the MUSE spectra belonging to each population, with the aim to investigate difference in mean elemental abundances between the two populations. Section 2 describes the observations and both the photometric and spectroscopic reduction. In Section 3, we report on how the different populations were selected according to photometry to look for chemical anomalies. In Section 4, we present the spectroscopic results and comparison with synthetic models for the RGB. In Section 5, we report on the red clump ( RC ; the counterpart of the horizontal branch in clusters at this young ages) morphology of NGC 416. We discuss our results and present our conclusions in Section 6.

## 2 OBSERVATIONS AND DATA REDUCTION

### 2.1 Photometry

The photometric observations of NGC 416 and Lindsay 1 from the HST are composed of both proprietary and archival data. The F343N and F438W filters are from the HST/WFC3/UVIS survey of MC star clusters (proposal GO-14069, P.I. N. Bastian). These observations have been recently complemented with new data in the UV filter F275W, from the proposal GO-15630 (PI: N. Bastian).

Table 1. Main properties of the archival and proprietary HST images for NGC 416 and Lindsay 1.

| Cluster | Instrument | Filter | Year | Exposure times | Proposal |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| NGC 416 | UVIS/WFC3 | F275W | 2019 | $1500 \mathrm{~s}, 1501 \mathrm{~s}, 2 \times 1523 \mathrm{~s}, 2 \times 1525 \mathrm{~s}$ | 15630 | N. Bastian |
|  | UVIS/WFC3 | F343N | 2016 | $3 \times 1200 \mathrm{~s}$ | 14069 | N. Bastian |
|  | UVIS/WFC3 | F438W | 2016 | $3 \times 375 \mathrm{~s}$ | 14069 | N. Bastian |
|  | WFC/ACS | F555W | 2006 | $4 \times 1200 \mathrm{~s}, 2 \times 70 \mathrm{~s}$ | 10396 | J. Gallagher |
|  | WFC/ACS | F814W | 2006 | $4 \times 1036 \mathrm{~s}, 2 \times 40 \mathrm{~s}$ | 10396 | J. Gallagher |
|  |  |  | $9000 \mathrm{~s}(6$ exp $)$ | 15630 | N. Bastian |  |
|  | Lindsay 1 | UVIS/WFC3 | F275W | 2019 | $4 \times 1200 \mathrm{~s}$ | N. Bastian |
|  | UVIS/WFC3 | F343N | 2016 | $1040 \mathrm{~s}(3$ exp) | 14069 | 14069 |
|  | N. Bastian |  |  |  |  |  |
|  | UVIS/WFC3 | F438W | 2016 | $4 \times 496 \mathrm{~s}, 2 \times 20 \mathrm{~s}$ | 10396 | J. Gallagher |
|  | WFC/ACS | F555W | 2006 | $4 \times 474 \mathrm{~s}, 2 \times 10 \mathrm{~s}$ | 10396 | J. Gallagher |
|  | WFC/ACS | F814W | 2006 |  |  |  |

ACS/WFC observations in F555W and F814W filters were added for our analysis (GO-10396, PI. J. Gallagher). The main properties of the WFC3/UVIS and ACS/WFC observations used in the paper, in terms of exposure times in the different filters, are summarized in Table 1.

The photometric analysis has been performed with DAOPHOT IV (Stetson 1987) on images processed, flat-fielded, bias subtracted, and corrected for Charge Transfer Efficiency losses by standard HST pipelines (_flc images). As a first step, few hundreds of stars have been selected in each image and chip in order to model the point spread function (PSF), by considering a 10 -pixel aperture. The PSF models were chosen on the basis of a $\chi^{2}$ statistic and, on average, the best fit has been provided by a Moffat function (Moffat 1969). These models were finally applied to all the sources detected at more than $3 \sigma$ from the background level in each image. Then, we built a master catalogue with stars detected in at least half of the available images per filter. In some cases, a less restrictive criterion has been adopted in order to cover the gap between the two chips. At the corresponding positions of these stars, the photometric fit was forced in all the other frames using DAOPHOT IV/ALLFRAME (Stetson 1994). Finally, the magnitude and photometric error of each star has been estimated as the weighted mean and standard deviation of the magnitudes measured in the individual images.

Instrumental magnitudes have been then transformed to the VEGAMAG system using the zero-point values quoted both on the WFC3 and ACS websites (at the aperture size), as well as appropriate aperture corrections at a radius of 10 pixels. Instrumental positions were first corrected for geometric distortions (Meurer et al. 2003; Bellini, Anderson \& Bedin 2011) and have been transformed to the absolute coordinate system (RA, Dec.) using the stars in common with the Gaia Data Release 2 (DR2, Gaia Collaboration 2016, 2018) and by means of the cross-correlation software CataXcorr (Montegriffo et al. 1995). This software has been also used to combine the final WFC3 and ACS catalogues of the clusters.

### 2.2 MUSE data

MUSE observations of NGC 416 and Lindsay 1 were obtained between 2019 October and December in the course of program $0104 . \mathrm{D}-0257$ (PI: Kamann), using the wide field mode of the instrument without adaptive optics support. Each observation consisted of four exposures and derotator offsets of $90^{\circ}$ were applied in between exposures. The individual observations are listed in Table 2.

The data reduction was performed using version 2.8 .1 of the standard MUSE pipeline (Weilbacher et al. 2020). The basic reduction steps (bias removal, spectrum tracing, flat-fielding, and wavelength calibration) were executed on a per-integral field unit (IFU) basis. Afterwards, the data from the 24 IFUs were combined and a sky

Table 2. MUSE observations taken for NGC 416 and Lindsay 1.

| Cluster | Date | Exposure times | Image quality |
| :--- | :---: | :---: | :---: |
| Lindsay 1 | $2019-10-31$ | $4 \times 660 \mathrm{~s}$ | $1.1 \operatorname{arcsec}$ |
|  | $2019-11-03$ | $4 \times 660 \mathrm{~s}$ | $1.1 \operatorname{arcsec}$ |
|  | $2019-11-25$ | $4 \times 660 \mathrm{~s}$ | $0.9 \operatorname{arcsec}$ |
|  | $2019-12-01$ | $4 \times 660 \mathrm{~s}$ | $0.8 \operatorname{arcsec}$ |
| NGC 416 | $2019-11-03$ | $4 \times 660 \mathrm{~s}$ | $0.8 \operatorname{arcsec}$ |
|  | $2019-11-30$ | $4 \times 660 \mathrm{~s}$ | $0.9 \operatorname{arcsec}$ |

subtraction was performed. In the final step, all four exposures taken during a single observing block were combined into a final data cube. We measured the effective image quality of our observations on the white-light images created by collapsing the final data cubes along the spectral axis. The values, included in Table 2, show that the first two observations of Lindsay 1 were taken under worse seeing conditions, which limited the number of spectra we obtained from the data.

We used PAMPELMUSE (Kamann, Wisotzki \& Roth 2013; Kamann et al. 2018) to extract individual spectra from the MUSE cubes, using the HST photometric catalogue introduced in Section 2.1 as a reference. For NGC 416, we extracted a total of 5064 spectra for 3236 stars and for Lindsay 1, 2424 spectra for 929 stars were extracted. The larger number of spectra extracted from the NGC 416 data can be explained by the higher density of this cluster compared to Lindsay 1 in addition to better seeing conditions during the observations. In this paper, we focus on the subset of stars with (a) a spectroscopic signal-to-noise ratio $(\mathrm{SNR})>20$ and (b) a photometrically determined population membership, consisting of 145 RGB and 149 RC stars in NGC 416 and 25 RGB stars in Lindsay 1. Unfortunately, the number of stars used in this analysis for Lindsay 1 is quite small in the end. Besides the reasons reported above, this is also due to an offset between the HST and VLT/MUSE observation field of views. This is shown in Fig. 1, where the HST/WFC3 drizzled images of NGC 416 (left-hand panel) and Lindsay 1 (right) are displayed. ${ }^{1}$ These are in the F336W filter for NGC 416 and F343N for Lindsay 1. More generally, the limiting filters for Lindsay 1 are the F343N and F438W. The red-dashed box indicates the VLT/MUSE field of view.

The reduced spectra were processed with SPEXXY ${ }^{2}$ (Husser et al. 2016), which determines radial velocities, metallicities, and effective temperatures via full spectrum fits using synthetic GLIB (Husser et al. 2013) templates (see Tables 3-5). To determine the surface gravities, we compared the HST photometry with the isochrones reported in
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Figure 1. HST/WFC3 images of NGC 416 and Lindsay 1 in F336W and F343N filters, respectively. The red-dashed box represents the VLT/MUSE field of view.

Table 3. Photometric and spectroscopic information of the RGB MUSE targets used for the analysis of NGC 416. Columns represent the following: (1) ID of the star, (2) and (3) right ascension and declination in degrees, (4) and (5) $\Delta$ colours for the ChM in mag, (6) signal-to-noise ratio of the star spectrum, (7) metallicity $[\mathrm{Fe} / \mathrm{H}]$ in dex, (8) radial velocity in $\mathrm{km} / \mathrm{s}$, (9) number of spectra available for each star, (10) population tag based on the ChM selection (Section 3.2). The full Table will be available in the online version of the paper.

| SourceID <br> (1) | RA <br> (2) | Dec. <br> (3) | $\Delta_{F 275 W, F 814 W}$ <br> (4) | $\Delta_{F 275 W, F 343 N, F 438 W}$ <br> (5) | SNR <br> (6) | [ $\mathrm{Fe} / \mathrm{H}]$ <br> (7) | RV <br> (8) | $\mathrm{N}_{\text {exp }}$ <br> (9) | Pop <br> (10) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 16.9760971 | -72.3558426 | -0.2129 | 0.1853 | 26.73 | $-1.16 \pm 0.10$ | $157.1 \pm 4.0$ | 2 | P1 |
| 2 | 16.9967976 | -72.3575821 | -0.0157 | 0.0544 | 24.68 | $-0.91 \pm 0.07$ | $157.8 \pm 4.1$ | 2 | P1 |
| 3 | 16.9963894 | -72.349823 | -0.3282 | 0.1490 | 24.14 | $-1.01 \pm 0.12$ | $153.2 \pm 5.4$ | 2 | P1 |
| ... | ... | ... | ... | ... | ... | $\cdots$ | . | . | ... |
| 77 | 16.9931889 | -72.3597717 | -0.1708 | 0.3408 | 25.82 | $-1.04 \pm 0.11$ | $152.8 \pm 3.6$ | 2 | P2 |
| 78 | 16.9985065 | -72.3531036 | -0.2397 | 0.3441 | 20.48 | $-0.96 \pm 0.13$ | $161.2 \pm 5.2$ | 2 | P2 |
| 79 | 17.0074463 | -72.3584366 | -0.1874 | 0.4224 | 23.05 | $-1.00 \pm 0.11$ | $158.1 \pm 4.7$ | 2 | P2 |
| $\cdots$ | $\cdots$ | . . | . . | $\cdots$ | . . | . . | ... | $\ldots$ | ... |

Table 4. Photometric and spectroscopic information of the RGB MUSE targets used for the analysis of Lindsay 1. Columns as in Table 3. The full Table will be available in the online version of the paper.

| SourceID <br> (1) | RA <br> (2) | Dec <br> (3) | $\Delta_{F 275 W, F 814 W}$ <br> (4) | $\Delta_{F 275 W, F 343 N, F 438 W}$ <br> (5) | SNR <br> (6) | [ $\mathrm{Fe} / \mathrm{H}]$ <br> (7) | RV <br> (8) | $\mathrm{N}_{\text {exp }}$ <br> (9) | Pop <br> (10) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.9913839 | -73.4699327 | 0.0218 | 0.0142 | 45.43 | $-1.04 \pm 0.02$ | $139.1 \pm 0.8$ | 4 | P1 |
| 2 | 0.9864344 | -73.4718961 | -0.0106 | 0.0505 | 31.15 | $-1.05 \pm 0.11$ | $138.4 \pm 3.8$ | 4 | P1 |
| 3 | 0.9713206 | -73.4778053 | -0.0238 | 0.0527 | 20.28 | $-1.18 \pm 0.15$ | $144.1 \pm 5.9$ | 4 | P1 |
| $\ldots$ | ... | ... |  | . . |  |  |  | $\ldots$ | $\ldots$ |
| 21 | 0.9712204 | -73.4759099 | -0.2017 | 0.2342 | 36.10 | $-1.06 \pm 0.05$ | $143.8 \pm 2.0$ | 4 | P2 |
| 22 | 0.9724604 | -73.4746504 | -0.0284 | 0.2864 | 36.61 | $-1.08 \pm 0.05$ | $144.7 \pm 2.1$ | 4 | P2 |
| 23 | 0.9475757 | -73.4713739 | -0.1125 | 0.2160 | 30.30 | $-0.94 \pm 0.08$ | $141.3 \pm 3.6$ | 4 | P2 |
| $\ldots$ |  |  |  |  | $\ldots$ | . $\cdot$ | $\ldots$ | $\ldots$ |  |

Section 4.1, because the estimation of $\log g$ from MUSE spectra is challenging (Husser et al. 2016).

Telluric absorption from the Earth's atmosphere in the spectra were corrected by dividing each spectrum by the telluric model obtained
in the full-spectrum fit. Additionally, the fit yields a polynomial that represents the difference between the observed spectrum and the model. We additionally divided each spectrum by its polynomial in order to homogenize the continua.

Table 5. Photometric and spectroscopic information of the RC MUSE targets used for the analysis of NGC 416. Columns as in Table 3. The full Table will be available in the online version of the paper.

| SourceID <br> (1) | RA <br> (2) | Dec. <br> (3) | $\Delta_{F 275 W, F 814 W}$ <br> (4) | $\Delta_{F 275 W, F 343 N, F 438 W}$ <br> (5) | SNR <br> (6) | [ $\mathrm{Fe} / \mathrm{H}]$ <br> (7) | RV <br> (8) | $\mathrm{N}_{\text {exp }}$ <br> (9) | Pop <br> (10) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 17.0005951 | -72.3543701 | -0.0442 | 0.0437 | 20.14 | $-1.18 \pm 0.11$ | $148.8 \pm 4.2$ | 2 | P1 |
| 2 | 16.9880066 | -72.3499756 | -0.1121 | 0.0801 | 39.84 | $-1.01 \pm 0.06$ | $164.9 \pm 3.3$ | 2 | P1 |
| 3 | 16.9997978 | -72.3521118 | -0.0777 | 0.0729 | 25.86 | $-1.03 \pm 0.08$ | $164.6 \pm 2.7$ | 2 | P1 |
| $\ldots$ | ... | ... |  |  | $\ldots$ | $\ldots$ | $\cdots$ | $\ldots$ | $\ldots$ |
| 91 | 16.9858017 | -72.3497162 | -0.1284 | 0.3093 | 42.65 | $-1.09 \pm 0.05$ | $164.2 \pm 2.4$ | 2 | P2 |
| 92 | 16.9906654 | -72.3507614 | -0.2292 | 0.3369 | 42.18 | $-1.05 \pm 0.05$ | $158.6 \pm 2.3$ | 2 | P2 |
| 93 | 17.0103226 | -72.3531113 | -0.1699 | 0.2142 | 40.11 | $-1.04 \pm 0.04$ | $162.3 \pm 2.1$ | 2 | P2 |
| ... |  | . $\cdot$ |  | $\ldots$ |  | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

## 3 ANALYSIS

### 3.1 Differential reddening

We corrected our photometric catalogues for differential reddening (DR) using the method reported in Milone et al. (2012).

We first identified the reddening vector in the $m_{\text {F555w }}-$ $m_{\text {F814W }}$ versus $m_{\text {F555W }}$ colour-magnitude diagrams (CMDs), by adopting the extinction coefficients by Casagrande \& VandenBerg (2014). We then selected main-sequence stars in the magnitude range $22.2 \lesssim m_{\text {F555W }} \lesssim 23.8$ for NGC 416 and $22.2 \lesssim m_{\text {F555W }} \lesssim 24.2$ for Lindsay 1 as reference stars. We translated all the cluster stars in a 'rotated parameter space', where the extinction vector is parallel to the $x$-axis, and we then defined a fiducial line for the previously selected stars. At each star in the catalogues, we assigned a distance along the $x$-axis ( $\Delta \mathrm{D}$ ), by computing the mean of the 25 nearest (in space) stars within our selection. We applied a $2 \sigma$-clipping to remove clear outliers from the distribution, where $\sigma$ represents the $x$-difference between the stars and the fiducial line. It is worth to mention that by changing the number of neighbour stars (from 20 to 30), we obtain very similar results. Finally, the local $\operatorname{DR} \delta E(B-V)$ for each individual star is obtained by moving back into the classical $m_{\text {F555W }}-$ $m_{\mathrm{F} 814 \mathrm{~W}}$ versus $m_{\mathrm{F} 555 \mathrm{~W}} \mathrm{CMD}$ through the same extinction vectors.

As stated in Saracino et al. (2019), for Lindsay 1 the DR is very low, with a mean $\delta E(B-V) \sim 0.003$ mag. NGC 416 is affected more strongly by DR (see Niederhofer et al. 2017b). We find a maximum $\delta E(B-V) \sim 0.02$ mag and a minimum of $\delta E(B-V) \sim-0.04 \mathrm{mag}$, with a mean of $\delta E(B-V) \sim-0.01 \mathrm{mag}$. Hereafter, we will use the DR-corrected photometric catalogues.

### 3.2 Chromosome map

RGB stars were selected from the $m_{\text {F275W }}-m_{\text {F814W }}$ versus $m_{\text {F814W }}$ CMD, from $m_{\mathrm{F} 814 \mathrm{~W}}=21 \mathrm{mag}$ up to the tip of the RGB around $m_{\mathrm{F} 814 \mathrm{~W}} \sim 16.5 \mathrm{mag}$ for both clusters. The $m_{\mathrm{F} 275 \mathrm{~W}}-m_{\mathrm{F} 814 \mathrm{~W}}$ versus $m_{\text {F814w }}$ CMD of NGC 416 is shown in the left-hand panel of Fig. 2. The second panel shows the $C_{F 275 W, F 343 N, F 438 W} \equiv$ $(F 275 W-F 343 N)-(F 343 N-F 814 W)$ versus $m_{\text {F814W }}$ CMD of NGC 416, where a split RGB is clearly visible. We also show the $m_{\mathrm{F} 275 \mathrm{~W}}-m_{\mathrm{F} 814 \mathrm{~W}}$ versus $m_{\mathrm{F} 814 \mathrm{~W}}$ and $C_{F 275 W, F 343 N, F 438 W}$ versus $m_{\text {F814W }}$ CMDs of Lindsay 1 in the right-hand panels of Fig. 2 (see also Saracino et al. 2019). MUSE spectroscopic RGB targets overplotted with large dots in all panels are colour coded by their SNR.

Next, we built the ChM of both clusters. The ChM was introduced by Milone et al. (2017) and shown to effectively separate MPs in a given cluster. The ChM represents a (pseudo)colour-colour diagram that is mainly sensitive to He variations on the $x$-axis ( $m_{\mathrm{F} 275 \mathrm{~W}}-m_{\mathrm{F} 814 \mathrm{~W}}$ ), while it is sensitive to N variations on the $y$-axis ( $C_{F 275 W, F 343 N, F 438 W}$ - e.g. Lardo et al. 2018). Here, we substitute the

F343N filter for the F336W filter used by Milone et al. (2017) due to its increased sensitivity to N -spreads. The use of a different filter does not affect our results (see e.g. Saracino et al. 2019, 2020a). We then used the ChM to separate the two populations present in NGC 416 and Lindsay 1.

The resulting ChM of the RGB of NGC 416 and Lindsay 1 are shown in Fig. 3. The ChM is composed of $\Delta_{\text {F275W,F814W }}$ $\equiv \Delta\left(m_{\mathrm{F} 275 \mathrm{~W}}-m_{\mathrm{F} 814 \mathrm{~W}}\right)$ on the $x$-axis and $\Delta_{F 275 W, F 343 N, F 438 W} \equiv$ $\Delta\left(C_{F 275 W, F 343 N, F 438 W}\right)$ on the $y$-axis. The $\Delta$ represents the distance in a given colour from defined fiducial lines on the edges of the RGB (one on the red edge, one on the blue edge). The $\Delta_{F 275 W, F 814 W}=0$ and $\Delta_{F 275 W, F 343 N, F 438 W}=0$ are defined for stars on the red edge, such that $\Delta_{F 275 W, F 814 W}$ is negative towards the blue, while $\Delta_{F 275 W, F 343 N, F 438 W}$ is positive towards the blue. For more details on how the ChM and fiducial lines were computed, we refer the interested reader to Saracino et al. (2019, 2020a). MUSE RGB spectroscopic targets are indicated with the orange-filled circles.

In the upper and right-hand panels of each ChM of Fig. 3, we report the histograms of the distributions in $\Delta_{F 275 W, F 814 W}$ and $\Delta_{F 275 W, F 343 N, F 438 W}$, respectively. Additionally, we fit the colour distributions with Gaussian mixture models (GMMs) to identify the presence of multiple Gaussian components. We used the SCIKITLEARN PYTHON package called MIXTURE, ${ }^{3}$ which consists of an expectation-maximization algorithm for fitting mixtures of Gaussian models. The best fit to the total population is shown as a solid grey line, while the single components are indicated as the dashed blue and red lines for the P1 and P2 populations, respectively. In both pseudo-colours, the GMM fit finds two Gaussian components.

We used the ChM pseudo-colour $\Delta_{F 275 W, F 343 N, F 438 W}$ to separate the two populations with different N content. To this purpose, we separate the populations at $\Delta_{F 275 W, F 343 N, F 438 W}=0.23$ mag for NGC 416 and $\Delta_{F 275 W, F 343 N, F 438 W}=0.19 \mathrm{mag}$ for Lindsay 1, where P1 stars are below this value and P2 stars are above. This value has been chosen to be the point, in the $y$-axis, where the two Gaussian functions cross each other.

The individual spectra are too noisy and the MUSE resolution is too low ( $R \sim 3000$ ) to allow the measurement of elemental abundances. For such a reason, the spectra of each subpopulation are combined to obtain a high-SNR spectrum from which elemental abundances can be measured in a differential way. The strength of such a differential method is that any systematic differences between the synthetic templates and the observed spectra are irrelevant, as long as their effect is comparable for P1 and P2. Having removed the systematic uncertainties, we can look for smaller differences in Na .

We then combined all MUSE spectra by adopting the average and only including stars with SNR $>20$ (see Section 2.2) for NGC 416,
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Figure 2. Left-hand panels: $m_{\mathrm{F} 275 \mathrm{~W}}-m_{\mathrm{F} 814 \mathrm{~W}}$ versus $m_{\mathrm{F} 814 \mathrm{~W}} \mathrm{CMD}$ and $C_{F 275 W, F 343 N, F 438 W}$ versus $m_{\mathrm{F} 814 \mathrm{~W}} \mathrm{CMD}$ of NGC 416; Right-hand panels: $m_{\mathrm{F} 275 \mathrm{~W}}-m_{\mathrm{F} 814 \mathrm{~W}}$ versus $m_{\mathrm{F} 814 \mathrm{~W}} \mathrm{CMD}$ and $C_{F 275 W, F 343 N, F 438 W}$ versus $m_{\mathrm{F} 814 \mathrm{~W}} \mathrm{CMD}$ of Lindsay 1 . In all panels, MUSE RGB targets are colour coded by their SNR.


Figure 3. Chromosome map of NGC 416 (left) and Lindsay 1 (right). The grey-filled circles represent selected RGB stars, while the orange-filled circles indicate stars that have a corresponding MUSE spectrum. The average photometric error is reported on the lower left of the plot. The black-dashed line represents the separation limit between the two populations. The upper and right-hand panels represent the histograms of the distribution in $\Delta_{F 275 W, F 814 W}$ and $\Delta_{F 275 W, F 343 N, F 438 W}$ colours, respectively. Results from the GMM fitting are also reported, see text for more details.
belonging to P1 (76 stars) and P2 (69 stars). The final SNR of the P1 spectrum is $\sim 440$, while for P 2 is $\sim 400$. The fraction of P2 stars with available MUSE spectra is $\sim 47$ per cent for NGC 416 . If we calculate the fraction of total P2 stars (the grey circles in Fig. 3) using the same ChM selection, we obtain $\sim 46$ per cent. Hence, the spectral sample of P2 stars well represents the total population fraction.

For Lindsay 1, unfortunately, after selecting stars with SNR > 20, we have only 25 stars left (see Section 2.2). We combined the

MUSE spectra belonging to P1 (19 stars) and P2 (6 stars). For Lindsay 1, the fraction of P2 stars with available MUSE spectra is $\sim 24$ per cent, while the total P 2 fraction is $\sim 34$ per cent. In this case, we are underestimating the sample of the P2 population, hence the estimated mean Na variation will likely be a lower limit. The final SNR of the P1 spectrum is $\sim 100$, while for P2 is $\sim 30$. Also, P1 and P2 stars have different luminosity functions, as selected P2 stars are fainter than the RGB bump, while we

NGC 416


Figure 4. Top Panels: P1 (P2) MUSE normalized combined spectra for NGC 416 are represented as a solid blue (red) line. Na lines are indicated in each panel. Bottom Panels: the flux difference between the observed combined P2 and P1 spectra is indicated with the black solid lines. Models taking into account different spreads in Na are indicated with the coloured solid lines. The grey-dashed lines represent the $1 \sigma$ dispersion around the average of the flux difference throughout each wavelength window. See text for more details.
have a handful of stars in the P1 which are reaching the tip of the RGB. We made several attempts to improve the statistics in Lindsay 1 . We also tried to use lower SNR stars (down to SNR $=$ 10) and we tried to use the verticalized RGB in $C_{F 336 W, F 438 W, F 343 N}$ $\equiv\left(m_{F 336 W}-m_{F 438 W}\right)-\left(m_{F 438 W}-m_{F 343 N}\right)$ colours (Niederhofer et al. 2017b; Martocchia et al. 2019) to separate the two populations. The results stay unchanged, although the combined spectra are more noisy than our first attempt. We also tried to separate the two populations from the $C_{F 275 W, F 555 W, F 814 W} \equiv\left(m_{F 275 W}-m_{F 555 W}\right)-\left(m_{F 555 W}-m_{F 814 W}\right)$ versus $m_{\mathrm{F} 814 \mathrm{~W}}$ CMD, however, the split was not evident enough to make the separation between P1 and P2 trivial. Hence, we decided to keep the combination coming from the ChM .

Tables 3, 4, and 5 report the spectroscopic and photometric information of the NGC 416 RGB, RC, and Lindsay 1 RGB MUSE targets, respectively.

In combining the spectra, we considered all the selected stars from the ChMs to be members of the cluster. We checked the radial velocity (RV) and metallicity $[\mathrm{Fe} / \mathrm{H}]$ distributions of the RGB stars used in this analysis and we observe no significant spread or outliers. We reported how RVs and $[\mathrm{Fe} / \mathrm{H}]$ were calculated from MUSE spectra in Section 2. The mean RV for NGC 416 is $\sim 156 \mathrm{~km} \mathrm{~s}^{-1}$ with a $1 \sigma$ scatter of $5 \mathrm{~km} \mathrm{~s}^{-1}$. The mean $[\mathrm{Fe} / \mathrm{H}]$ is -1.0 dex (consistent with isochrone fitting estimates, e.g. Glatt et al. 2008) with a $1 \sigma$ scatter of $\sim 0.1$ dex. For Lindsay 1 , we obtain a mean $R V \sim 141 \mathrm{~km} \mathrm{~s}^{-1}$, $\sigma=4 \mathrm{~km} \mathrm{~s}^{-1}$ (consistent with previous works, e.g. Hollyhead et al. 2017) and a mean $[\mathrm{Fe} / \mathrm{H}] \sim-1.1$ dex (consistent with previous measurements and isochrone fitting, Da Costa \& Hatzidimitriou 1998; Glatt et al. 2008), $\sigma \sim 0.1$ dex. We note that Lindsay 1 is
not expected to be strongly contaminated from field stars as it is located in the outskirts of the SMC (Glatt et al. 2008).

## 4 RESULTS

We combined all MUSE spectra belonging to each of the two identified subpopulations for both clusters, as reported in Section 3. The main goal of this analysis is to see whether there are differences in the mean abundances between the populations within each cluster, which should manifest as differences in specific spectral lines. For this, we followed the same approach as the analysis from Latour et al. (2019).

Given the small expected and measured velocity dispersion and the resolution of MUSE, we did not shift the spectra for radial velocities. The top panels of Fig. 4 shows the comparison between the P1 (the blue line) and P2 (the red line) combined spectra around several Na lines for NGC 416. The same is reported in Fig. 5 for Lindsay 1. The bottom panels show the difference between the normalized P2 and P1 spectra as the black solid lines. The grey-dashed lines in the bottom panels represent the $1 \sigma$ dispersion around the average of the flux difference throughout each wavelength window. We observe a significant difference in the NaD lines, but no difference in the other Na I lines (top left-hand and right-hand panels of Fig. 4). For a list of lines, we refer to Latour et al. (2019, their table 2).

From this comparison, it is clear that there is a difference between the two spectra around the NaD lines $(5889.95,5895.92 \AA)$ for NGC 416, with the P2 having deeper lines. This implies that the P 2 population has an enhanced Na abundance with respect to the P1

Lindsay 1


Figure 5. Top Panels: P1 (P2) MUSE normalized combined spectra for Lindsay 1 are represented as a solid blue (red) line. Na lines are indicated in each panel. Bottom Panels: the flux difference between the observed combined P2 and P1 spectra is indicated with the black solid lines. Models taking into account different spreads in Na are indicated with the coloured solid lines. See text for more details.
population. We also observe a small difference in the lines at 5682.63, $5688.19,5688.21 \AA$. This is not statistically significant, however, it is consistent with P2 being slightly enhanced in Na with respect to P 1 .

For Lindsay 1, we observe no difference for the Na I lines at $\sim 5700 \AA$ and $\sim 8200 \AA$. However, despite the lower SNR of Lindsay 1 spectra (combination of 19 and 6 stars for P1 and P2, respectively, Section 3), we observe a difference in the NaD lines. We conclude that there is also a difference in Na between the two populations in Lindsay 1.

To quantify the detections, we fit a double Gaussian to the data reported in the bottom central panel of Figs 4 and 5, such that the observed difference in the NaD lines is converted into an equivalent width (EW). A common full width at half-maximum of $2.5 \AA$ was adopted, since it corresponds to the spectral resolution of MUSE. The areas of the Gaussians were calculated through a linear leastsquares fit. Additionally, we estimated the uncertainty on the areas by adding random noise to the observed flux difference, according to the grey horizontal dashed line shown in Figs 4 and 5. This is done 100 times and each time we calculate the EW. The error on the EW is then the standard deviation of such 100 EWs. We obtain a difference of $-117 \pm 21 \mathrm{~m} \AA$ for NGC $416(\sim 5.6 \sigma)$ and $-93 \pm$ $28 \mathrm{~m} \AA$ for Lindsay $1(\sim 3.3 \sigma)$.

We repeated this analysis using a different population selection approach. We used a the 2D GMM on the ChM (Fig. 3) with the same SCIKIT-LEARN PYTHON package called MIXTURE, however, this time we considered both axes of the ChM to assign a star to each population. The main differences with respect to our preferred method (see Section 3) are a handful of stars near the border between
the two populations. We obtain the exact same result in terms of significance of the detection for NGC 416, i.e. $\mathrm{EW}=-115 \pm 21 \mathrm{~m} \AA$. For Lindsay 1, we still observe a difference in the NaD lines. However, given the difference in the luminosity functions of the populations and that we have very few stars in the P2, we obtain $-36 \pm 28 \mathrm{~m} \AA$, lowering the significance to $\sim 1.3 \sigma$.

As DR may not be negligible in NGC 416, we also investigated whether it was affecting our results. However, since we are combining a relatively large number of spectra, from various spatial locations around the cluster, the effect of DR should effectively average out. We found that the mean $\delta E(B-V)$ for P 1 and P 2 is not significantly different, being $\delta E(B-V)_{\text {mean, P1 }} \sim-0.005$ mag and $\delta E(B-V)_{\text {mean, } \mathrm{P} 2} \sim-0.01 \mathrm{mag}$, hence no significant effect on the $\mathrm{P} 1 / \mathrm{P} 2$ difference is expected.

As an additional test, we only combined P1 and P2 stars that have positive $\delta E(B-V)$ values and also only P1 and P2 stars that have negative $\delta E(B-V)$ values (in these cases, the mean $\delta E(B-V)$ is the same for both populations). The difference between the NaD lines stays unchanged in both cases, with P2 always showing deeper NaD lines.

Finally, we also checked whether the observed difference in the NaD lines might be affected by the presence of the brightest stars in the sample. The same analysis reported in this Section and in Section 4.2 was performed by stacking only faint spectra, i.e. stars with $m_{\mathrm{F} 814 \mathrm{~W}}>18 \mathrm{mag}$ for both clusters. The EWs and $\Delta[\mathrm{Na} / \mathrm{Fe}]$ are consistent to what has been obtained before, hence we are confident that the results reported in this work are not dependent on the inclusion of bright stars in the final combined spectra.

### 4.1 Synthetic models

Synthetic spectra and photometry were calculated in order to compare theoretical models to the data (see Section 4.2). For the details about the computation of the models we refer the reader to Martocchia et al. (2017). For NGC 416, we used a $\sim 6.3 \mathrm{Gyr},[\mathrm{Fe} / \mathrm{H}]=$ -1.0 dex (Glatt et al. 2008) MIST isochrone version 1.2; Paxton et al. 2011; Choi et al. 2016; Dotter 2016). We selected 35 evolution points evenly spaced in $\log T_{\text {eff }}-\log L$ space between the start of the sub giant branch and the tip of the RGB. For each of these points, we computed a model atmosphere using ATLAS12 (Kurucz 1970, 2005) before using SYNTHE (Kurucz \& Furenlid 1979; Kurucz \& Avrett 1981) to synthesize a spectrum for each. We obtained synthetic photometry from each model spectrum using the filter curves and zeropoints provided by the WFC3 website. We calculated these models for five different chemical mixtures of light element abundances assuming the Asplund et al. (2009) solar abundance scale. First, we computed a model with scaled solar abundances $([\mathrm{C} / \mathrm{Fe}]=[\mathrm{N} / \mathrm{Fe}]=[\mathrm{O} / \mathrm{Fe}]=$ $[\mathrm{Na} / \mathrm{Fe}]=0$ ), then a model with enhanced N and depleted C and O but scaled solar $\mathrm{Na}([\mathrm{N} / \mathrm{Fe}]=+0.5,[\mathrm{C} / \mathrm{Fe}]=[\mathrm{O} / \mathrm{Fe}]=-0.1,[\mathrm{Na} / \mathrm{Fe}]$ $=0$ ). Finally, we calculated models with the same enhanced N and depleted C and O but three different Na enhancements $([\mathrm{Na} / \mathrm{Fe}]=$ $+0.1,[\mathrm{Na} / \mathrm{Fe}]=+0.2$, and $[\mathrm{Na} / \mathrm{Fe}]=+0.5)$. For our comparison between models and observations to infer the Na variation present in each cluster (see next Section 4.2), we used an N-enhanced model to describe both P1 and P2. This choice is motivated by the effect of the first dredge up on RGB stars at such younger ages (Salaris et al. 2020). We note that, as an additional test, we computed the Na variations also by assuming solar scaled abundances only for the P 1 , and we obtained the exact same result as in the first case. Hence, variations of $\mathrm{C}, \mathrm{N}, \mathrm{O}$ do not affect the measurement of the Na difference. For all of the models, we kept the He abundance and all other element abundances constant at their scaled solar values.

We carried out the same procedure to simulate the stellar population within Lindsay 1. The only difference to the above is that we adopted an isochrone with an age of $\sim 8 \mathrm{Gyr}$ (Glatt et al. 2008) and a metallicity of $[\mathrm{Fe} / \mathrm{H}]=-1.1$ dex.

For each observed MUSE spectrum, the closest template model that matched the F814W magnitude was chosen and then all template models for the selected chemical mixture were combined in the same way as the observed spectra.

### 4.2 Comparison with models

In order to estimate the sodium variation between P1 and P2, we compared the observed flux difference with the models from Section 4.1. Note that we are estimating the mean Na variation between the two populations and not its maximum range of extension. This is shown for NGC 416 in the bottom panels of Fig. 4, and for Lindsay 1 in the bottom panels of Fig. 5. In Fig. 4, we report models that have $[\mathrm{Na} / \mathrm{Fe}]=0$ dex, $[\mathrm{Na} / \mathrm{Fe}]=+0.1$ dex, $[\mathrm{Na} / \mathrm{Fe}]=+0.2$ dex as the yellow, red, and green solid lines, respectively, while in Fig. 5 the purple lines represent a model with $[\mathrm{Na} / \mathrm{Fe}]=+0.5$ dex. From the comparison around the NaD lines, it is clear that a difference in sodium $+0.1<\Delta[\mathrm{Na} / \mathrm{Fe}]<+0.2$ dex is needed to explain the difference in the NaD lines between the two populations of NGC 416 (central bottom panel). By comparing theoretical models with the observed difference between the two populations we obtain $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.18 \pm 0.04$ dex, a $\sim 4.5 \sigma$ detection for NGC 416. This was calculated by assuming that the line strength EW increases linearly with the $[\mathrm{Na} / \mathrm{Fe}]$ variation. By applying the same methodology to the observations and models of Lindsay 1 ,
we obtain $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.24 \pm 0.05$ dex, which represents a high detection, $\mathrm{a} \sim 5 \sigma$ detection. The error on the $[\mathrm{Na} / \mathrm{Fe}]$ variation was calculated by adding noise to the synthetic spectra. We added the noise with the method reported in Section 4, based on the observed errors, i.e. the grey-dashed horizontal lines in the bottom panels of Figs 4 and 5. More specifically, we added Gaussian noise to the model flux difference for 100 times and each time we calculated the EW. The error on the model EW is then the standard deviation of the 100 EWs , as done with the data (see Section 4). Finally, since we assume that the EW scales linearly with the Na difference, we estimated the error on $\Delta[\mathrm{Na} / \mathrm{Fe}]$ by means of the error propagation.

We note that the errors on the mean Na variation of Lindsay 1 are, most likely, considerably larger if we take into account the lower SNR of the spectra, the small number of stars involved and the effect of the selection (see Section 4). ${ }^{4}$

The NaD lines are useful diagnostic of Na abundances at low resolution but they are strong/damped lines sensitive to the photospheric velocity fields. In fact, the depth of the NaD lines varies as a function of the microturbulent velocity $(\xi)$. In our calculation of the synthetic spectra, we assumed a microturbulent velocity that varies with the surface gravity $\log g$. For stars with $\log g<1$, we used $\xi=2 \mathrm{~km} \mathrm{~s}^{-1}$, while for $1<\log g<4$ we adopted the formula $\xi=(-\log g+7) / 3$ (this is a linear fit between the values we adopt above $\log g=1$ and below $\log g=4$ ). Finally, for $\log g$ $>4$, we used $\xi=1 \mathrm{~km} \mathrm{~s}^{-1}$. If we assumed that the observed flux difference would be due to differences in $\xi$, it would imply that on average P1 and P2 would have different microturbulent velocities. Since the microturbulent velocity depends on the temperature and gravity of stars, this would imply very different parameters for the different populations. Additionally, we demonstrated above that the inclusion of bright stars does not change the results presented in the paper (Section 4). We do not see any reason for the average $\xi$ of the populations to differ in a significant way.

We estimated the average microturbulent velocity of P1 and P2 from the synthetic spectra, if we assume that the $\Delta[\mathrm{Na} / \mathrm{Fe}]$ is +0.2 dex, for both clusters. As explained at the end of Section 4.1, for each observed spectrum in the sample, we created a synthetic one, i.e. the closest template model that matched the F814W magnitude. Hence, we assigned a $\log g$ to each star and we estimated what is the expected average $v_{\text {mic }}$ of each population. We find that the microturbulent velocities of P1 and P2 are the same to the second decimal digit for both clusters. We are confident that the microturbulent velocity is not playing any role in the flux difference we observe in the NaD lines.

## 5 THE DOUBLE RED CLUMP OF NGC 416

We selected RC helium core burning stars in NGC 416 from the optical CMD $m_{\mathrm{F} 555 \mathrm{~W}}-m_{\mathrm{F} 814 \mathrm{~W}}$ versus $m_{\mathrm{F} 814 \mathrm{~W}}$ and then plotted them in the $C_{F 275 W, F 343 N, F 438 W}$ versus $m_{\mathrm{F} 814 \mathrm{~W}}$ CMD. We noticed that in such a pseudo-colour $\left(C_{F 275 W, F 343 N, F 438 W}\right)$, NGC 416 shows a bimodal red clump. This is shown in the bottom panel of Fig. 6 where the CMD
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Figure 6. Bottom panel: $C_{F 275 W, F 343 N, F 438 W}$ versus $m_{\text {F814W }}$ CMD of NGC 416 zoomed in the RC region, where MUSE RC targets are colour coded by their SNR. Upper panel: histogram of the distribution of RC stars in $C_{F 275 W, F 343 N, F 438 W}$ colours.
is zoomed in on the RC region. MUSE spectroscopic targets for the RC are colour coded by their SNR. For a better visual representation, the upper panel shows the histogram of the distribution of the RC stars in $C_{F 275 W, F 343 N, F 438 W}$ colours with a bin size of 0.02 mag . We then separated the two populations of the RC, by creating a ChM of the $R C$ in the same way as it has been done for the RGB (see Section 3.2). Two fiducial lines have been defined at the edges of the RC in both the colour $m_{\mathrm{F} 275 \mathrm{~W}}-m_{\mathrm{F} 814 \mathrm{~W}}$ and pseudo-colour $C_{F 275 W, F 343 N, F 438 W}$. They have been normalized as done for the RGB stars. A slightly different normalization would only affect the extension of both axis, but it would not change anything in a relative sense. The ChM of the RC is only used here to facilitate the separation between the two populations, and we do not intend to use it for a one-to-one comparison with other ChMs.

The ChM of the RC of NGC 416 is shown in Fig. 7, where we indicate the selection of P1 (P2) stars with the blue (red) filled circles. The selection was made with the dashed black line shown in Fig. 7, following the approach used in Milone et al. (2017) to distinguish P1 and P2 stars. We also made a selection by simply considering a horizontal line (as in Fig. 3 for the RGB) but our results do not change significantly.

We then combined all RC MUSE spectra belonging to P1 (90 stars) and P2 (59 stars), as was done for the RGB. In this case, the fraction of P2 stars over the total is $\sim 40$ per cent, slightly lower than for the RGB sample. We show the comparison between the two spectra around the NaD lines in Fig. 8. In the bottom panel, we report the observed difference in flux between P2 and P1. There


Figure 7. Chromosome map of NGC 416 RC stars. The blue- (red-) filled circles represent selected RC P1 (P2) stars.


Figure 8. Top Panel: Combined spectra of NGC 416 RC stars for the P1 (P2) population indicated as a blue (red) curve, zoomed in around the NaD lines. Bottom panel: difference between P2 and P1 spectra as a function of wavelength. The dashed grey lines represent one standard deviation dispersion from the mean line. Models taking into account different spreads in Na are indicated with coloured solid lines. See text for more details.
is a hint of difference in the reddest NaD line between the two populations, but this is only significant at less than $3 \sigma$. Indeed, we found a difference in the NaD lines of the RC of NGC 416 of $-44 \pm$ $16 \mathrm{~m} \AA$. To estimate the Na variation in the RC between the P1 and P2 we used the exact same method reported in Section 4.2 for the RGB. We compared the observed flux difference between P1 and P2 with models, which are reported in the bottom panel of Fig. 8. Models for the RC were computed as in Latour et al. (2019). We obtain a Na variation $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.15 \pm 0.05$ dex, with a significance of $3 \sigma$. This is less significant than the RGB result, however, the results
are consistent. Table 5 reports the photometric and spectroscopic information of the NGC 416 RC targets used in this paper.

In the RC, we noticed that the flux difference only appears on one NaD line, i.e. the red one. Hence, we made a bootstrap test to check if the difference observed on the red line was only due to noise. The bootstrap was repeated for 1000 times. For each time, five random stars were removed from one population and combined with the other one. We compared this bootstrapped populations with the synthetic models as above so that we obtain a $\Delta[\mathrm{Na} / \mathrm{Fe}]$ each time. The difference in the reddest Na line is observed most of the times and sometimes it is observed also in the bluest line, however, this is much fainter. The exact reason why this happens is unfortunately unknown and futher work is needed. We averaged over the $1000 \Delta[\mathrm{Na} / \mathrm{Fe}]$ values obtained from the bootstrap and we obtained $\Delta[\mathrm{Na} / \mathrm{Fe}]$ (mean) $=0.15$ dex with a standard deviation of 0.07 dex. Hence, we are confident that the flux difference observed is not due to noise.

For Lindsay 1, we did not find any clear separation for the RC, hence we could not carry out a similar analysis there.

## 6 DISCUSSION AND CONCLUSIONS

In this paper, we used a combination of photometric and spectroscopic techniques to search for mean differences in elemental abundances in two intermediate age massive clusters in the SMC, namely NGC 416 ( $\sim 6.5$ Gyr old, Glatt et al. 2008) and Lindsay 1 ( $\sim 7.5$ Gyr old, Glatt et al. 2008). By following the approach in Latour et al. (2019), we first used the available HST photometry and ChM of each cluster to separate the N -rich and N -poor populations on the RGB (Section 3). Next, we combined the available MUSE spectra of the individual stars for each population (Section 4) and used the difference spectrum to search for differences in Na. We observed a significant difference in the NaD lines between each population in both clusters. We compared the observed difference between the P2 and P1 fluxes with theoretical models specifically calculated with different chemical mixtures (enhanced in N and Na , see Section 4.1). For the RGB of NGC 416, we find a mean difference in sodium between the two populations of $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.18 \pm 0.04$ dex, while for Lindsay 1 we find a difference of $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.24 \pm 0.05$ dex.

Additionally, from HST photometry in specific UV filters, we report for the first time a double RC in the cluster NGC 416, representative of two populations with different N content. By combining MUSE spectra of the individual stars in each population, and comparing with models as done in the RGB, we find a difference in Na between the P1 and P2 of $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.15 \pm 0.05$ dex, which is significant at $3 \sigma$ confidence level. We observe the same sodium variation both in the RGB and RC, enforcing the robustness of our results.

In the first paper of this series, we also found Na variations in the $\sim 2$ Gyr old massive cluster NGC 1978 in the LMC (Saracino et al. 2020b). In this cluster, we found a mean variation $\Delta[\mathrm{Na} / \mathrm{Fe}] \sim$ $0.07 \pm 0.01$ dex, which is slightly smaller than that found for the two intermediate age clusters studied in this work. This is the first time that a difference in Na between the populations are reported for such young clusters, where so far only N variations had been found (Hollyhead et al. 2017; Martocchia et al. 2018a; Niederhofer et al. 2017b). Since all three clusters have similar masses ( $\sim 2 \times 10^{5}$ $\mathrm{M}_{\odot}$, McLaughlin \& van der Marel 2005), and a correlation between N abundance spreads and cluster age is observed (Martocchia et al. 2019), it is reasonable to think that the smaller Na difference observed in the younger cluster might be due to an age effect, although this interpretation needs to be confirmed with a larger sample. It will be crucial to establish whether a correlation between Na spread and cluster age exists, as Na is not affected by mixing effects such as N
(Salaris et al. 2020). Follow-up studies with future facilities will also be necessary to confirm the presence or lack of other light elements variations in young star clusters, such as O and C .

A comparison can be performed with the work by Latour et al. (2019), where they reported a similar analysis for the old GC NGC 2808 in the MW. If we compare our results with the one from Latour et al. (2019), we notice that the $[\mathrm{Na} / \mathrm{Fe}]$ difference obtained in our intermediate age clusters is smaller than the one in NGC 2808, which shows a maximum spread of $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.5 \pm 0.06$ dex. However, NGC 2808 is a rather extreme Galactic GCs, hosting at least five different populations (Milone et al. 2015), and containing some of the most extreme abundance variations found. If we only consider the less extreme populations in NGC 2808 ( P 1 and P2 in the Latour et al. 2019 notation), we see that the variation in Na is quite similar to our results (see table 3 in Latour et al. 2019), where the variation between P1 and P2 in NGC 2808 is $\Delta[\mathrm{Na} / \mathrm{Fe}]=0.15 \pm 0.06$ dex.

Additionally, we compared our results with the difference in $[\mathrm{Na} / \mathrm{Fe}]$ abundances between P1 and P2 in some Galactic GCs reported in Marino et al. (2019, see their table 2). We only made the comparison among clusters with similar metallicities to NGC 416 and Lindsay 1. In general, we found that the $\Delta[\mathrm{Na} / \mathrm{Fe}]$ is larger for the Galactic GCs, being $\Delta[\mathrm{Na} / \mathrm{Fe}] \simeq 0.3-0.4$ dex for clusters such as NGC $6362([\mathrm{Fe} / \mathrm{H}] \simeq-1.0 \mathrm{dex})$ and $\mathrm{NGC} 5272([\mathrm{Fe} / \mathrm{H}] \simeq-1.3$ dex). Interestingly, this might point towards an age effect, as Na spreads are not affected by the first dredge up. However, whether this difference depends on a property of the clusters, i.e. age, or mass of the cluster or even the environment in which it was formed, needs to be further investigated with a larger sample.

The presence of Na variation in massive young and intermediate age clusters (NGC 1978 from Saracino et al. 2020b, Lindsay 1 and NGC 416 from this study) demonstrates that the MP phenomenon is not only restricted to N but is also seen in Na , just as in the ancient GCs. These results lend further support to the idea that young and old massive star clusters are the same objects, just seen at different stages of their lives (e.g. Kruijssen 2015). This has important implications; first, young star clusters can then be used to place constraints on MP formation scenarios. Secondly, as GCs do not need special conditions in which to form, they can be used in place of much more faint underlying stars as dynamic and stellar population tracers for the formation and evolution of galaxies (e.g. Forbes et al. 2018).

Some of the important constraints for the origin of MPs and clusters obtained through studies of YMCs are (1) special conditions present in the early Universe are not required for their formation; (2) multiple epochs of star formation within YMCs are not observed, suggesting that the formation of multiple generations of stars is not possible, or at least is not common (Cabrera-Ziri et al. 2014, 2015), other than in nuclear star clusters, (Neumayer, Seth \& Boeker 2020); 3) that any age difference between the MPs is $<20 \mathrm{Myr}$ (Martocchia et al. 2018b; Saracino et al. 2020a); and (4) that the chemical abundance variations are only observed in stars less massive than $\sim 1.5 \mathrm{M}_{\odot}$, i.e. they do not appear to be present (at least not detectable with current methods) in more massive stars (Cabrera-Ziri et al. 2016).
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    $\dagger$ Hubble Fellow

[^1]:    ${ }^{1}$ The images were downloaded from https://archive.stsci.edu/hst/.
    ${ }^{2}$ https://github.com/thusser/spexxy

[^2]:    ${ }^{3}$ http://scikit-learn.org/stable/modules/mixture.html

[^3]:    ${ }^{4}$ Additionally, we estimated the errors on the EW (see Section 4) via a bootstrap technique. Briefly, we combined the P1 and P2 spectra by leaving one random spectrum out from the sample and replacing it with another random one from the other population. We repeated this 1000 times and for each time we calculated the EW of the NaD lines in the observed flux difference, in the same way we did in Section 4. We used the standard deviation of the EW distribution for a new estimate of the error. When comparing to models for the $\Delta[\mathrm{Na} / \mathrm{Fe}]$ computation, we obtain still that the Na variation is $\sim 4 \sigma$ significant for NGC 416 , while it is a $\sim 4.4 \sigma$ detection for Lindsay 1.

