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Abstract—This paper describes an application for the context
aware tuning of the data rate of a battery powered LoRaWAN
multi-sensor node equipped with sensors measuring soil features
like water content, temperature, conductivity, moisture and water
table depth. The application aims at saving as much power as
possible, granting at the same time the detection and accurate
profiling of events localized in time and space (e.g., due to
sudden heavy rain). The tuning rules are based on the interplay
between the context heterogeneous actors (sensor data, forecasts,
current season, irrigation requests) mediated by a Linked Data
distribution platform interconnected to multiple private and
public networks. An interoperable application is provided, whose
components can be easily extended and reused.

Index Terms—LoRaWAN, Interoperability, Linked Data, Con-
text aware, Smart Sensor

I. INTRODUCTION

This paper is about the lesson learned and the actions taken
during the development and the deployment of a platform
for smart water management in agriculture [1] [2] [3]. The
platform was developed within SWAMP [4], a project funded
by the EU and by Brazil, and focused on the demonstration of
Internet of Things (IoT) technologies in real-world scenarios.

Four pilots in the agricultural domain were proposed by
SWAMP: one in Spain, one in Italy and two in Brazil. This
paper is focused on the Italian pilot, located close to Reggio
Emilia within the area managed by the Consorzio di Bonifica
dell’Emilia Centrale (CBEC) [5]. CBEC manages the delivery

of water to farmers through a network of open canals and the
goal of the pilot is twofold: using sensors, weather forecast
and models to detect crop water needs, and optimizing water
delivery based on water requests made by the farmers (i.e.,
at the time of writing more than 15K requests were filed
during the ongoing irrigation season). Weather forecast and
weather data are provided by ARPAE, the Italian Regional
Environmental Protection Agency of the Emilia-Romagna
region [6]. ARPAE also developed CRITERIA, the soil water
balance model that provides water needs for some of the pilot
farms and is integrated within the SWAMP platform [7] [8].

One of the main critical aspects in such a scenario is
related to data collection and transmission. The lack of power
sources and the extension of the area covered impose two
main requirements: to use battery powered sensors and to have
access to a low-power wide area network.

Both requirements were satisfied by adopting the Lo-
RaWAN technology [9], supported by the PAIoT (Internet
of Things for the Public Administration) network [10] imple-
mented and maintained by LepidaScpa [11] and by designing
a battery powered multi-sensor node. Saving power requires to
limit the sampling rate on the sensor node as well as the data
rate on the network. If on the one hand, the dynamics of the
events in the reference domain (e.g., water table, soil moisture,
soil temperature) are consistent with a low sampling rate, on
the other hand the prompt detection and reaction to some kind



of sporadic events (e.g., heavy rain) need a higher rate. This
is the main focus of the paper: adapting the sampling and
data rate of the LoraWAN multi-sensor nodes to the context
detected by other system components.

II. PAIOT NETWORK

LepidaScpa is the in-house company of Emilia-Romagna
in charge of providing broadband network to PAs (Public
Administrations) in the region (Fig.1).

Fig. 1. Lepida broadband network

The simultaneous availability of Lo-Ra™ technology and
Lepida broadband network are the right preconditions for the
deployment of an IoT network at regional level, namely the
PAIoT network, available to public administrations, companies
and citizens. Fig.2 shows the current status of implementation
of the PAIoT network, which will cover all the provinces of
the Emilia-Romagna region when fully operational.

Fig. 2. retePaIoT network

The architecture of PAIoT network, based on Lepida broad-
band network, is described in Fig.3 and relies on the following
components:

• Sensors (of any kind) which send data to Lo-Ra™ gate-
ways by means of LoRaWAN protocol (i.e., the multi-
sensor node described in Section IV belongs to this
category);

• LoRaWAN Gateways which receive data from LoRaWAN
sensors are installed in any Access Point of Lepida

Fig. 3. PaIoT network architecture

network (PAL), in order to use Lepida broadband network
to transmit data to Lo-Ra™ Server;

• Lo-Ra™ Server: virtual machine installed in one of the
three regional data centers managed by LepidaScpa, that
receives data from LoRaWAN Gateways through Lepida
broadband network.

The data received from the LoRaWAN server are stored in a
centralized database and are made available through different
interfaces: MQTT protocol, API and web interfaces.
The initiative, implemented by LepidaScpa and funded by the
Emilia-Romagna Region, has the following main objectives:

• Create a public IoT network where citizens, private com-
panies and PA can integrate their own sensors, making
them available to owners and PA entities.

• Allow citizens and private companies to collect data from
their own sensors wherever they want to install them.

• Allow PA access to data collected by all the sensors
installed in the territory for monitoring purposes.

• Enable IoT development through a unique Lo-Ra™
network managed by PA with a rational usage of the
frequencies and resources optimization.

• Map all the existing sensors in the territory through a
sensor register providing all the technical parameters and
the owner identification.

The availability of the PAIoT network at regional level
is a facility for the installation of different types of sensors
available to all the interested parties, public and private,
reducing the implementation costs of monitoring systems only
to those related to the purchase, installation and maintenance
of sensors, and not those of the communication, collection and
storage of the data. Furthermore, the PAIoT network uses the
Lepida broadband network as a backbone for data collection,
and benefits from its high level of reliability and security.
Eventually, the PAIoT network coverage is extended at re-
gional level, and it constitutes the prerequisite and opportunity
for the replicability of pilot projects on a regional scale.



III. THE EFFECT OF THE SAMPLING RATE ON EVENTS
DETECTION

As stated above, saving power requires low sensor sampling
rates and a low data rate on the network as well. If, on the
one hand, the dynamics of the events in the reference domain
(e.g., water table, soil moisture, soil temperature) are usually
slow, on the other hand, the prompt detection and reaction
to some kind of sporadic events (e.g., heavy rain) call for a
higher sampling rate.

As an example taken from real data collected from a
vineyard near Reggio Emilia (IT), Fig.4 and Fig.5 plot the
water content in response to a heavy rain event (see Fig.6),
and they compare data collected at 10 minutes and 1 hour
sampling rate. The water content sensor is a Teros-12 from
Meter Group [12]. As expected, the same rain event shows
different soil responses, depending on the sampling rate and
the figures show how large these differences are. Particularly,
the measures of the average water content increment rates per
hour during the entire event are dramatically different (59,8%
versus 24,4%), so that this measure at 60 minutes sampling
rate should be considered meaningless.

Also the measure of the total contribution from the rain
event to the soil water content is significantly affected by the
sampling rate: the peak captured by the higher sampling rate
(Fig.4) is lost when sampling hourly (Fig.5) (29,9% and 24,4%
are the water content increase respectively measured at the
considered sampling rates, as a response to a sudden and heavy
- 40 mm - rainfall event).

As the battery life of the sensor nodes is affected by the
sampling rate, this example motivates the need for variable
sampling rates, if we want to properly measure the soil
response to rain and irrigation events, without compromising
battery life. The role of the algorithm presented in section V
is to dynamically adjust the sensor sampling rates, based on
contextual information provided by the platform.

Fig. 4. Data collected with a sampling period of 10 minutes

IV. THE MULTI-SENSOR NODE

The multi-sensor node is a hub-node for METER’s sensors
[12] designed by University of Bologna within the SWAMP

Fig. 5. Data collected with a sampling period of 1 hour

Fig. 6. Rain event shown by the SWAMP Water Distribution Application
(data are provided by CBEC pluviometer)

project. The node (shown in Fig.7) can manage up to six
general-purpose sensors such as soil moisture sensors, tem-
perature sensors and water table sensors.

Fig. 7. A LoRaWAN low power multi-sensor node installed in the Italian
pilot

The node has been designed for ultra-low power consump-
tion and low cost, with production and maintenance in mind.
In order to be compliant with these specifications, the node
is powered by a STM32L0 microcontroller and the LoRa
protocol is used for the communication between the server
and the node. In particular, the node is a Class-A LoRaWAN
node. In this configuration, the node collects and transmits
sensor data to the server on fixed time intervals. During the



rest of the time, the node is in low power sleep mode.
If on the one hand with fixed sampling and transmission

intervals we limit the power consumption (i.e., the node does
not need to stay awake in order to listen for commands from
the server), on the other hand some events may need a faster
reaction and may call for a temporarily higher sampling rate
(e.g., a sudden summer storm or an abundant irrigation).

A solution to this problem is offered by LoRa downlink
messages (from server to node), that can be used to change
the sampling and transmission period at runtime. Because
LoRaWAN Class-A devices can receive a downlink messages
only after an uplink message (from node to server), some keep-
alive messages were added between two data messages. The
period between two keep-alive messages and the number of
keep-alive messages between two data messages can be repro-
grammed at runtime through a downlink command messages.

The adaptive transmission period feature is useful when
the duration of an event is different from the transmission
period. An example is shown in Fig8. Assume that a keep-alive
message is sent every 10 minutes and a data message is sent
every 5 keep-alive messages. Therefore, the data message rate
is 1 message/hour. If for example a new irrigation is scheduled
in the evening, through a downlink command message, it is
possible to set the number of keep-alive messages between
two data messages to 1. This will allow to have on the sever
a new data value every 20 minutes and so a data rate of 3
messages/hour.

Fig. 8. Increasing the number of data messages per hour through downlink
message to have a more detailed curve of the irrigation

The node also implements a feature to safe power when a
low battery level is detected (Fig.9). In this case, for example,
the keep-alive message period is set to 30 minutes and a data
message is sent with the same delay after every keep-alive.

V. CONTEXT AWARE TUNING OF THE MULTI-SENSOR NODE

The SWAMP Italian pilot software architecture prvides
several microservices which support web based applications
like the Water Distribution Application (WDA) [13]. These
microservices use an instance of the SPARQL Event Process
Architecture (SEPA) [14] [15] as the main communication
and storage facility. SEPA is a semantic data distribution
system enabling the development of smart spaces and ambient

Fig. 9. Decreasing minutes beetwen two keep-alive messages in order to safe
battery life

intelligence services [16]. In particular, the SEPA instance
contains the knowledge base of the SWAMP cloud and it acts
as a publish-subscribe broker who notifies subscribers about
changes in its graph database. Leveraging, on this publish-
subscribe pattern, other microservices can orchestrate each
other to obtain the desired application logic.

In this context, we define a TuningSoilSensor microservice
or smartlet that is in charge of setting the sampling time
parameter of the multi-sensor node (see IV). This component
takes into account contextual information to compute the
correct wake-up time, such as weather forecast, battery level,
sensor location, and scheduled irrigation plan. Focusing on
this application, the architecture can be exemplified as shown
in Fig.10.

Fig. 10. TuningSoil software architecture

In practice, the TuningSoilSensor subscribes to the list of
the active UNIBO Multisensor nodes using a SPARQL query
[17]. Each sensor is described by a set of semantic tags which
enable to retrieve its location and its battery level. When a
new sensor is installed, the Smartlet is notified and it activates
the sampling tuning watchdog. This watchdog is an internal



service scheduled to run at each DELTAT . On each step, it
queries the SEPA broker to obtain the sensor context and then
executes the following algorithm:

Algorithm 1 Frequency tuning algorithm
1: Constants: DELAY = 1, BATTTH = 15
2: Globals: WaterEvent, BatterLevel, Delay
3:
4: next← 5
5: if BatteryLevel < BATTTH then
6: return next
7: end if
8: if WaterEvent then
9: Delay ← DELAY

10: next← 1
11: else
12: Delay ← Delay − 1
13: if Delay = 0 then
14: next← 5
15: end if
16: end if
17: return next

The algorithm takes as input a WaterEvent variable that is
obtained by processing the weather forecast and the irrigation
plan of the next hour. WaterEvent is true if in the next hour
it will rain or if the farmer planned to irrigate, otherwise
is false. Moreover, the watchdog requests the sensor battery
level and initializes a DELAY constant. This value defines
the amount of DELTAT to wait until the end of the high
sampling period. If we consider for example the soil water
content, as a consequence of an irrigation it will react with
a delay X which is related to the soil characteristics and
other variables. Therefore, in such a case, DELTAT allows
to delay changing the sampling rate until the event of interest
ended. Finally, the algorithm outputs the sampling frequency
in terms of how many keep-alive messages should be sent
before sending a data message. This output is then sent to the
sensor using the downlink functionality of LoRaWAN. From
this point on, the watchdog goes to sleep mode and the sensor
node is reconfigured as soon as it wakes up again to send next
keep-alive message.

VI. CONCLUSION

The application presented in this paper is an example of
how the agriculture domain can benefit from recent advances
in technology. In particular, the advent of LoRaWAN opens
up to new possibilities in terms of IoT applications. The effort
made by LepidaScpa in providing an open LoRaWAN network
to collect and store data from the field is a fundamental asset
to reduce entry costs for stakeholders, both public and private,
who want to deploy their own sensor network within the
Emilia Romagna region. If on the one hand saving power is
in line with green economy, on the other hand it is also a
must when dealing with battery powered devices. At sensor

level, power consumption can be reduced be reducing the
sampling and transmission rate. But this can be in contrast
with the sampling of higher frequency events. An automatic
tuning of the sensor sampling rate can be performed based
on the context where the sensor is operating in. With this
respect, context detection and distribution is granted by SEPA
which enables the development of distributed an context aware
applications, including the one presented in this paper. Thanks
to the Linked Data and Semantic Web technologies, SEPA
provides an interoperability enabling technology which can
be applied, with the same principles shown in this paper, also
in several other IoT domains.
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