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Abstract

In this paper, a novel technique for adaptive gain selection in high-order sliding mode observers to

estimate the state and the disturbance acting on a hydraulic actuators is designed and tested. The

proposed gain adaptation technique is based on the evaluation of the absolute value of the errors

computed between the real measurements available on the system and their estimation provided by

the observer.

Experimental results are reported to validate the effectiveness of the proposed technique in a

real context. The experiment are conducted in two different conditions, i.e. without external load

and with an unknown visco-elastic seismic isolator attached to the hydraulic actuator.

The proposed gain-adaptation method is also compared with the case of manually-tuned gains

and a classic gain adaptation technique reported in literature, in which the gain adaptation is based

on fixed variation rates. The proposed method provides performance comparable or superior to

both manual and classic adaptive gain selection. Moreover, with respect to classic techniques, the

proposed one has the advantage of improving the convergence rate in case of large estimation errors

and limiting the growing of observer gains in case of noisy measurements.

Key words: Hydraulic actuators, high-order observers, adaptive gains, nonlinear systems.

1. Introduction

Electro hydraulic actuators (EHAs) are widely adopted in modern industries. Typical usage

concerns heavy duty excavation, positioning systems [1] and vibration control [2, 3]. Within this

contest, observers for state estimation based on mathematical models of EHAs are valid solutions

for fault detection and diagnostics [4, 5, 6]. At the same time, state observers are a valid alternative
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to the installation of sensors to give feedback to the control laws in case of prohibitive costs or

harsh environments [7]. The design of state observers should take into account the nonlinearities

of hydraulic actuators such as frictions, pressure-flow rate relationship and dead-zone frequently

encountered in many actuators of industrial control systems, especially those containing some very

common components, such as hydraulic or pneumatic valves. Dead-zone nonlinearity often occurs

in closed centre valves when the land width is greater than the port width at neutral spool position

[8]. The presence of dead-zone, together with other nonlinearities of EHAs, makes the design of

the state observers a challenging problem. Several approaches are proposed in literature. These

methods include linear approaches, linearized model based techniques [9] and observers based on

nonlinear models [10, 11]. Extended Kalman filter (EKF) is adopted to detect the fault in hydraulic

actuators [12] by means of the state estimation. The approach is based on the local linearization

of the nonlinear system and allows to closely track the state trajectories if compared with the

linear approach of the Kalman filter [13]. Halder [14] showed a procedure to detect and isolate

the sensor fault of an EHA system using conventional EKF. An unscented Kalman Filter based

approach is presented in [15]. In [16] an active disturbance rejection adaptive control scheme based

on full state feedback for motion control of hydraulic servo systems subjected to both parametric

uncertainties and uncertain nonlinearities is proposed. In [17] an extended state observer and a

nonlinear robust controller are synthesized via the backstepping method to manage a hydraulic

system with mismatched modelling uncertainties. In [18], a nonlinear approach based on the State-

Dependent-Riccati-Equation (SDRE) is proposed together with experimental validation. The high

degree of parametric uncertainty that characterizes hydraulic actuators exhorts the researchers

to follow robust approaches for the state estimation [19, 20]. In [21], the authors proposed a

method based on robust filter structure, to compensate the effect of the unmodelled dynamics,

combined with on-line parameter adaptation, to account for the parametric uncertainty. In [22]

an adaptive disturbance compensation strategy based on sliding mode extended state observer is

proposed for permanent magnet synchronous motors driven by voltage source inverters, while in [23]

the authors reported an optimal fuzzy disturbance observer-enhanced sliding mode controller for

magneto-rheological damper semi-active train-car suspensions. An extended state observer based on

robust adaptive dynamic sliding mode tracking control for an automobile engine electronic throttle

system is presented in [24]. In [25], an adaptive sliding mode observer (SMO) is proposed for the

estimates of velocity and parameters of an electro-hydraulic system. Even if SMO is a valid tool

to manage uncertainties, it is well known that the undesirable chattering phenomenon will degrade



the estimation performance and then a low pass filter is required for the reconstruction of the

uncertainties. To overcome this limit, higher order sliding mode observers (HSMOs) are generally

adopted due to their better sliding accuracy [26]. The use of HSMOs for state and unknown input

estimation in uncertain nonlinear systems are discussed in [27, 28, 29, 30]. In [31], the authors

present a HSMO for the estimation of road adhesion coefficient under various surface conditions.

In a previous paper [32], the authors presented a comparison between a SMO, a HSMO and an

EKF for state estimation in hydraulic actuators in presence of several nonlinearities. The results

highlighted that HSMO presents in general a more reliable behaviour. Previous methods for gain

adaptation in HSMO are applied in [33, 34] to fuel cells and power converters, while in [35] the

application of adaptive gain HSMO to synchronous motors state identification is presented.

In this paper, a novel technique for the design of the Adaptive-gain HSMO (called A+HSMO

to distinguish it from classic adaptation methods) gains is proposed and compared to a technique

proposed in literature [34, 35] (we will refer to this technique as AHSMO in the following), where

the adaptation is performed at a constant rate when the absolute estimation error is larger than

a given threshold. The proposed A+HSMO is based on the fully nonlinear nominal EHA model,

including also hard nonlinearities such as dead-zone of the control valve and friction on the piston,

and it is used to estimate the full EHA state. Differently from previous techniques, in the A+HSMO

the gain adaptation rate is proportional to the error absolute value, in such a way to speed up the

convergence in case of large errors and to avoid the gains to grow unnecessarily in case of small

errors. Stability proof is provided for the proposed technique, highlighting that how the proposed

approach preserves the general properties of finite-time convergence of HSMO. Experiments are

performed on an EHA shown in Fig. 1 in two different working conditions, i.e. without any load

and with a visco-elastic load, to validate the A+HSMO and to compare its performances with

manually tuned HSMO and AHSMO.

The paper is organized as follows: a fifth order nonlinear model is derived in Section 2 taking

into account dead-zone, frictions and the nonlinear pressure-flow rate relationship; Section 3 focuses

on HSMO design and introduces adaptive-gain strategies and stability analysis for the A+HSMO.

The experimental results and their comparison are presented in Sec. 4, while conclusions are drawn

in Sec. 5.



Figure 1: The seismic isolator used during the experiments.

2. System Dynamics

The EHA under consideration is part of a test rig shown in Fig. 1 and presented in [32], adopted

for the experimental characterization of anti-vibration systems. The EHA mainly consists of a

double-rod hydraulic cylinder linked to a mass (the sliding table) that moves on a linear guide.

The flow distribution is controlled by a proportional valve and loads act on the moving mass. A

scheme of the system is reported in Fig. 2. For the derivation of the mathematical model, some

assumptions are made: the tank pressure PT is equal to zero, the fluid properties are not dependent

on the temperature, the piston areas and the chamber volumes are equal on both piston sides, the

internal and external fluid leakages are negligible. The time dependence of the variables is omitted

in the equations for brevity.

As derived in [32], the mathematical model of EHA is:






























ÿ = − b

m
ẏ − Ff (ẏ)

m
+

Ap PL

m

ṖL = −2β AP

V0

ẏ +
2βΨ(ve)

√

Ps − |PL|
V0

v̈e = −ω2
nvve − 2 ǫv ωnv v̇e + ω2

nv(ke u+ ve0)

(1)

where m is the mass of the load, b is the viscous friction coefficient, Ff(ẏ) is the friction force, Ap is

the piston area, PL(t) = PA(t)−PB(t) is the load pressure, PA(t) and PB(t) are the pressures inside

the two cylinder chambers, V0 is the volume of each chamber for the piston centered position, β is

the effective Bulk modulus, ve(t) is the spool valve displacement signal, ωnv and ǫv are the natural

frequency and the damping ratio of the valve respectively, ve0 is the spool position bias, ke is the
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Figure 2: Schematic diagram of the hydraulic actuation system.

input gain and u(t) is the valve command. See Tab. 1 for the description and the values of the

system parameters.

In (1), the first line described the piston rod dynamics, including any other model part connected

to it, the second represents the load pressure dynamics according to [36], while the third line

resembles the proportional valve dynamics [37].

The function Ψ(ve) represents the valve nonlinear gain, which is supposed to be unknown. For

the sake of simplicity and since the designed observer will cope with model uncertainties, a simple

linear valve model is assumed in the system dynamics, i.e. Ψ̃(ve) = kqve.

Therefore, assuming as state vector x(t) = [y(t) ẏ(t) PL(t) ve(t) v̇e(t)]
T , the system (1) is

nonlinear in the state and affine in the input u(t). It follows that it can be rewritten as:

ẋ(t) = f(x(t)) + g(x(t)) u(t) + ϕ(x(t), t) (2)

z(t) = h(x(t)) (3)

with the assumptions
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where z(t) is the output vector, f(x(t), u(t)), ϕ(x(t), t) and h(x(t)) are the state dynamics, the

disturbance and the output non-linear functions respectively, g(x(t)) is the input function, u(t) is

the system input, kq is the nominal valve constant, and the function η(t) = [ηy(t), ηPL
(t), ηve(t)]

T

includes unmodelled loads, dynamics and parameter uncertainties.

3. HSMO Design

The full procedure for the HSMO design is reported in [32], here the results are briefly summa-

rized for clarity.

First, it can be easily verified that the sum of the output relative degrees is equal to 5, i.e. the

dimension of whole state space, meaning that there is no hidden dynamics in the system given the

output vector z(t). It follows that, by indicating with the ·̂ the estimated variables, the system (2)

can be rewritten in block-wise Brunovsky canonical form as:

˙̂x = Λx̂+ Φ(x̂) + ϕ(x̂) + g(x̂)u (7)

where
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(9)

ϕ(x(t)) = ϕ(x(t), t)
∣

∣

∣

η(t)=[0, 0, 0]T
(10)

Therefore, the derivative of the observer state x̂
{i}
j (t), ∀ i ∈ [1, 2, 3], ∀ j = 0, . . . , ri − 1, being ri

the relative degree of the i-th output, can be estimated in finite time from the measured outputs

zi = hi(x) by means of a high-order sliding-mode differentiator [38]:

v
{i}
−1 = zi

σ̇
{i}
j = v

{i}
j

e
{i}
j = σ

{i}
j − v

{i}
j−1

v
{i}
j = −ν

{i}
j M

1/(ri−j+1)
{i} ⌊e{i}j ⌉(ri−j)/(ri−j+1) + σ

{i}
j+1

e{i}ri
= σ{i}

ri
− v

{i}
ri−1

σ̇{i}
ri

= −ν{i}
ri

M{i} ⌊e{i}ri
⌉0 (11)

with j ∈ 0, . . . , ri − 1, and where the following notation is adopted

⌊x⌉y = |x|y sign(x)

Note that ⌊x⌉0 = sign(x). According to [38],

ν
{1, 3}
j = [3, 1.5, 1.1], ν

{2}
j = [1.5, 1.1] (12)

where the gain M{i} should be selected to properly tune the observer convergence rate. In the

following, two adaptive techniques for the selection of M{i} will be discussed, and the results will

be compared with manually tuned gains. From the observer design, it follows that

˙̂x
{i}
j = σ

{i}
j , j ∈ 0, . . . , ri − 1, ˙̂x{i}

ri
= σ{i}

ri

Since the finite-time exact estimates of x̂ are available via the higher-order sliding-mode differen-

tiator (11), an estimation of the disturbance input vector can be provided by means of

ϕ̂(x̂, t) = σ − Λx̂− Φ(x̂)− g(x̂)u (13)



where, from (11), σ = [σ
{1}
1 σ

{1}
2 σ

{2}
1 σ

{3}
1 σ

{3}
2 ]T is the observer augmented state, i.e. the estimated

system state derivative.

The model parameters are determined by means of an identification procedure [39], and they

are reported in Tab. 1.

3.1. Gain Adaptation

The only parameters to be tuned in the HSMO are the gains M{i}. This parameter influences

the convergence rate of the observer in a way that will be clarified later. Apart from manual tuning,

a technique reported in literature [34, 35] is based on increasing these gains at a fixed rate whenever

the error is different from zero in the ideal case, or larger than a proper threshold considering

measurement disturbances. Therefore, in case of automatic gain tuning, the gains are not constant

anymore, but their time derivative can be expressed as:

Ṁ{i} =











k{i}, |e{i}0 | > δ{i}

0, |e{i}0 | ≤ δ{i}

(14)

where δ{i} are the error thresholds. For the stability analysis of such a kind of AHSMO, the reader

may refer to [34].

In the novel technique here proposed, called A+HSMO to distinguish it from the previous one,

the gain adaptation rate is not constant when the error exceeds its threshold, but it is proportional

to the absolute error itself, i.e.

Ṁ{i} =











ka{i} |e{i}0 |, |e{i}0 | > δ{i}

0, |e{i}0 | ≤ δ{i}

(15)

Table 1: Nominal parameters of the hydraulic actuator.

Description Symbol Unit Value
Piston mass m kg 440
Piston area Ap m2 0.01
Centered camera volume V0 m3 0.004
Bulk modulus β Pa 1e9

Nominal valve gain kq m3/(sVPa
1

2 ) 6e-7
Input gain ke 0.49
Valve natural frequency ωnv s−1 152
Valve damping coeff. ǫv 0.92
Supply pressure Ps Pa 1e7



The advantages provided by the proposed gain-adaptation law are: 1) a faster convergence in case

of initial large estimation errors, e.g. in case of large uncertainties on the initial state, since a direct

relation between the error magnitude and the gain variation rate is exploited; 2) an additional

degree of freedom provided by the coefficient ka{i} to independently tune the convergence rate of

the observer during the initial transient, thanks to the fact that ka{i} linearly multiplies the absolute

error value; 3) a limited gain variation in case of sporadic violation of the estimation error threshold

after the initial transient, because after the initial transient the estimation error magnitude is very

likely quite small. These properties will be validated during the experimental tests.

It is worth noting that it is certainly not a new idea to tune the observer parameters based on

the estimation errors as in eq. (15). However, the proposed technique is not actually reported in

existing literature related to HSMO.

A key issue on threshold-based adaptation methods such as eq. (14) and (15) is how to choose

the thresholds δ{i}. While a large threshold value may result in large estimation errors due to the

smaller value the observer gain will achieve, a small threshold may generate continuously increasing

gains due to measurement noise. Therefore, on the basis of an experimental evaluation of the state

observation error, the threshold values should be selected large enough to avoid the observer gain,

after the initial transient, to be affected by the measurement noises. Generally speaking, after

an experimental evaluation of the measurement noises, the values of the threshold δ{i} should be

selected just larger that the measurement noise level on the corresponding i-th output in order to

achieve a steady state value of the observer gains.

3.2. Stability analysis

For the stability analysis of the proposed A+HSMO, we have first to highlight the fact that the

observer of the system at hand can be seen as the composition of two differentiator types:

• Two second-order differentiators for the piston rod and the valve dynamics (the first and the

third equation in (1) respectively);

• A first-order differentiator for the hydraulic circuit dynamics (the second equation in (1)).

Therefore, it is possible to split the stability analysis of the proposed AHSMO into the analysis

of a first-order and of a second-order differentiator with the proposed gain adaptation law. For this

reason and for the sake of brevity, the index {i} is dropped in the following.

As a general observation, according to [40], it is possible to show how the Lyapunov functions for

the designed sliding-mode differentiators scale with the value of the gain M , the interested reader



may refer to [41] for the details. Therefore, given a Lyapunov function for a specific value of the

observer gainM , it is possible to obtain a Lyapunov function for any value ofM by a suitable scaling

of the parameters. For this reason, the value of the gain used to define the Lyapunov function for

the non-adaptive part is omitted in the following.

3.2.1. Stability of the adaptive-gain second-order differentiator

The following Lyapunov function is adopted

V (ǫ,M) = V0(ǫ) +
1

4
(M −M∗)4 (16)

where

ǫ = [⌊e0⌉2/3 e1 ⌊e2⌉2]T

is the observer state vector adopted for stability analysis, M∗ represents a suitable upper bound to

the gain values, V0(ǫ) is the Lyapunov function for the non-adaptive differentiator as proposed in

[40]:

V0(ǫ) = ǫTΓǫ, Γ =











γ1 −1
2
γ12 0

−1
2
γ12 γ2 −1

2
γ23

0 −1
2
γ23 γ3











where Γ is a positive definite and radially unbounded symmetric matrix if and only if

γ1 > 0, γ1γ2 −
1

4
γ2
12 > 0,

[

γ1γ2 −
1

4
γ2
12 > 0

]

γ3 −
1

4
γ1γ

2
23 > 0

It is possible to show that, since the observer error in the non-adaptive case converges in finite time

to the origin also in case of perturbations for any value of the gain M ≥ 1 [40], the gain-adaptation

law will reach the condition Ṁ = 0 in finite time, i.e. as soon as |e0| ≤ δ. Therefore, it is possible

to assume that there exists a positive constant M∗ such that M(0) = 1, M < M∗, ∀t ≥ 0.

If |e0| ≤ δ, it follows that Ṁ = 0 and

V (ǫ,M) = V0(ǫ) (17)

With reference to the general definition of the HSMO eq. (11), it is possible to show that V̇0(ǫ) is

negative definite if the following additional conditions are satisfied

γ12 > 0, γ23 > 0, νriM > η(t) ∀t

for some positive values of the gains νj , j = 0, · · · , ri as reported in (12), where η(t) is the distur-

bance acting on the system and the dependance from the specific observer index {i} is removed for



generality. For the interested reader, the complete demonstration about the negative definitiveness

of V̇0(ǫ) is reported in [40].

If |e0| > δ, from (16) it follows that

V̇ (ǫ,M) = V̇0(ǫ) + Ṁ(M −M∗)3

= V̇0(ǫ)− ka|e0||M −M∗|3 < V̇0(ǫ)− kaδ|M −M∗|3

It is important to recall that under the conditions given in Theorem 1 of [40], the following

condition

V̇0(ǫ) ≤ −ϑV
3

4

0 (ǫ)

is satisfied for some positive constant ϑ. It is then possible to write

V̇ (ǫ,M) ≤ −ϑV
3

4

0 (ǫ)− kaδ|M −M∗|3

By applying Jensen’s inequality

|x|+ |y| ≥ (|x|q + |y|q) 1

q , ∀q ≥ 1

with q = 4/3, we obtain

V̇ (ǫ,M) ≤ −
[

ϑ
4

3V0(ǫ) + 4 (ka δ)
4

3

(

1

4
|M −M∗|4

)]
3

4

≤ −min
(

ϑ, 4
3

4 ka δ
)

V
3

4 (ǫ,M) (18)

It follows that, other than ensuring the observer stability, the proposed gain-adaptation law pre-

serves also the finite-time convergence property of the second-order differentiator.

3.2.2. Stability of the adaptive-gain first-order differentiator

For the stability of the adaptive-gain first-order differentiator, the following candidate Lyapunov

function is adopted

V (ǫ,M) = V0(ǫ) +
1

2
(M −M∗)2 (19)

where

ǫ = [⌊e0⌉1/2 e1]
T

is the observer state vector adopted for stability analysis, M∗ represents a suitable upper bound

to the gain value, V0(ǫ) is the Lyapunov function for the non-adaptive differentiator as proposed in

[42]

V0(ǫ) = ǫTPǫ



where P is a suitably-selected positive definite symmetric matrix. The same considerations made

in the case the second-order differentiator for the boundedness of the gain M hold also in this case.

If |e0| ≤ δ, it follows that Ṁ = 0 and

V (ǫ,M) = V0(ǫ) (20)

In particular, in the unperturbed case, i.e. η(t) = 0, the first-order differentiator dynamics can be

rewritten as

ǫ̇ =
1

|e0|1/2
Aǫ, A =





−1
2
ν0M

1/2 1
2

−ν1M 0





the derivative of V0(ǫ) can be written as

V̇0(ǫ) = − 1

|e0|1/2
ǫTQǫ

where Q is a positive definite symmetric matrix, and P is related to Q by the algebraic Lyapunov

equation

ATP + PA = −Q (21)

Since A is Hurwith if and only if ν0 > 0, ν1 > 0 and M > 0, a unique positive definite symmetric

matrix P exists satisfying (21) for any positive definite symmetric matrix Q, so that V0(ǫ) is a

strict Lyapunov function for the first-order differentiator. In the perturbed case, i.e. η(t) 6= 0, it is

possible to show that for M > 1 and with a suitable selection of positive values of the gains ν0, ν1

as in (12) the estimation error converges to a suitable threshold in finite time. The interested reader

may refer to [42] for further datails on the selection of the first-order differentiator gains.

If |e0| > δ, from (16) it follows that

V̇ (ǫ,M) = V̇0(ǫ) + Ṁ(M −M∗)

= V̇0(ǫ)− ka|e0||M −M∗| < V̇0(ǫ)− kaδ|M −M∗|

It is important to recall that under the conditions given in Theorem 1 of [42], the following

condition

V̇0(ǫ) ≤ −ϑV
1

2

0 (ǫ)

is satisfied for some positive constant ϑ. Therefore, it is possible to write

V̇ (ǫ,M) ≤ −ϑV
1

2

0 (ǫ)− kaδ|M −M∗|



0 1 2 3 4

Time [s]

-2

-1

0

1

2

V
al

v
e 

In
p
u
t 

V
o
lt

ag
e 

[V
]

Figure 3: Valve input voltage adopted for all the tests.

By applying Jensen’s inequality with q = 2, we obtain

V̇ (ǫ,M) ≤ −
[

ϑ2V0(ǫ) + 2 (ka δ)
2

(

1

2
|M −M∗|2

)]
1

2

≤ −min
(

ϑ,
√
2 ka δ

)

V
1

2 (ǫ,M) (22)

It follows that, other than ensuring the observer stability, the proposed gain-adaptation law pre-

serves also the finite-time convergence property of the first-order differentiator.

4. Experimental Results

Experimental tests are performed on the EHA test-bed to verify the effectiveness of the proposed

approach for the HSMO gain adaptation. To evaluate the sensitivity of the designed state observers

to different working conditions, two different experiments are performed: 1) without any load

applied to the sliding table, as shown in left picture of Fig. 1; 2) with an Isolator Under Test (IUT)

connected to the sliding table, as shown in right picture of Fig. 1.

In all the experimental tests, the input signal is the one reported in Fig. 3, and the HSMO is

designed on the basis of the nominal system parameters reported in Tab. 1. Moreover, the manually-

selected HSMO gains adopted for comparison are the same adopted in [32] and they are reported

in Tab. 2.

Table 2: Manually-selected gains of the HSMO.

M{1} M{2} M{3}

220 60000 1000
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(c) Piston Friction [N].

Figure 4: Piston position, velocity and friction during the experiment without IUT and estimation provided by the
HSMO.

The experimental setup is equipped with sensors providing measurements of the piston position,

pressure and valve spool position. However, no information is available from the valve manufacturer

about the relation between the valve output position signal and the effective valve spool position.

Therefore, the valve spool position and velocity will be expressed in volts and volts/seconds respec-

tively to reflect the output position signal provided by the valve itself. For the comparison with

the piston and spool velocities estimated by the observers, these data are reconstructed from the

respective position information through digital filtering.

In the following, the experimental results will be reported in the aforementioned working con-

ditions. After, those results will be discussed to draw some conclusion about the proposed gain-

adaptation strategy.
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(b) Valve dead-zone [m
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Figure 5: Pressure inside the piston chamber during the experiment without IUT and estimation provided by the
HSMO.

4.1. Experimental results without piston load

The results of the experimental test in case of no EHA load are shown in Fig. 4, 5 and 6. The

effective system state is compared with respect to the state estimated by the HSMO, AHSMO and

A+HSMO. Moreover, the estimation error is also reported to ease the comparison. As previously

mentioned, the designed observer provides also an estimation of the disturbances acting on the

system. Therefore, those estimations are shown together with the state information. In particu-

lar, Fig. 4 reports the piston position (Fig. 4(a)), velocity (Fig. 4(b)) and the estimated friction

(Fig. 4(c)). Figure 5 reports the pressure in the piston chamber (Fig. 5(a)) and the effect of the

valve dead-zone (Fig. 5(b)). Finally, Fig. 6 reports the valve data, such as the valve spool position

(Fig. 6(a)), velocity (6(b)) and estimated input bias (Fig. 6(c)).

To simplify the analysis of these results, the performance of the three observers in terms RMS

value of the state estimation errors during the experimental tests without load applied to the EHA

are reported in Tab. 4. The comparison of the gains of the AHSMO and the A+HSMO are reported

respectively in Fig. 7(a) and 7(b).

Table 3: Parameter of the AHSMO and the A+HSMO.
index {1} {2} {3}
δ{i} 3e-4 4000 0.4
k{i} 1 1e6 1
ka{i} 1 1 1
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(b) Spool velocity [V/s].
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(c) Valve position bias [V].

Figure 6: Valve position, velocity and input bias during the experiment without IUT and estimation provided by the
HSMO.

4.2. Experimental results with nonlinear piston load

The results of the experimental test in case the IUT is attached to the piston are shown in Fig. 8,

9 and 10. In particular, Fig. 8 reports the piston position (Fig. 8(a)), velocity (Fig. 8(b)) and the

estimated friction (Fig. 8(c)). Note that, with respect to the previous experiment, the piston load

is significantly higher.

Figure 9 reports the pressure in the piston chamber (Fig. 9(a)) and the effect of the valve

dead-zone (Fig. 9(b)).

Finally, Fig. 10 reports the valve position (Fig. 10(a)), velocity (10(b)) and estimated input bias

(Fig. 10(c)).

As in the previous case, the performance of the three observers in terms RMS value of the state

estimation errors during the experimental tests with IUT attached to the EHA are reported in
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(b) Values of the A+HSMO gains without IUT.

Figure 7: Comparison of the observer gains during the experiment without the IUT.

Tab. 5. The comparison of the gains of the AHSMO and the A+HSMO are reported respectively

in Fig. 11(a) and 11(b).

4.3. Discussion of the Results

From all these results, and in particular looking to Tab. 4 and 5, is it possible to conclude that,

while the AHSMO shows slightly better performance in case of the y estimation, it behaves worst

than the other observers in all the other cases. On the other side, the A+HSMO performance is

similar to the manually-tuned HSMO for all the state components but for the chamber pressure PL,

in which the A+HSMO RMS error is about one third of the HSMO one in case of no load and three

to four times smaller in case of IUT attached to the piston. By directly comparing the AHSMO and

the A+HSMO, it is possible to state that the latter shows overall better performance, in particular

in the case of large signals such as PL. It is also worth noticing that looking at Fig. 5(b) and 9(b),

the larger value of the observer gain achieved by both the AHSMO and the A+HSMO generates a

significantly different estimation of the valve dead-zone.

Another interesting consideration is the comparison of the gains of the AHSMO and the A+HSMO.

From the plots reported in Fig. 7 for the case of no EHA load and in Fig. 11 in case of the

IUT attached to the EHA, it is possible to see that, with respect to the AHSMO, the A+HSMO

Table 4: RMS value of the state estimation errors obtained during the experiment without IUT.

Experiment y ẏ PL ve v̇e
HSMO 1.73e-7 0.63e-4 9.07 1.46e-4 1.17e-2
AHSMO 1.00e-7 1.92e-4 1.98 1.43e-4 1.82e-2
A+HSMO 2.02e-7 0.61e-4 3.37 1.45e-4 1.52e-2
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(c) Piston Load [N].

Figure 8: Piston position, velocity and friction during the experiment with IUT and estimation provided by the
HSMO.

gains present a fast initial convergence followed by a limited variation. Moreover, the value of the

A+HSMO gains are in general smaller than the AHSMO ones and that, after the initial transient,

the A+HSMO gains reach a stable value, while the AHSMO gains continue to change along the

experiment. This fact confirms the motivations at the basis of the A+HSMO design.

5. Conclusions

In this paper, the evaluation of a HSMO-based robust observation methods with adaptive gain

selection applied to a hydraulic actuation system is reported, in case of noisy measurements, un-

certain disturbances and unknown load.

A novel strategy for gain adaptation in HSMO, called A+HSMO, is defined and its stability

analysis is provided, showing that it preserves all the properties of finite time convergence of the
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Figure 9: Pressure inside the piston chamber during the experiment with IUT and estimation provided by the HSMO.

state estimation error of its fixed-gain counterpart.

To validate the A+HSMO, experimental tests are performed both in case of no load attached

to the hydraulic actuator and in case an unknown non-linear visco-elastic load is attached to the

system. The A+HSMO shows the ability to provide a reliable estimation of the system state in

all the test conditions. Moreover, the A+HSMO is compared with the case of manually tuned

(fixed) gains and with a conventional gain adaptation strategy form the literature. The A+HSMO

shows results comparable to the manually-tuned HSMO apart from the estimation of the chamber

pressure that is significantly better for the A+HSMO. Moreover, the A+HSMO results to have

better performance in almost all the cases with respect to the AHSMO, also from the point of view

of the gains evolution.
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