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# Exploring the capabilities of optical pump X-ray probe NEXAFS spectroscopy to track photo-induced dynamics mediated by conical intersections ${ }^{\dagger}$ 

Francesco Segatta, ${ }^{* a \ddagger}$ Artur Nenov, ${ }^{* a \ddagger}$ Silvia Orlandi, ${ }^{a}$ Alberto Arcioni, ${ }^{a}$ Shaul Mukamel, ${ }^{b}$ and Marco Garavelli*a


#### Abstract

X-ray spectroscopy is gaining a growing interest in the scientific community, as it represents a versatile and powerful experimental toolbox for probing the dynamics of both core and valence electronic excitations, nuclear motions and material structure, with element and site specificity. Among the various X -ray based techniques, near-edge X -ray absorption fine structure (NEXAFS) spectroscopy, which interrogates the energy and probability of resonant core-to-valence transitions, has started to be applied to organic molecules: a recent UV-pump X-ray probe time resolved NEXAFS experiment [Wolf et al., Nature Communication, 2017, 8, 1] has shown the capability of the technique to provide information about the ultrafast internal conversion between the bright $\pi \pi^{*}$ and the dark $n \pi^{*}$ electronic states of the nucleobase thymine. In the present contribution we introduce an accurate theoretical approach for the simulation of NEXAFS spectra of organic molecules, employing azobenzene as a testbed case. The electronic structure calculations, which provide both energy levels and transition probabilities of core-to-valence excitations, were here performed with a high level multiconfigurationl method, the restricted active space self consistent field (RASSCF/RASPT2). GS- and $n \pi^{*}$-NEXAFS spectra were obtained on the top of key molecular geometries (as the optimized cis, trans and conical intersection(s) structures) as well as along the fundamental isomerization coordinates (namely, symmetric and asymmetric bendings of the phenyl rings, and torsion around the central dihedral). We eventually characterize and explain the origin of the simulated signals, highlighting the specific signatures that make it possible to follow the excited state evolution from the $n \pi^{*}$ Franck Condon point, towards the conical intersection(s).


## 1 Introduction

Photoinduced nonadiabatic phenomena in molecules and supramolecular assemblies are ubiquitous. Conical Intersections (CI) open the door to ultrafast (sub-100-fs) nonradiative internal conversion between electronic states of the same spin multiplicity, controlling product yields and rates in virtually all photochemical and photophysical processes. Recent developments in multidimensional electronic spectroscopy, giving access to unprecedented short laser pulses with remarkable phase stability, have overcome the limitations of spectral congestion and low tempo-

[^0]ral resolution. This technical progress has provided the tools required to follow the ultrafast dynamics of molecular systems and holds the promise to reveal direct unambiguous fingerprints of the passage through a CI. The increasing complexity of the spectroscopic techniques gives rise to equally complex spectral signatures, whose direct interpretation is often hard or impossible. To disentangle all measured features and draw a detailed and reliable map of the energy transfer routes, it is therefore mandatory to support experimental measurements with theoretical models relying on a unified and fully integrated experimentalcomputational approach. Such an integrated approach has become paramount in the analysis and interpretation of transient optical spectroscopies, spanning the IR-VIS-UV spectral window. The development of X-ray free-electron laser facilities ${ }^{1-3}$ paves the way to extend this approach to the rapidly growing field of novel multidimensional nonlinear spectroscopic techniques, ranging from X-ray Stimulated Raman ${ }^{4}$ to time resolved X-ray diffrac-
tion. ${ }^{5}$
X-ray spectroscopy provides a complementary tool for tracking of molecular excited state dynamics with respect to the more widely employed optical spectroscopy. Besides the improved temporal resolution which can be pushed down to the attosecond time scale, X-ray techniques are aspired because of their elementand site-selectivity: they allow to separate spectroscopically different elements even within the same molecule due to the strong difference in binding energy of core electrons ( $\sim 100 \mathrm{eV}$ difference for $\mathrm{C}, \mathrm{N}$ and O ). The subtle sensitivity of the binding energies to the composition of the immediate surrounding makes X-rays another promising tools for structural analysis ${ }^{6}$ and for probing molecular dynamics.

Several X-ray techniques for tracking excited state molecular dynamics have emerged in the recent years. ${ }^{7}$ In all such experiments, the photoactive molecule is initially excited by means of an optical pulse, populating a valence electronic state, and the excited state electronic structure is then probed by a delayed soft X-ray pulse. Near-edge X-ray absorption fine structure (NEXAFS) spectroscopy is used to probe resonant core-to-valence excitations. ${ }^{8}$ In X-ray photoelectron emission (XPS), X-rays are used to eject a core electron from the molecule whose kinetic energy is recorder. Finally, X-ray emission spectroscopy (XES) studies the characteristic wavelengths of photons emitted by valence electrons when filling a previously generated core hole, a process known as Auger decay. ${ }^{9}$

The above techniques have been successfully applied in the transient X-ray spectroscopy of transition metal-based compounds. ${ }^{9-11}$ More recently, applications to photo-energy and internal conversion in organic molecules have been reported. ${ }^{12,13}$ In particular, the authors of Ref. 13 investigated the $\pi \pi^{*}$ to $n \pi^{*}$ internal conversion in thymine by means of time resolved NEXAFS. Wolf and co-workers exploited the fact that excitations from the thymine oxygen core can be promoted not only to unoccupied valence orbitals, but also to formerly occupied orbitals (of $n$ and $\pi$ character) in which the preceding optical excitation has created a hole. Moreover, the core-to-n transition was demonstrated to have high oscillator strength. Thus, the formation of the hole in the $n$ orbital during $\pi \pi^{*}$ to $n \pi^{*}$ internal conversion was detected as a clear resonance below the K-edge in the absorption spectrum of the oxygen, thereby demonstrating the sensitivity of the technique to capture the ultrafast $\pi \pi^{*}$ to $n \pi^{*}$ internal conversion (on a sub-ps time scale).

In this contribution we extend the idea and explore, by means of theoretical simulations, the sensitivity of optical pump nearedge X-ray probe spectroscopy to photoinduced excited state dynamics in conjugated organic molecules containing heteroatoms with electron lone pairs. By means of the multiconfigurational restricited active space self consistent field (RASSCF) approach ${ }^{14}$ corrected by second order perturbation (RASPT2) ${ }^{15,16}$ we simulate NEXAFS spectra of azobenzene probing the ground state (GS) and the $n \pi^{*}$ excited state at representative molecular geometries. Recently, Ehlert et al. published a theoretical study of the GS-, $n \pi^{*}$ - and the $\pi \pi^{*}$-NEXAFS spectra of trans- and cisazobenzene performed within the framework of density functional theory (DFT). ${ }^{17}$ Our study extends beyond the Franck-

Condon (FC) points and covers the entire isomerization pathway connecting the trans- and the cis-forms. Furthrmore, we derive a simple orbital-based model which successfully rationalizes the observed spectral shifts and line shapes.

Our simulations reveal characteristic signal trends along key modes involved in the isomerization of azobenzene, i.e. torsion and bending. We note, however, that the documented trends are generally valid for any cis-trans isomerization reaction. While in conventional (optical) spectroscopy techniques the evidence of passage through a crossing region is merely extrapolated (due to extremely red-shifted signals and cancellation of their oscillator strength ${ }^{18}$ ), here we demonstrate a clear indication of a system evolution towards and through the CI which can be directly observed with X-ray techniques provided they have the required temporal resolution.

Finally, we discuss the transferability of the findings to other systems for which the here observed NEXAFS features can be exploited to track their photoinduced dynamics and to pinpoint in time the passage through the CI. In summary, we expect organic molecules containing hereroatoms with electron lone pairs (like nucleobases, amino acids, and more general azoswitches) and exhibiting a ballistic motion of the excited state wave packet towards the CI, to be good candidates for a clean time resolved mapping of the excited state potential energy surface with the already available X-ray techniques.

## 2 Computational Details

Core excitations in molecular systems absorb above several hundreds of eV and are thus preceded by a vast number of valence states. Therefore, a strategy is required to target specifically desired core excitations. The restricted active space self consistent field (RASSCF) approach ${ }^{14}$ from the family of multiconfiguration wavefunction based methods offers a neat way to cope with this issue. In a RASSCF calculation the active space, i.e. the list of orbitals and electrons of paramount importance for describing the electronic structure of the system, is divided into subspaces: RAS1 with an upper limit of holes; RAS2 where all permutations of electrons within the orbitals are considered; RAS3 with a maximal number of simultaneously excited electrons. In this regard, RASSCF offers a higher flexibility with respect to the more commonly used complete active space approach (CASSCF) which does not distinguish between subspaces, ${ }^{19,20}$ thus effectively removing "dead wood" from the list of configuration state functions (CSF's) without sacrificing accuracy. The missing (dynamical) correlation can be added on top of a RASSCF calculation through second-order perturbation (RASPT2). ${ }^{15,16,21}$

A common strategy to treat core-valence excitations within the RASSCF/RASPT2 framework is to place the core orbital(s) in RAS3 and use an upper limit of $n-1$ electrons into this subspace with $n$ being the total number of electrons in the fully occupied core orbital(s). Thereby, the list of CSF's is forced to include only core-hole configurations. This strategy has been applied to compute near edge X-ray spectroscopy of metal complexes ${ }^{22,23}$ as well as X-Ray Raman of organic compounds. ${ }^{24}$ A considerable drawback of this approach is that the core-valence transition dipole moments are not straightforwardly accessible due to


Fig. 1 Active space (in order of the orbital occupation) of the SA2RASSCF $(1,1|18,9| 4,7)$ trans-azobenzene valence states computation and diagram of the transitions relevant to this work. Key orbitals are highlighted in green colored boxes. If not otherwise specified, the nitrogen lone pair $n$ and the $\pi^{*}$ orbital refer to, respectively, the highest occupied and the lowest unoccupied orbitals. The two core orbitals are denoted with the labels $c 1$ and $c 2$.
the fact that valence and core-hole states need to be computed with different RAS3 limits for maximal occupation ( $n$ for valence states, $n-1$ for core-hole states).

Here we utilize a novel projection technique recently implemented in OpenMolcas, ${ }^{25}$ called highly excited states (HEXS) which sets to zero the CI coefficients of all CSF's with the maximum occupation from a given subspace, thus effectively projecting them out of the wavefunction. ${ }^{26}$ The HEXS approach allows to model the transition dipole moments of the core-excited states. Furthermore, the HEXS technique allows to handle mixed coreexcitations, e.g. by placing different core orbitals in RAS1 and RAS2 and applying the projector operator to both, and can be straightforwardly extended to multiple core excitations. ${ }^{26}$ This offers intriguing possibilities in combination with the generalized version of the RASSCF technique, known as GASSCF, ${ }^{27,28}$ which removes the restriction of working with only three subspaces. Applications of the HEXS technique can be found in Ref. 22,29,30.

In the following we outline the protocol for computing the nitrogen near edge X-ray spectra in azobenzene:

1. a Hartree-Fock calculation is performed which is used to construct the active space; due to the symmetry of azobenzene the canonical nitrogen core orbitals are delocalized; in order
to calculate contributions from individual cores, core-localized orbitals are obtained by linear combination;
2. the active space is constructed as follows (see Figure 1):

- RAS1: one core orbital is placed herein and kept frozen to avoid orbital rotation (using the SUPSYM keyword); the upper limit of holes was set to 1 ;
- RAS2: all occupied valence $\pi$-type orbitals were placed herein;
- RAS3: all virtual valence $\pi^{*}$-type orbitals were placed herein and an upper limit of 4 excitations was set;

In the following we designate the active space as $\operatorname{RAS}(1,1|18,9| 4,7)$, where the first pair of indices denote the upper limit of holes and the number orbitals in RAS1, the second pair the number of electrons and orbitals in RAS2, the third pair the upper limit of excitations and the number of orbitals in RAS3;
3. RASSCF calculations were performed separately:

- for the valence states, where up to two states (ground state (GS) and $n \pi^{*}$ states), were included in the state-averaging, i.e. SA-2-RASSCF $(1,1|18,9| 4,7)$. In case of configuration mixing between the first two roots (e.g. encountered for structures close to $90^{\circ}$ torsion) state-averaging was performed over the first three roots;
- for each of the two nitrogen core-orbitals, where the HEXS keyword was utilized to force the creation of the core hole, and up to 15 states were included in the state-averaging, i.e. SA-15-core-RASSCF $(1,1|18,9| 4,7)$; in structures exhibiting symmetry with respect to the nitrogen core-orbitals it is sufficient to perform the computations accounting for only one of the two cores.

4. unless specified otherwise in the text single state (SS)-RASPT2 was performed on top of each RASSCF calculation to account for the dynamical correlation; calculations have been performed setting the ionization-potential electron-affinity shift ${ }^{31}$ of 0.0 Hartree; to reduce problems with intruder states an imaginary shift ${ }^{32}$ of 0.3 Hartree has been applied;
5. transition dipole moments between the sets of valence and core-hole states were computed through the RAS state interaction (SI) routine;
6. the transition energies $\omega$ and the transition dipole moments $T D M$ were used to simulate near edge X-ray absorption spectra with the ground and first excited state $\left(n \pi^{*}\right)$ as reference, denoted GS-NEXAFS and $n \pi^{*}$-NEXAFS, respectively. The stick spectrum was dressed by a gaussian broadening, given by the equation

$$
\begin{equation*}
\operatorname{NEXAFS}(\omega)=\frac{1}{\sigma \sqrt{2 \pi}} \sum_{i}\left|T M D_{S_{x} \rightarrow i}\right|^{2} \exp \left[\frac{-\left(\omega-\omega_{S_{x} \rightarrow i}\right)^{2}}{2 \sigma^{2}}\right] \tag{1}
\end{equation*}
$$

where $S_{x}$ represents either the GS or the $n \pi^{*}$ state, the sum runs over the core-hole excited state and a standard deviation of 0.4
eV (corresponding to a full-width-at-half-maximum broadening of $\sim 0.9 \mathrm{eV}$ ) was used.

Scalar relativistic effects have been included by using a secondorder Douglas-Kroll-Hess Hamiltonian in combination with a relativistic atomic natural orbital basis set, ANO-RCC. ${ }^{33}$ A triple- $\zeta$ basis function set augmented with two sets of d-functions was used for carbons and nitrogens, whereas an additional set of f functions was used to improve the description of nitrogen, thus giving rise to ANO-RCC: C[4s3p2d1f], C[4s3p2d], H[2s1p]. A density-fitting approximation of the electron repulsion integrals has been used, knows as Cholesky decomposition. ${ }^{34}$

Calculations were performed on a variety of azobenzene geometries:

- the cis- and trans- GS minima;
- varying the three degrees of freedom of paramount importance for the cis- to trans- photoisomerization: torsion (CNNC), symmetric and asymmetric bending angles CNN/NNC:

$$
\begin{aligned}
&- \mathrm{CNNC}=140^{\circ} \quad\left(\mathrm{CNN} / \mathrm{NNC}=126^{\circ}\right), \quad \mathrm{CNNC}=120^{\circ} \\
&\left(\mathrm{CNN} / \mathrm{NNC}=124^{\circ}\right) \text { and } \mathrm{CNNC}=100^{\circ}\left(\mathrm{CNN} / \mathrm{NNC}=122^{\circ}\right) ; \\
&- \mathrm{CNN} / \mathrm{NNC}=114^{\circ} \quad\left(\mathrm{CNNC}=180^{\circ}\right), \quad \mathrm{CNN} / \mathrm{NNC}=122^{\circ} \\
&\left(\mathrm{CNNC}=180^{\circ}\right) \text { and } \mathrm{CNN} / \mathrm{NNC}=126^{\circ}\left(\mathrm{CNNC}=170^{\circ}\right) . \\
&- \mathrm{CNN}=112^{\circ} / \mathrm{NNC}=116^{\circ}, \quad \mathrm{CNN}=112^{\circ} / \mathrm{NNC}=124^{\circ} \text { and } \\
& \mathrm{CNN}=112^{\circ} / \mathrm{NNC}=142^{\circ}, \text { for a fixed value of } \mathrm{CNNC}=180^{\circ} .
\end{aligned}
$$

- the conical intersections (CIs) between the ground and $n \pi^{*}$ state: the minimum energy $C I$, characterized by a central torsion CNNC $=90^{\circ}$ and asymmetric bending angles $\mathrm{CNN} / \mathrm{NNC}=116^{\circ} / 146^{\circ}$, and a planar ( $\mathrm{CNNC}=180^{\circ}$ ) CI, characterized by large bending angles CNN/NNC $=150^{\circ} / 150^{\circ}$;
- along the the minimum energy path which connects the transazobenzene Franck-Condon point on the $n \pi^{*}$ state with the lowest $n \pi^{*} /$ GS conical intersection.

The minima were optimized at the MP2/ANO-L-VDZP level, the mimimum energy CI at the MS-2-RASPT2/SA-2$\operatorname{RASSCF}(4,9|0,0| 4,7)$ level (employing PT2 numerical gradients). The key molecular modes were studied through rigid scans. The minimum energy path was taken from a recently performed threedimensional rigid scan along the key modes performed by some of the present authors. ${ }^{35}$ All calculations were performed in gasphase with the OpenMolcas suite. ${ }^{25}$

## 3 Results

In this section we show our results for GS- and $n \pi^{*}$-NEXAFS spectra computed at the previously listed molecular geometries, and introduce a model capable of explaining the simulated data (summarized in Figure 4). NEXAFS spectra are characterized by isolated features from resonant states below the core ionization edge of an element. These features are originated by transitions from the element's core orbital to unoccupied valence orbitals, e.g. a $\pi^{*}$ orbital. The intensity of such core-to-valence transitions is determined by the spacial overlap between the confined core and the valence orbital. ${ }^{8,36}$

In NEXAFS spectra from excited states, additional features may appear. In a single electron Hartree-Fock picture, an excited state can be described as an electron-hole pair in a formerly occupied and an unoccupied molecular orbitals: azobenzene $\pi \pi^{*}$ state is mainly described by a removal of one electron from the highest occupied molecular orbital, which is then placed in the lowest unoccupied molecular orbitals, both with $\pi$ symmetry; azobenzene $n \pi^{*}$ state is instead characterized by the filling of the same $\pi^{*}$ orbital, with an electron coming from the nitrogen lone pairs. The creation of such a hole in a formerly occupied valence orbitals, enables an additional NEXAFS resonance to be visualized when probing the (VIS/UV) excited system with an X-ray pulse.

The fact that the absorption cross-section of the various corelevel transitions mainly depend on the spacial overlap between the starting and arrival orbitals, makes it clear why the $1 s \rightarrow n$ transition from the strongly localized heteroatom $1 s$ core to the electron hole of the $n \pi^{*}$ state should appear brighter than the $1 s \rightarrow \pi$ transition from the same core to the more delocalized $\pi$ orbital of a $\pi \pi^{*}$ state. This idea was exploited by Wolf et. al. ${ }^{13}$ to show the internal conversion rate between the $\pi \pi^{*}$ state (characterized by a weak $1 s \rightarrow \pi$ transition) to $n \pi^{*}$ state (with a much stronger $1 s \rightarrow n$ transition), performing time resolved NEXAFS experiments at the thymine oxygen K-edge.

In what follows we will focus on nitrogen spectral signatures originated by the intense $1 s \rightarrow \pi^{*}$ and $1 s \rightarrow n$ transitions. These fall approximately in the region between 395 and 400 eV . Core transitions to higher $\pi^{*}$ orbitals and virtual orbitals outside the active space are blue-shifted with respect to this window. Since these are generally a large number of low-intensity, overlapping signals, it is more difficult to extract information in that region of the spectrum. This was the reason, together with a reduced computational cost, why we limit ourselves to the computation of 15 core-level excitations in the active space of Figure 1, and focus our analysis on the clean and informative signals of the 395-400 eV window.

### 3.1 NEXAFS on cis- and trans-azobenzene

GS-NEXAFS and $n \pi^{*}$-NEXAFS spectra computed at the optimized GS minima of cis- and trans-azobenzene are shown in Figure 2. The gross features are here summarized: the presence of the intense $1 s \rightarrow \pi^{*}$ transition in both the GS- and $n \pi^{*}$-NEXAFS spectra between 398-399 eV, and the appearance of the additional, redshifted, $1 s \rightarrow n$ transition uniquely in the $n \pi^{*}$-NEXAFS spectrum around 396 eV . The weaker contributions observed above 400 eV are assigned to transitions into higher $\pi^{*}$ orbitals. The weak intensity is attributed to the fact that the higher lying $\pi^{*}$ orbitals are mainly localized on the phenyl-moieties effectively decreasing the spatial overlap. A more detailed analysis of the transitions is reported in Table 1. Interestingly enough, from a qualitative point of view, the NEXAFS spectra for both geometries exhibit similar features in terms of peak positions, nature of the transition and intensity with spectral shifts of about 0.5 eV . Notably, the gap between the $1 s \rightarrow n$ and $1 s \rightarrow \pi^{*}$ bands is larger by ca. 1 eV in trans-azobenzene with respect to the cis-form. We also note that the contributions from both nitrogens (c1 and c2) to the NAXAFS


Fig. 2 NEXAFS spectra for cis-azobenzene ( $\mathrm{a}, \mathrm{c}$ ) and trans-azobenzene ( $\mathrm{b}, \mathrm{d}$ ). Color spectra are obtained with a broadening of 0.1 eV and correspond to exciting cores c1 (blue) and c2 (red, see Figure 1 for notation). The black spectrum represents the sum of the individual core spectra with a broadening of 0.4 eV . The molecular structure is also reported in the inset of (a) and (b). (a) and (b) show GS-NEXAFS, (c) and (d) show $n \pi^{*}$-NEXAFS of both species.

|  | Peak label | Main Config. | Weight | Energy (PT2) | $\mid$ TDM $\left.\right\|^{2}$ | Peak label | Main Config. | weight | Energy (PT2) | \|TDM ${ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | cis-azo |  |  |  | trans-azo |  |  |  |  |  |
| GS - NEXAFS | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.90 | 398.9 | $5.82 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | 398.4 | $5.07 \times 10^{-3}$ |
| $n \pi^{*}$ - NEXAFS | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.90 | $396.2^{\text {a }}$ | $2.07 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | 395.9 | $2.53 \times 10^{-3}$ |
|  | - | $1 \mathrm{~s}^{[1]}{ }^{[1]} \pi^{*}{ }^{[2]}$ | 0.67 | $398.3^{a}$ | $2.39 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]}{ }^{[1]} \pi^{*}{ }^{[2]}$ | 0.90 | 399.1 | $2.46 \times 10^{-3}$ |
|  | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.36 | $399.2^{\text {a }}$ | $3.48 \times 10^{-4}$ |  |  |  |  |  |

Table 1 Report of the properties of the main peaks observed in Figures 2: configurations with the highest weight, weight, RASPT2 energies (in eV), and the module squared of the transition dipole moment (in a. u. ${ }^{2}$ ). Configurations are labeled by occupation number of the three orbitals 1 s , n , and $\pi^{*}$. ${ }^{a}$ These values are computed at the MS-RASPT2 level.
spectra are identical (blue and red bands in Figure 2). This is related to the symmetry of these molecular structures, which makes the two core indistinguishable by definition. The slight splitting of the $1 s \rightarrow \pi^{*}$ band observed in the cis NEXAFS spectra is an artifact of a strong state mixing of energetically close lying roots at the RASSCF level (see Table 1) leading to a pronounced artificial peak splitting. This mixing is largely corrected at the multi-state RASPT2 level, the results of which are plotted in Figure 2.

These FC spectra can be compared to those reported recently by Ehlert and co-workers, ${ }^{17}$ computed within the density functional theory framework, in combination with transition potential and $\Delta$ SCF methodology (TDDFT/ $\Delta \mathrm{SCF}$ ). Focusing on the 395-400 eV spectral region, one observes that the GS-NEXAFS is characterized by the same intense $1 s \rightarrow \pi^{*}$ transition blue-shifted by ca. 1.5 eV with respect to our calculations. Regarding the $n \pi^{*}$-NEXAFS Ehlert and coworkers successfully predict the appearance of a redshifted peak, associated with the $1 s \rightarrow n$ transition (again, slightly blue-shfited with respect to our results). Notably, the $n \pi^{*}$-NEXAFS of Ref. 17 do not show the peak related to the $1 s \rightarrow \pi^{*}$ transition, which is instead clearly visible in our simulations. The reason for this discrepancy could be found in the fact that TDDFT is essentially blind to doubly excited states, such as the one generated out of the $n \pi^{*}$ state through the $1 s \rightarrow \pi^{*}$ excitation. In multiconfiguration wave function methods, instead, single and many
electron excitations are described at equal footing.

### 3.2 NEXAFS along key molecular modes

It has been demonstrated previously that the cis-trans isomerization in azobenzene can be described in terms of few important coordinates, namely: the CNN/NNC bendings and the torsion around the central CNNC dihedral. ${ }^{35,37,38}$ In Figure 3 we show the effect of the motion along 1) symmetric CNN/NNC bending, 2) CNNC torsion and 3) asymmetric CNN/NNC bendings on the simulated GS- and $n \pi^{*}$-NEXAFS spectra. In particular, we observe that:

1. Symmetry-conserving variation of the CNN/NNC bending values does not affect the $1 s \rightarrow \pi^{*}$ transition in both GS- and $n \pi^{*}$ NEXAFS. At the same time, the motion along this coordinate produces a clear blue-shift of the $1 s \rightarrow n$ transition in the $n \pi^{*}$ NEXAFS spectrum (bottom part of Figure 3).
2. Vice versa, $1 s \rightarrow n$ transition is insensitive to motion along the CNNC torsion, which instead causes the $1 s \rightarrow \pi^{*}$ peak to redshift in both NEXAFS spectra from the FC geometries (CNNC values $0^{\circ}$ and $180^{\circ}$ ) towards the $90^{\circ}$ twisted geometry (central part of Figure 3).
3. Asymmetric variation of the CNN/NNC bending angles intro-


Fig. 3 Impact of geometrical distortions along key molecular modes on GS- and $n \pi^{*}$-NEXAFS spectra, namely symmetric CNN/NNC bending (bottom panel), CNNC torsion (middle panel) and asymmetric CNN/NNC bending (top panel). The spectral shifts of the peaks is highlighted by black arrows. Molecular structures with the corresponding values for torsion and bending angles are also shown (labels $\mathrm{B}_{1}$ and $\mathrm{B}_{2}$ refer to CNN and NNC bending respectively, while T stands for the CNNC torsion).
duces a novel feature, namely, it breaks the symmetry thus making the two cores non-equivalent. As a consequence, corespecific signals appear which affect all signals (top part of Figure 3). As expected, variation of the CNN/NNC bending values blue-shifts of the $1 s \rightarrow n$ transitions, however, the $c 1$ and c2 contributions are affected to a different extent, giving rise to a pronounced broadening of the peak when realistic peak broadening is applied. Similar peak broadening is observed also for the $1 s \rightarrow \pi^{*}$ transitions. Interestingly enough, the c1 signals always appear en-framed by c2 signals.

### 3.3 Molecular orbital based rationalization of the observed trends

In order to rationalize the observed signal trends along the specific modes, we build a simple model which involves only a limited number of orbitals, namely: the two nitrogen $1 s$ core orbitals c 1 and c2, their lone pair $n$ (being the highest occupied molecular orbital), the $\pi$ and the $\pi^{*}$ (which is the lowest unoccupied orbital) highlighted by the color boxes in Figure 1. The model is reported in Figure 4.

The model assumes that the energies of the core orbitals are not affected by the geometrical deformations as they are local-
ized at the nitrogens. The spectral shifts observed in the NEXAFS spectra are rather understood as a function of the valence orbital energies exhibit mode-specific dependence. For example, the redshift of the $1 s \rightarrow \pi^{*}$ transition in both the GS- and $n \pi^{*}$-NEXAFS spectra along the torsional coordinate connecting the FC points of cis- and trans-azobenzene with the $90^{\circ}$ twisted geometry (central part of Figure 3) is a consequence of the associated stabilization of the $\pi^{*}$ orbital due to the decreasing anti-bonding character. Similarly, symmetry-conserving CNN/NNC bending deformations with respect to the $n \pi^{*}$ equilibrium value of $126^{\circ}$ increase the energy of the $n$ orbital due to increasing Coulomb repulsion of the lone pair electrons and the rest of the system. This effectively increases the core- $n$ orbital band gap and induces a blue-shift of the core- $n$ transition in the $n \pi^{*}$-NEXAFS spectrum.

In order to explain the band splitting in case of asymmetric deformations it is necessary to have a more in-depth look at the electronic structure of the core-hole states. The valence $\pi$ orbitals of core-saturated azobenzene are delocalized over the entire molecule body giving rise to a strongly conjugated $\pi$-system, whereas the lone pair is localized on the central fragment. The removal of one electron from the $1 s$ orbital of nitrogen upon core-excitation decreases dramatically the electronic shielding effect of the nuclear positive charge. As a consequence the elec-


Fig. 4 Molecular orbital model used to rationalize the observed trends in the simulated NEXAFS spectra. (a) The central box shows the valence orbitals $\pi, \pi^{*}$ and the lone pair $n$ and highlights possible core-valence transitions from either c 1 or c 2 (in blue and red) out of the GS and out of the $n \pi^{*}$ state, giving rise to the GS- and $n \pi^{*}$-NEXAFS spectra, respectively. Side boxes show the localization effect on the valence orbitals which accompanies a core-excitation. (b,c) Schematic representation of the impact of geometrical distortions along key molecular modes on GS-NEXAFS (b) and on the $n \pi^{*}$-NEXAFS (c) with respect to the spectra in the Franck-Condon region (first row). A description of the model is outlined in Section 3.2. (d) Localization pattern of the lone pairs upon core-excitation of c 1 (left) and c 2 (right) in an asymmetrically distorted trans-azobenzene (CNN/NNC=112\%142 $)$.
tronegativity of the core-excited nitrogen increases and it withdraws electron density from the neighboring atoms. Mulliken charge analysis reveals that core-excited nitrogen accumulates nearly a unit negative charge, even if it has a core-hole. The enhanced electron-withdrawing effect of the core-excited center translates into lowering the energy of its atomic orbitals. For example, Figure 4,a) shows how upon core-excitation the nitrogen p-type orbital decouples from the aromatic system thus breaking the conjugation, and localizes on the core-excited center. The frontier lone pair, instead, localizes on the opposite center. In symmetric geometries one can expect to encounter symmetrypreserving orbitals due to the equivalence of the core-excited centers. However, in asymmetric geometries the localization is likely to dominate. The localization of the frontier lone pair during core-excitation in asymmetrically bent azobenzene leads to a non-uniform blue-shift of the $1 s \rightarrow n$ transitions (Figure 4,c) bottom panel) as in one of the two localized lone pairs the Coulomb repulsion with the surrounding is stronger. This effect is demonstrated in Figure 4,d) for an azobenzene having a pair of bending angles CNN/NNC $=112^{\circ} / 143^{\circ}$. As evident, an electron pair in the frontier $n$ orbital of the c1-hole system, localized predominantly on c2, is subjected to a strong repulsion with the neighbouring phenyl hydrogen. The repulsion is less pronounced for the frontier $n$ orbital of the c2-hole system. Consequently, localizing the lone pair in the c1-hole (blue component in the $c \rightarrow \pi^{*}$ and $c \rightarrow n$ dual peak in Figure 4,b)-c) bottom panel) requires more energy with respect to the c2-hole. The stronger repul-
sion to which the lone pair of the c1-hole is subjected makes a subsequent $n \rightarrow \pi^{*}$ excitation energetically more favorable. This explains the inverted order of the blue and red components in the $1 s \rightarrow \pi *$ band of the $n \pi^{*}$-NEXAFS spectrum.

The introduced model is therefore capable of explaining the observed behaviours in the simulated spectra, in terms of stabilization and destabilization of the frontier orbitals $\pi^{*}$ and $n$, respectively, accompanied by localization in case of symmetry breaking.

### 3.4 NEXAFS signals at the conical intersections

In Figure 5 we report NEXAFS spectra for two representative CIs between the ground and $n \pi^{*}$ states: the asymmetrically bent minimum energy CI, characterized by a central torsion CNNC $=95^{\circ}$ and a bending angle pair CNN/NNC $=116^{\circ} / 146^{\circ}$ (Figure 5,a) and c)) and a symmetry-conserving planar (CNNC $=180^{\circ}$ ) CI, characterized by large bending angles CNN/NNC $=150 / 150^{\circ}$ (Figure $5, \mathrm{~b}$ ) and d)). We avoid the notation GS and $n \pi^{*}$ when dealing with CIs and use, instead, the notation closed-shell and open-shell as both configurations are virtually degenerate at the crossing and change energetic order along various degrees of freedom.

We note the pronounced difference between the closed-shell NEXAFS spectra for both species (Figure 5,a) and b)). The spectrum of the asymmetric CI shows two clear peaks, both associated with a $1 s \rightarrow \pi^{*}$ transition, either from c 1 or c 2 . As elucidated in the previous section, the non-equivalence of the two cores induces a splitting of the $1 s \rightarrow \pi^{*}$ band which for large asymmetric deformations could reach values as large as 1.5 eV , well beyond the


Fig. 5 GS- and $n \pi^{*}$ NEXAFS spectra of the symmetry-breaking minimum energy CI with central torsion $\mathrm{CNNC}=90^{\circ}(\mathrm{a}, \mathrm{c})$ and of a symmetry-conserving Cl accessible from the trans-side characterized by large CNN/NNC bending value of $150^{\circ}(\mathrm{b}, \mathrm{d})$. The molecular structure is also reported in the inset of (a) and (b). Color spectra are obtained with a broadening of 0.1 eV and correspond to exciting cores c 1 (blue) and c 2 (red, see Figure 1 for notation). The black spectrum represents the sum of the individual core spectra with a broadening of 0.4 eV . (a) and (b) show closed-shell-NEXAFS, (c) and (d) show open-shell-NEXAFS of both species.

|  | Peak label ${ }^{a}$ | Main Config. | Weight | Energy (PT2) | $\|\mathrm{TDM}\|^{2}$ | Peak label | Main Config. | weight | Energy (PT2) | $\|\mathrm{TDM}\|^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Asymmetric CI (c1) |  |  |  | Asymmetric CI (c2) |  |  |  |  |  |
| GS - NEXAFS | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ | 0.78 | 399.0 | $5.32 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | 397.5 | $4.89 \times 10^{-3}$ |
| $n \pi^{*}$ - NEXAFS | 2 | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ | 0.83 | 398.5 | $3.71 \times 10^{-3}$ | 1 | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ | 0.89 | 397.5 | $3.55 \times 10^{-3}$ |
|  | 3 | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.78 | 399.1 | $6.09 \times 10^{-4}$ | 4 | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.78 | 399.7 | $1.09 \times 10^{-3}$ |
| Symmetric CI |  |  |  |  |  |  |  |  |  |  |
| GS - NEXAFS | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | 398.4 | $4.68 \times 10^{-3}$ |  |  |  |  |  |
| $n \pi^{*}$ - NEXAFS | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ | 0.89 | 398.4 | $2.88 \times 10^{-3}$ |  |  |  |  |  |
|  | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.90 | 399.4 | $2.31 \times 10^{-3}$ |  |  |  |  |  |

Table 2 Report of the properties of the main peaks observed in Figures 5: configurations with the highest weight, weight, RASPT2 energies (in eV), and the module squared of the transition dipole moment (in a.u. ${ }^{2}$ ). Configurations are labeled by occupation number of the three orbitals $1 \mathrm{~s}, \mathrm{n}$, and $\pi^{*}$. ${ }^{a}$ The peak labels refer to those of Figure 5.

FWHM width of the peak. The closed-shell spectrum of the symmetric CI is characterized by a single peak which exhibits virtually no shift with respect to the GS-NEXAFS at the FC point. This observation is in agreement with the notion that the GS/closed-shell NEXAFS spectrum does not change along the bending degree of freedom (bottom part of Figure 3).

The realistically broadened open-shell NEXAFS spectra of both species have similar line shapes (Figure 5,c) and d)), characterized by a single broad band with fine structure. However, the underlying transitions are rather different. The main contribution to the spectrum of the asymmetric CI arises from the splitting of the $1 s \rightarrow n$ transitions, whereas the $1 s \rightarrow \pi^{*}$ signals are less intense. Remarkably, the repulsion of the doubly occupied lone pair in the c1-hole state (peak 2 in Figure 5,c)) becomes so large due to the strong asymmetric deformation (Figure 4,d)) that promoting an electron out of the $n$ orbital into the $\pi^{*}$ is done at almost no cost (peak 3 in Figure 5(c) blue-shifted by 0.5 eV ). The broadening of the open-shell spectrum of the symmetric CI is the result of the strong destabilization of the $n$ orbital along the bending coordinate by about 2.5 eV with respect to the FC spectrum of the
trans-form (Figure 2,d)) which causes the blue-shift of the $1 s \rightarrow n$ transition from 396 eV to 398.5 eV , in agreement with our model (Figure 4,c)).

On the basis of the previous analysis we can conclude that conical intersections exhibit a characteristic spectral fingerprint which may be used to track a wave packet evolving on the $n \pi^{*}$ state potential energy surface when it approaches the crossing seam. This signature is a single broad band spanning the entire $397-400 \mathrm{eV}$ spectral window and exhibiting a fine structure which originates either from the merging of the $1 s \rightarrow n$ and $1 s \rightarrow \pi^{*}$ bands, clearly separated at in the FC region, into a single broad peak in the open-shell NEXAFS (symmetric CI), or by the core splitting of the $1 s \rightarrow n$ transition, with minor contributions from the $1 s \rightarrow \pi^{*}$ transitions (asymmetric CI). The asymmetric CI seam exhibits another characteristic signature, a double-peak structure of its closed-shell spectrum, otherwise dominated by a single peak.


Fig. 6 (a) GS- and $n \pi^{*}$-NEXAFS spectra along the minimum energy path (MEP) on the potential energy surface of $n \pi^{*}$ state from the Franck-Condon point of trans-azobenzene towards the asymmetric CI . The path itself is visualized as heat maps in the coordinate subspace of CNNC torsion and symmetric CNN/NNC bending (b) and in the subspace of both bendings at a fixed torsion $\mathrm{T}=94^{\circ}$ (c). The maps are plotted using MS-2-RASPT2/ SA-2-RASSCF $(4,9|0,0| 4,7) n \pi^{*}$ energies from a rigid scan with the energy of the GS trans-minimum set as zero point reference. ${ }^{35}$ The first six spectra (from the bottom) and the last one, have been already reported in Figure 3 and 5, respectively.

### 3.5 Minimum energy path

After discussing the dependence of the NEXAFS spectra on the geometrical deformations along key molecular modes and after becoming acquainted with the characteristic spectral features of the crossing region we are now in position to apply optical-pump NEXAFS-probe spectroscopy to track the photo-induced tans- to cis- isomerization. A comprehensive non-adiabatic dynamics is out of the scope of the present study which focuses only on the spectral dynamics along the MEP connecting the FC region of the trans- form with the minimum energy CI. Figure 6(b,c) show the excited state profiles in the coordinate space of torsion and symmetric bending angles (c), as well as in the coordinate space of both bending angles (b) together with the MEP (the thick colored line which connects the points). Figure 6(a) reports a sequence of GS- and $n \pi^{*}$-NEXAFS spectra simulated along few selected structures along the MEP. Upon photo-excitation azobenzene exhibits gradient directed along the symmetric bending coordinate which widens the CNN/NNC angles, a deformation associated with a blue-shift of the $1 s \rightarrow n$ peak in the $n \pi^{*}$ spectrum. Molecular dynamics simulations have revealed that the initial motion along the symmetric bending coordinate explores a range of bending angle values of around $\sim 30 / 40^{\circ}$ and remains coherent for several oscillation periods. ${ }^{35}$ This would translate into an oscillatory $1 s \rightarrow n$ spectral dynamics between 396 eV and 398 eV . Gradually, the energy is distributed into a motion along the flat torsional coordinate, thereby reducing the amplitude of the bending and destroying the coherence (i.e. breaking the symmetry). This process is associated with a red-shift of the $1 s \rightarrow \pi^{*}$ transition. The loss of coherence with respect to the bending coordinate is expected to introduce a slight broadening of the peaks. Furthermore, with ap-
proaching the region of $90^{\circ}$ torsion, the gap between the $1 s \rightarrow n$ and the $1 s \rightarrow \pi^{*}$ peaks will diminish to about 1-1.5 eV. In the region of $90^{\circ}$ torsion azobenzene becomes subject to a gradient towards strong asymmetric distortion along the bending coordinate towards the CI seam. As seen in Figure 5(a) this would induce a merging and broadening of the transient absorption signal. Upon decay to the GS and ultrafast leaving of the crossing region our simulations suggest the decrease of signal intensity in the 400 eV spectral window. Instead, the oscillatory motion of the GS wave packet along the torsional degree of freedom would translate into an oscillatory $1 s \rightarrow \pi^{*}$ spectral dynamics between 397 eV and 398.5 eV . However, this feature might be obscured by the considerable broadening expected due to the vibrational dynamics along the coordinate exhibiting very different values for CNN and NNC bending angles.

## 4 Conclusion

We have shown here how time resolved NEXAFS can be applied to study transient dynamics of UV-excited molecules, as its signals are sensitive to specific geometrical changes along the reactive coordinates.

The main results here reported are the following: i) large geometrical deformations not necessarily translate in large differences in the NEXAFS spectra, which are instead sensitive to displacements along coordinates which affect the valence orbitals of the bright core-to-valence transitions; ii) the relevant coordinates, which describe the isomerization dynamics on the $n \pi^{*}$ state provide, respectively: a blue shift of the $1 s \rightarrow n$ transition (symmetric bending), a core specific blue-shift of the signals accompanied by a pronounced broadening (asymmetric bending), and a red-shift of the $1 s \rightarrow \pi^{*}$ transition (torsion), as summarized in Figure 3.

|  | Peak label ${ }^{a}$ | Main Config. | Weight | Energy (PT2) | $\mid$ TDM $\left.\right\|^{2}$ | Peak label | Main Config. | weight | Energy (PT2) | $\mid$ TDM $\left.\right\|^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MEP 1 |  |  |  | MEP 2 |  |  |  |  |  |
| GS - NEXAFS | - | $1 s^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | 398.4 | $4.98 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ | 0.88 | 398.4 | $4.97 \times 10^{-3}$ |
| $n \pi^{*}$ - NEXAFS | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | 395.9 | $2.46 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.88 | 396.4 | $2.64 \times 10^{-3}$ |
|  | - | $1 s^{[1]}{ }^{[1]} \pi^{*}{ }^{[2]}$ | 0.90 | 399.1 | $2.42 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.90 | 399.2 | $2.41 \times 10^{-3}$ |
|  | MEP 3 |  |  |  | MEP 4 |  |  |  |  |  |
| GS - NEXAFS | - | $1 s^{[1]} n^{[2]} \pi^{*[1]}$ | 0.88 | 398.4 | $4.96 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ | 0.88 | 398.0 | $4.68 \times 10^{-3}$ |
| $n \pi^{*}$ - NEXAFS | - | $1 s^{[1]}{ }^{[2]} \pi^{*[1]}$ | 0.88 | 396.7 | $2.67 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.88 | 396.8 | $2.46 \times 10^{-3}$ |
|  | - | $1 s^{[1]}{ }^{[1]} \pi^{*[2]}$ | 0.71 | 399.1 | $1.61 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.64 | 398.9 | $2.23 \times 10^{-3}$ |
|  | MEP 5 |  |  |  | MEP 6 |  |  |  |  |  |
| GS - NEXAFS | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ |  | 0.89 | 397.7 | $4.44 \times 10^{-3}$ | - | $1 \mathrm{~S}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ | 0.89 | $397.3^{\text {b }}$ | $3.65 \times 10^{-3}$ |
|  |  |  |  |  |  | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.84 | $399.1^{\text {b }}$ | $1.33 \times 10^{-3}$ |
| $n \pi^{*}$ - NEXAFS | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | 396.8 | $2.21 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | $396.8^{\text {b }}$ | $1.93 \times 10^{-3}$ |
|  | - | $1 s^{[1]}{ }^{[1]} \pi^{*}{ }^{[2]}$ | 0.72 | 398.8 | $2.60 \times 10^{-3}$ | - | $1 s^{[1]}{ }^{[1]} \pi^{*}{ }^{[2]}$ | 0.84 | $398.6^{\text {b }}$ | $2.65 \times 10^{-3}$ |
|  | MEP 8 (core 1) |  |  |  | MEP 8 (core 2) |  |  |  |  |  |
| $\begin{aligned} & \text { GS - NEXAFS } \\ & n \pi^{*} \text { - NEXAFS } \end{aligned}$ | - | $1 s^{[1]}{ }^{[1]} \pi^{*[2]}$ | 0.86 | 397.7 | $4.09 \times 10^{-3}$ | - | $1 s^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 397.4 | 0.89 | $4.25 \times 10^{-3}$ |
|  | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.86 | 398.5 | $5.45 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | 396.9 | $4.11 \times 10^{-3}$ |
|  | MEP 7 (core 1) |  |  |  | MEP 7 (core 2) |  |  |  |  |  |
| GS - NEXAFS | - | $1 s^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | $397.4^{\text {b }}$ | $3.41 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \boldsymbol{\pi}^{*[1]}$ | 0.89 | $397.0^{\text {b }}$ | $3.87 \times 10^{-3}$ |
| $n \pi^{*}$ - NEXAFS | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[1]} \pi^{*[2]}$ | 0.79 | $399.1{ }^{\text {b }}$ | $4.68 \times 10^{-3}$ | - | $1 \mathrm{~s}^{[1]} \mathrm{n}^{[2]} \pi^{*[1]}$ | 0.89 | $397.5^{\text {b }}$ | $3.93 \times 10^{-3}$ |

Table 3 Report of the properties of the main peaks observed in Figure 6: configurations with the highest weight, RASSCF and RASPT2 energies (in eV ), and the module squared of the transition dipole moment (in a.u. ${ }^{2}$ ). ${ }^{a}$ The peak labels refer to those of Figure 6. ${ }^{b}$ These values are obtained after the MSPT2 unmixing of the first three valence Roots.

The dynamics along the minimum energy path (Figure 6), characterized by the following evolution along symmetric bending, torsion, and asymmetric bending, leads to the progressive merging of the $1 s \rightarrow \pi^{*}$ and $1 s \rightarrow n$ signals, which reach the maximal overlap in the vicinity of the conical intersection seam. This feature promises a way to spot movement towards, and passage through, the crossing seam in transient absorption experiments. We note that significant broadening of the bands due to the ultrashort core-to-valence state lifetime, does not impair the analysis.

We remark the fact that, in the present contribution, we focused on the analysis of the signals of a single molecule at different geometries along the MEP, while an average over an ensemble of trajectory is necessary to simulate a realistic spectrum. This averaging over many trajectories translates in an averaging of signals coming from different regions of the PES, and may therefore result in a partial obscuring of some of the features. Furthermore, as in real experiments the optical pump pulse excites only a fraction of the molecules in the sample, NEXAFS spectra record a superposition of the excited state (minor fraction) and the groundstate (major fraction) absorption spectra. This requires the difference in the GS- and ES-NEXAFS spectra to be sufficiently large to be detected, as is the case with the $1 s \rightarrow n$ transition. Therefore, our analysis suggests that the best suited molecular targets for X-ray mapping should be organic molecules containing hereroatoms with electron lone pairs (like nucleobases, amino acids, and azoswitches) which are characterized by a coherent ballistic motion of a compact wave packet from the FC point to the CI region.
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