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Charge transport parameters for carbon based nanohoops and 
donor-acceptor derivatives 

Sofia Canola,a,b Christina Graham,a,c,d Ángel José Pérez-Jiménez,c Juan-Carlos Sancho-García*c  and 
Fabrizia Negri*a,b  

The role of donor-acceptor (D-A) moieties on magnitudes such as reorganization energies and electronic couplings in 

CycloParaPhenylenes (CPP) carbon based nanohoops (i.e. conjugated organic molecules with cyclic topology) is highlighted 

via model computations and analysis of the available crystalline structure of N,N-dimethylaza[8]CPP. For the sake of 

comparison, intra-molecular and inter-molecular charge transport parameters are concomitantly modelled for the recently 

determined herringbone polymorph of [6]CPP, along with [8]CPP and [12]CPP. The peculiar contribution of low frequency 

vibrations to intramolecular reorganization energies is also disclosed by computing the Huang-Rhys factors for the 

investigated [n]CPPs and the N,N-dimethylaza derivative. In contrast with most planar organic semiconductors where the 

layer in which molecules are herringbone arranged identifies the high-mobility plane, nanohoops disclose inter-layer 

electronic couplings larger than the intra-layer counterparts. Charge transfer rate constants modelled with three different 

approaches (Marcus, Marcus-Levich-Jortner and spectral overlap) suggest that D-A nanohoops, owing to orbital 

localization, may be more efficient for charge transport than [n]CPPs for suitable solid phase arrangements.  

 

Introduction 

 

Aromatic carbon nanorings are fascinating carbon rich 

structures that possess radially oriented p orbitals and several 

unique properties.[1-3] Cycloparaphenylenes (CPPs) in 

particular, are ring-shaped aromatic hydrocarbons consisting 

exclusively of n units of paraphenylenes. π-extended 

derivatives of CPPs, incorporating naphthalene rings, cyclo-1,4-

naphthylenes (CNs) have also been synthesized.[4] CPPs and 

related carbon nanorings have been proposed as building 

blocks for a rational “bottom-up” synthesis of homogeneous 

armchair carbon nanotubes (CNTs), given that CPPs represent 

the shortest sidewall segment of armchair CNTs.[5] The strong 

interest in the bottom-up design of CNTs is culminated, very 

recently, after several unsuccessful attempts, in the synthesis a 

true belt segment of (n,n)CNT[6] and even more recently in 

the extension to larger nanobelt analogues. [7] 

The unique properties of nanorings and nanobelts create new 

opportunities for the application of organic compounds in 

materials science, [8] for instance an increased solubility 

compared to linear oligoparaphenylenes.[1,2] Moreover, 

because of the curved structure and cyclic conjugation, the 

energy of the HOMOs of [n]CPPs becomes higher than that in 

linear [n]paraphenylenes. [9-11] Small CPPs have small HOMO-

LUMO gaps and it has been shown that oxidation produces 

stable cationic species. [12-14] Similarly, reduction has been 

reported indicating that these systems may be used for 

multielectron storage.[15, 16] Raman spectroscopy has been 

used to probe the electronic structure changes of [n]CPPs as a 

function of their sizes/diameters. The pseudo radial breathing 

mode (p-RBM) and the radial breathing mode (RBM) 

frequencies have been identified and shown to display a linear 

dependence on the inverse of the diameter of the ring, in close  

analogy with CNTs. [17-19] 

As regard their condensed phases, most CPPs pack into the 

typical herringbone pattern of polycyclic aromatic 

hydrocarbons [20, 21] except for the small [6]CPP that 

exhibited a tubular-like packing.[2] However very recently a 

herringbone polymorph of [6]CPP has also been determined. 

[16] 

 

 

 
Fig. 1. The molecular nanohoops investigated in this work.  

Many optoelectronic organic materials featuring donor–

acceptor (D–A) moieties have been extensively investigated 

and applied in artificial photosynthesis[22] and organic solar 

cells.[23] The D-A concept applied to fully conjugated 

macrocycles has led to chiral conjugated corrals [24] and other 

cyclic structures that have been shown to outperform the 

acyclic counterparts in organic photovoltaics.[25] Several other 

D-A nanohoops have been designed starting from CPPs.[26] 

For example an anthraquinone (AQ) or a tetracyano-

anthraquinodimethane (TCAQ) moiety have been inserted into 

the [10]CPP ring as an acceptor [27]. In addition aza[6]CPP, 

methylaza[6]CPP[28], aza[8]CPP containing one, two, and 



 

 

three nitrogens and alkylated analogues N-methylaza[8]CPP 

and N,N-dimethylaza[8]CPP, were prepared and characterized 

[29] and for the latter the solid state packing has been 

successfully reported. In all these derivatives the bent 

phenylene unit is the electron-rich donor. 

Alkylation of the nitrogen centre shifts the LUMO energy level 

to lower energies, leaving the HOMO energy levels essentially 

unaffected, thereby resulting in a dramatically decreased 

HOMO–LUMO energy gap. This molecular engineering strategy 

would lead to D-A nanohoops of potential interest as 

ambipolar semiconductors, due to the concomitant presence 

of p-type and n-type moieties, a strategy previously adopted in 

the design of other core-extended conjugated organic 

semiconductors.[30] 

Several computational investigations have contributed to get 

insight on the unique properties of CPPs, covering structural, 

energetic, electronic, magnetic properties [9,10,17,31,32,33] 

along with their potential application in optoelectronics[34], 

for instance as thermally activated delayed fluorescence 

emitters.[35] In addition, charge transport properties of 

[n]CPPs were initially explored through the estimate of 

intramolecular reorganization energies and electronic 

couplings.[36]   

Prompted by the availability of the crystal structure of N,N-

dimethylaza[8]CPP (hereafter labelled DMA[8]CPP, see also 

Fig.1 and Fig. S1) we explore here how electronic couplings 

may be tuned in D-A systems, via arrangement in the solid 

phase, and compare them with those of [n]CPPs (n=6,8,12). 

Owing to the recent availability of the herringbone polymorph 

of [6]CPP [16] we investigate the charge transport parameters 

of this and two additional nanohoops also arranging in a 

similar crystal structure: [8]CPP and [12]CPP. Because the 

approach adopted in  a previous study [36] might have 

overestimated electronic couplings, and for a cost-effective 

quantitative comparison between all the molecules tackled 

here, we use a fragment orbital protocol tested for several 

different organic semiconductors in previous 

investigations.[37-43] Besides inter-molecular electronic 

couplings, the vibrational modes assisting charge transport via 

contribution to intra-molecular reorganization energies are 

determined and compared to those usually active for planar 

core organic semiconductors. 

 

 

 

 

Fig. 2. Comparison between the equilibrium structure of the pristine form (blue) and 

(left) the reduced form (magenta) or (right) the oxidized form (yellow). (Top) for 

[n]CPP, from outside to inside [12]CPP, [8]CPP and [6]CPP. The three structures are not 

shown on the same scale to fit one inside the other. (Bottom) for DMA[8]CPP. 

Theoretical methods 

 

Modelling charge transport parameters and rate constants 

The charge transport properties are investigated within the 

non-adiabatic hopping mechanism [44], according to which the 

charge transfer is localized on a pair of neighbouring molecules 

(dimer) and the relevant self-exchange process is 𝑀𝑝 +

𝑀𝑜/𝑟 ↔ 𝑀𝑜/𝑟 + 𝑀𝑝, where 𝑀𝑝 is the molecule in its pristine 

form while 𝑀𝑜/𝑟  is the molecule in its oxidized/reduced form. 

The process is mediated by the inter-molecular electronic 

coupling 𝑉𝑖𝑗  and associated with a reorganization energy  𝜆. 

The molecular materials considered in this work are in 

crystalline form; therefore, the dimers are identified by 

evaluating the distances between the centres of mass of the 

molecules surrounding a central reference molecule in the 

crystal. The reliability of the non-adiabatic hopping model 

depends on the relative magnitude of the electronic couplings 

(or charge transfer integrals) 𝑉𝑖𝑗  and the reorganization energy 

𝜆, with the former required to be much smaller than the latter 

[44,45]. 

 

Equilibrium structures 

Equilibrium structures of pristine and doped 

(oxidized/reduced) species were obtained from quantum-

chemical calculations performed at B3LYP/6-31G* level of 

theory. The nature of the stationary points obtained by 

structure optimization was assessed by vibrational frequencies 

calculations at the optimized structure. Vibrational frequencies 

were also employed to estimate the vibrational contributions 

to the intramolecular reorganization energy through the 

calculations of Huang–Rhys parameters [46-48] (see below). 

Note that DMA[8]CPP is a charged species, with high 

electrostatic interactions in gas-phase causing the computed 

orbital energies to be largely inaccurate. It has been shown[49] 

that the large underestimation of the LUMO energy in the gas 

phase for the family of N-methyl heteroaromatic cations can 

be corrected once the solvent (acetonitrile) is included using 

the Conductor-like Polarizable Continuum Model 

(CPCM)[50,51]. For this reason, gas-phase calculations on 

DMA[8]CPP were complemented with calculations including 



 

 

solvation (acetonitrile was used as in previous experimental 

studies[28]). In addition, in the latter case also weak 

dispersion-like intramolecular noncovalent interactions can be 

more significant than in [n]CPP, and were consequently 

included via the D3(BJ) correction term[52,53]. All quantum-

chemical calculations were carried out with the Gaussian09 

suite of programs.[54] 

 

Intramolecular reorganization energies 

The reorganization energy is composed of an intramolecular 

term 𝜆𝑖, and an “outer” contribution 𝜆𝑜  due to the interaction 

with the surrounding molecules in the crystal. The former is 

computed either with the adiabatic potentials (AP) method, 

namely via two point determinations from each potential 

energy surface (pristine and oxidized/reduced state) or via 

calculations of Huang–Rhys (HR) factors 𝑆𝑚 [46-48] in turn 

obtained from the dimensionless displacement parameters 𝐵𝑚 

usually employed in the evaluation of the Franck-Condon (FC) 

vibronic progressions in electronic and photoelectronic 

spectra. [55,56] The 𝐵𝑚  and 𝑆𝑚 parameters, assuming the 

harmonic approximation and neglecting Duschinski rotation, 

are defined as 

𝑩𝒎 = √
𝝎𝒎

ℏ
[𝑿𝒌 − 𝑿𝒋]𝑴

𝟏
𝟐⁄ 𝑳𝒎(𝒌) (1) 

𝑺𝒎 =
𝟏

𝟐
𝑩𝒎

𝟐 (2) 

where 𝑋𝑘,𝑗  is the 3N dimensional vector of the equilibrium 

Cartesian coordinates of the k,jth state (here the pristine and 

oxidized/reduced molecular states), M is the 3N×3N diagonal 

matrix of atomic masses and 𝐿𝑚(𝑘) is the 3N dimensional 

vector describing the mth normal coordinate of the kth state 

in terms of mass weighted Cartesian coordinates.   

 

Electronic couplings 

The performance of different schemes designed for efficient 

calculation of intermolecular transfer integrals and site 

energies for pairs of molecules have been reviewed recently. 

[48,57-59] In the framework of the dimer approach and one-

electron approximation, 𝑉𝑖𝑗 = ⟨𝜙𝑖|𝐻̂|𝜙𝑗⟩, where 𝜙𝑖,𝑗  are the 

HOMO or LUMO orbitals of the two monomers forming the 

dimer (for p-type and n-type conduction, respectively). As in 

our previous studies, we adopted a direct approach for the 

evaluation of electronic interactions 𝑉𝑖𝑗  [43,60,61] starting 

from the matrix H containing the non-orthogonalized 

electronic couplings, which is obtained as 

 

𝑯 = 𝑪𝒎𝒐𝒏
𝑻 𝑺𝒅𝒊𝒎𝑪𝒅𝒊𝒎𝜺𝒅𝒊𝒎𝑪𝒅𝒊𝒎

𝑻 𝑺𝒅𝒊𝒎𝑪𝒎𝒐𝒏 (3) 

where 𝜺𝒅𝒊𝒎 is the diagonal matrix of the eigenvalues for the 

molecular orbitals of the dimer, 𝑪𝒅𝒊𝒎 is the matrix of the 

eigenvectors of the dimer, 𝑺𝒅𝒊𝒎  is the overlap matrix between 

atomic orbitals and 𝑪𝒎𝒐𝒏 are the monomer orbitals.  

The computed couplings are then transformed in an 

orthogonalized basis set as  

𝑯⊥ = 𝑺−
𝟏
𝟐𝑯𝑺−

𝟏
𝟐 (4) 

namely performing an orthogonalization on the 2×2 H matrix 

including the HOMO (or LUMO) orbitals of the two monomers 

[57,62]. A detailed discussion of the approximations involved 

in the fragment orbital approach has been reported in 

previous work [63].    

The electronic couplings were always computed at the same 

level of theory adopted for geometry optimization and for the 

evaluation of reorganization energy contributions, unless some 

selected calculations that were carried out with the B97XD 

functional according to recent recommendations. [64] 

 

Charge transfer rate constants 

Three models based on Fermi’s Golden rule, but with different 

levels of approximation, were employed to calculate the 

corresponding charge transfer rate constants 𝑘𝐶𝑇 : the Marcus 

theory, the Marcus-Levich–Jortner formulation, and the 

spectral overlap approach. 

Beside the semi-classical Marcus equation for charge transfer, 

one more suitable formulation of the charge transfer kinetic 

constant 𝑘𝐶𝑇 , for the self-exchange process in a molecular 

dimer, is the Marcus–Levich–Jortner (MLJ) equation [65,66] 

which includes a quantum correction of the Marcus equation 

taking into account the quantum nature of the vibrational 

modes most active in molecular reorganization: 
𝒌𝑪𝑻

=
𝟐𝝅

ℏ
𝑽𝒊𝒋

𝟐
𝟏

√𝟒𝝅𝝀𝒄𝒍𝒂𝒔𝒔𝒌𝑩𝑻
∑ [𝒆𝒙𝒑(−𝑺𝒆𝒇𝒇)

𝑺𝒆𝒇𝒇
𝒗

𝒗!

∞

𝒗=𝟎

× 𝒆𝒙𝒑 (−
(𝚫𝑮𝟎 + 𝝀𝒄𝒍𝒂𝒔𝒔 + 𝒗ℏ𝝎𝒆𝒇𝒇)

𝟐

𝟒𝝀𝒄𝒍𝒂𝒔𝒔𝒌𝑩𝑻
)] 

(5) 

In Eq (5), the contribution from quantum vibrational degrees 

of freedom is expressed by a single effective vibrational mode 

of frequency 𝜔𝑒𝑓𝑓  and associated Huang–Rhys factor 𝑆𝑒𝑓𝑓 . The 

effective frequency is determined as 

 

𝝎𝒆𝒇𝒇 = ∑ 𝝎𝒎
𝒎

𝑺𝒎

∑ 𝑺𝒏𝒏
 (6) 

and the HR factor 𝑆𝑒𝑓𝑓  is obtained from the relation 𝜆𝑖 =

ℏ𝜔𝑒𝑓𝑓𝑆𝑒𝑓𝑓 . Since low-frequency vibrations (below 200 cm−1) 

can be described classically, their contribution is included in 

the 𝜆𝑐𝑙𝑎𝑠𝑠 term, summed with the outer sphere contribution 

𝜆𝑜  assumed to be 0.01 eV according to recent determinations 

[48,67]. ΔG0 is the free energy associated with the self-

exchange process which, in the absence of electric field (which 

is the assumption here), is set to zero. Details on the 

parameters used for the calculations can be found in Table S3. 

The third expression used in this work is the spectral overlap 

(SO) formulation derived in the weak coupling regime from the 

Fermi Golden rule, according to which the rate constant can be 

recast in terms of the overlap between the vibrational 

densities of states of the donor and acceptor normalized on an 

energy scale: [68-70] 

𝒌𝑪𝑻 =
𝟐𝝅

ℏ
𝑽𝒊𝒋

𝟐  𝑱𝒊𝒋 
(7) 

 

where 𝐽𝑖𝑗 is the Franck–Condon weighted density of states 

(FCWDS) 



 

 

𝑱𝒊𝒋 = ∫ 𝒅𝑬 𝑫𝑨(𝑬)𝑫𝑫(𝑬) (8) 

 

which accounts for the vibrations of the molecules and is 

approximated by the spectral overlap of the densities of states 

𝐷𝐷(𝐸) of the donor and 𝐷𝐴(𝐸) of the acceptor. The analogous 

approach including the vibrational densities involved in the de-

excitation of the donor and excitation of the acceptor is 

frequently used for exciton transfer. Here the spectra 

correspond to the generation of the reduced/oxidized form of 

the acceptor and to the reverse process generating the pristine 

compound for the donor. The spectra were simulated at 300 K 

by convoluting computed intensities with a Gaussian function 

having half width at half maximum of 40 meV. 
 

Table 1.   B3LYP/6-31G* computed reorganization energies from the adiabatic potential 

method. 

 𝜆𝑖
𝐴𝑃 p-type 𝜆𝑖

𝐴𝑃 n-type 

[6]CPP 0.362 0.381 

[8]CPP 0.259 0.299 

[12]CPP 0.171 0.175 

DMA[8]CPP 0.330 (0.312) a 0.236 (0.298) a 

a calculations carried out in acetonitrile, with the CPCM model and intra-

molecular dispersion interactions with the D3(BJ) correction term. 

 

 

Fig. 3. The vibrational frequency contributions (from HR factors) to the computed 

intramolecular reorganization energies (for p-type charge transport) of [6]CPP (top), 

[8]CPP (middle) and [12]CPP (bottom). Each graph shows the contribution from pristine 

species on the top and from the oxidized species in the bottom part. From B3LYP/6-

31G* calculations. 

Results and discussion 

Geometry changes upon charge transport 

The equilibrium structures were computed for the pristine, 

oxidized and reduced forms of each nanohoop. The most 

symmetric structures, belonging to the D(n/2)d point group for 

[n]CPPs and Cs point group for DMA[8]CPP were always 

considered.  

 



 

 

 

 
Fig. 4 Graphical representation of the low frequency vibrational normal modes 

(B3LYP/6-31G*, pristine molecule) contributing to the reorganization energy of the 

[n]CPP series. The mode in the bottom part is the ring breathing mode whose 

frequency is diagnostic of the size of the nanohoop. From outside to inside [12]CPP, 

[8]CPP and [6]CPP. The three structures are not in the same scale: They were rescaled 

to fit one inside the other. 

The superposition of the optimized geometries of the pristine 

(blue) and reduced (magenta) forms are shown in the top part 

of Fig. 2 for the three [n]CPP systems investigated. The 

structure of the reduced form of each nanoring is less twisted 

than the pristine molecule, as a result of the increase of 

quinoidal character. [17, 36] Similar considerations hold for 

the oxidized structures depicted in yellow on the right side of 

Fig. 2. Even in this case the structures show a decrease of 

twisting between adjacent rings characterizing the oxidized 

species, in agreement with the observed structures of cationic 

and anionic CPPs. [12-16] A graphical comparison between 

equilibrium structures of reduced and oxidized species can be 

seen in Fig. S2, showing a similar twisting for the two species, 

with the oxidized form (yellow) displaying a systematically 

smaller diameter than the reduced form (magenta). Similar 

geometrical changes occur for DMA[8]CPP except that the 

reduced symmetry (Cs) of the D-A derivative is reflected in a 

slightly elliptic shape of the nanoring, less marked for the 

oxidized and reduced forms which, similarly to [n]CPPs, are 

characterized by a reduction of the twisting between adjacent 

rings, in account of the more rigid quinoidal structure (see the 

bottom part of Fig. 2, same colour code as for [n]CPPs). The 

effect of including intermolecular dispersion corrections can 

be seen in Fig. S3 for the geometry of pristine DMA[8]CPP, 

showing a less elliptical shape of the nanoring (cyan colour 

code) when dispersion interactions (and solvent via CPCM) are 

included.  Because of the reduced symmetry of DMA[8]CPP 

associated with the D-A character which implies molecular 

orbitals localized on two different molecular moieties (see the 

frontier molecular orbitals in Fig. S4), the structural changes 

upon reduction/oxidation are localized on the N-doped moiety 

/ phenylene moiety respectively. This can be appreciated by 

inspecting Fig. 2 (bottom), Fig. S5 and S6 in the ESI, showing 

the large geometry difference between oxidized and reduced 

forms of DMA[8]CPP compared to the case of [n]CPPs. 

 
Reorganization energies: the role of torsional and RBM modes 

The above discussed geometry changes are reflected in the 

reorganization energies associated with charge transport. For 

all the systems tackled we determined the reorganization 

energies for the most symmetric structures too.  These do not 

fully correspond to the structures found in the crystals, mostly 

due to librational disorder, but we have verified that less 

symmetric conformers display modest differences in 

reorganization energies. Therefore, those determined for the 

most symmetric structures can be considered representative 

also for the conformers in the solid phase. In addition, the use 

of the highly symmetric structures allows to determine with 

accuracy (due to the reduced number of totally-symmetric (TS) 

vibrations contributing to 𝐵𝑚 parameters) the contributions of 

vibrational normal modes to the reorganization energies, via 

calculation of HR factors. Using less symmetric conformers 

leads, indeed, to a wide distribution of small 𝑆𝑚 contributions 

that are far less clear-cut, as it will be shown for DMA[8]CPP. 

The reorganization energies computed according to the AP 

method for the D(n/2)d geometries of [n]CPPs are collected in 

Table 1 and S3. The computed values agree with those 

obtained in a previous investigation [36] and decrease with the 

increase of the dimension (i.e. number of conjugated units) of 

the nanoring as it was expected. In the same Tables we also 

include the AP results for DMA[8]CPP. Note that the two N-

methyl substituents may lie on the same side of the nanoring 

plane (cis- conformer), in which case a Cs symmetry structure 

can be determined, or they can lie on opposite sides, leading 

to a trans- conformer which is less symmetric, less stable by 

ca. 2 kcal/mol (see Table S1) but is the structure observed in 

the crystalline phase. The reorganization energies of the trans- 

and cis- conformers differ by only 6 meV for p-type charge 

transport and by 20 meV for n-type charge transport. Owing to 

these small differences, we restrict the attention on the cis- 

conformer and note that it displays a larger reorganization 

energy for p-type transport compared to the parent [8]CPP 

(330 meV versus 259 meV, respectively) while the opposite 

occurs for n-type charge transport (236 meV versus 299 meV, 

respectively). Notably, the effect of including dispersion 



 

 

interactions (and solvent effects) leads to an equalization of 

the reorganization energies for p-type and n-type transport, 

both resulting close to ca. 300 meV (see Table 1). Thus, from 

the point of view of reorganization energy we can conclude 

that there is no net prevalence between p-type and n-type 

transport for DMA[8]CPP, a sign already of some ambipolar 

character. 

   

      

Fig. 5. Charge transport paths for the crystal of [6]CPP. (A) view of the near neighbours 

in the bc plane; (B) selected near neighbours in the bc plane and the available charge 

paths D01, D02 indicated by arrows. (C) view of the near neighbours in the ab plane: 

The coloured arrows indicate the available charge paths D03, D04 and D05 from the 

black central ring; (D) view of the neighbours showing the misalignment between 

nanohoops along path D03 and D05. Hydrogen atoms omitted for clarity. 

To acquire further information on the vibrational modes that 

assist charge transport by contributing to reorganization 

energies, we computed the HR factors for the three highly 

symmetric CPP nanohoops and collect a graphical 

representation of the vibrational contributions in Fig. 3 for p-

type charge transport, and in Fig. S7 for n-type charge 

transport.  While for most organic semiconductors the largest 

contributions arise for modes generally above 1000 cm-1, CPP 

nanorings reveal the role of two low frequency vibrations 

remarkably contributing to reorganization energies: a) the ring 

torsional modes and b) the already mentioned RBMs (see Fig. 

4 for a pictorial representation of the low frequency TS 

modes). The latter modes are diagnostic of the size of the 

nanoring and were previously experimentally identified in 

Raman spectra investigations[17]. We note that the 

contribution of the RBM, whose frequency decreases from 

[6]CPP to [12]CPP, becomes more important compared to the 

torsional mode. The geometry changes associated with charge 

hopping, described in the previous section (reduced twisting 

for both oxidized and reduced species along with compression 

of the ring for the oxidized forms), justify the significant 

contributions of these two modes that becomes close to 50% 

of the reorganization energy for the largest nanoring.    

We note that the activity of low frequency modes will also be 

reflected in the magnitude of computed rate constants since 

these modes can be considered to a good approximation 

classical modes, especially for the larger nanohoops.  

Beside low frequency modes, other active modes are found at 

ca. 500 cm-1, 1230 cm-1 and 1630 cm-1 (see Fig. S7 and S8). All 

these are related to benzene vibrational normal modes and 

are less diagnostic of the size of the ring, with frequencies 

undergoing very small changes with the dimension of the 

nanohoop. 

 

  

   

Fig. 6. Charge transport paths for the crystal of [8]CPP. (A) view of all the neighbours of 

the central black molecule considered in calculations; (B) view of the near neighbours 

in the bc plane; (C) view of the near neighbours in the ac plane; (D) same as B but only 

the nanohoops belonging to one layer are shown: The arrows show the available 

charge paths D01 and D02 from the black central ring; (E) same as C but with fewer 

molecules to show the available charge path D03 from the black central ring; the 

misalignment between nanohoops along path D03 can be appreciated in panel A. More 

details concerning paths D04 and D05 in the ESI. Hydrogen atoms omitted for clarity. 

Moving to DMA[8]CPP, owing to the reduced symmetry and 

increased number of TS modes, the computed vibrational 



 

 

contributions are less clear to identify because small 

contributions arise from a large number of modes with similar 

frequencies. Nevertheless, using as a guide the parent [8]CPP 

(see Fig. S9, S10) a close relation with the more symmetric 

[n]CPPs can be found: for instance a remarkable contribution 

comes from low frequency modes related to the RBM mode 

and most of the other contributions are computed for 

frequencies in the 1200-1600 cm-1 range. We note in particular 

that the pattern of HR active vibrations follows slightly more 

closely that of [8]CPP when calculations on DMA[8]CPP are 

carried out including dispersion interactions (bottom panel in 

both figures). 
 

  

  

     
Fig. 7. Charge transport paths for the crystal of DMA[8]CPP. (A) View, in the ac plane, of 

all the neighbours of the central black molecule considered in calculations; (B) view of 

the near neighbours in the bc plane; (C) view of the near neighbours in the ab plane; 

(D) same as (B) but with fewer molecules to show (coloured arrows and labels) the 

available charge paths D01 and D03 from the black central ring; (E) and (F) same as (C) 

but with fewer molecules to show the available charge path D02, D04, D05, D06 from 

the black central ring. Hydrogen atoms omitted for clarity. 

 

Table 2. Electronic couplings Vij (B3LYP/6-31G* level of theory unless specified) 

computed for the different charge hopping paths in the crystals of [n]CPP (n=6,8,12) 

and DMA[8]CPP. 

Dimer 
Center of mass 

distance (Å) 

Vij HOMO 

(meV) 

Vij LUMO 

(meV) 

[6]CPP 

D01 7.6388 10 (10)a 10 (14) a 

D02 10.3120 5 (5) a 24 (27) a 

D03 11.1772 29 (33) a 27 (31) a 

D04 12.1597 8 (10) a 11 (12) a 

D05a 15.2075 0 (0) a 0 (0) a 

D05b 15.2075 0 (0) a 0 (0) a 

[8]CPP 

D01 8.0103 1 (1) a 3 (3) a 

D02 10.8835 8 (9) a 11 (12) a 

D03 12.9325 16 (17) a 10 (11) a 

D04 13.5944 6 (6) a 16 (18) a 

D05a 15.2123 5 (5) a 7 (8) a 

D05b 15.2123 0 (0) a 0 (0) a 

[12]CPP 

D01 8.1878 0 (0)a 4 (4) a 

D02 12.5231 0 (0) a 2 (2) a 

D03 18.5827 3 (3) a 21 (21) a 

D04 19.4871 1 (1) a 12 (13) a 

D05a 20.3066 6 (6) a 10 (12) a 

D05b 20.3066 0 (0) a 0 (0) a 

DMA[8]CPP 

D01 10.3840 0 (0)b 0 (0)b 

D02 13.8313 9 (5)b 3 (1)b 

D03 13.9330 0 (2)b 0 (1)b 

D04 14.5269 0 (0)b 3 (3)b 

D05 14.8949 113 (97)b 2 (2)b 

D06 14.9185 0 (0)b 0 (0)b 
a  Calculations carried with the B97XD functional. 
b Calculations carried out in acetonitrile described with the CPCM model and 

intra-molecular dispersion interactions with the D3(BJ) correction term. 

 

Electronic couplings and charge transport rate constants: from 
CPPs to D-A-CPPs  

A detailed investigation on dimers and electronic couplings can 

clarify which molecular orientations are most favourable to 

maximize charge transport. 

[6]CPP, [8]CPP and [12]CPP. Recently a new polymorph of 

[6]CPP from solvent-free deposition was obtained displaying a 

solid state packing switching from a tubular-like to a 

herringbone arrangement. [16] We thus analysed the crystal 

and determined the nearest neighbours of a central molecule 

depicted in black in Fig. 5 and S11. The centre of mass 

distances for the molecular dimers identified with different 

colour codes and labels in Fig. 5, are collected in Table S4. The 

computed electronic couplings are collected in Table 2. The 

couplings computed using the B97XD functional are very 

similar to those computed with B3LYP and therefore in the 

following we will restrict the discussion to the latter set of 

values. Molecules are arranged in a herringbone fashion 



 

 

forming layers, however the largest couplings for both n-type 

and p-type transport are computed for the hopping between 

molecules belonging to two different layers (dimer labelled 

D03 in Fig. 5). Note that this is in contrast with the majority of 

known molecular semiconductors where the layer in which 

molecules are arranged identifies the largest electronic 

couplings. Hopping between molecules whose centres of mass 

are closer, such as for dimers D01 and D02, display smaller 

couplings. In one case (D02) we note that the coupling is larger 

for n-type transport compared to p-type and we suspect that 

molecular fluctuations induced by thermal effects may be of 

some relevance to increase the p-type coupling as previously 

noted for some PBI derivatives[38]. Finally other inter-layer 

couplings such as D04 are quite small and D05 are negligible 

although they become more and more relevant for the higher 

members in the series of CPPs. 

The crystal structure of [8]CPP [21] shows an arrangement of 

nanorings similar to the new polymorph of [6]CPP, organized 

in layers in which molecules are packed herringbone. A visual 

representation of the nearest neighbours of a given nanoring is 

depicted in Fig. 6 and S12. Similarly to [6]CPP, the largest 

couplings are computed for the D03 dimer (hopping between 

layers) although the magnitude of the couplings has decreased 

compared to the smaller nanohoop. The inter-layer hopping 

via D04 path shows a comparably larger coupling for n-type 

transport, probably for a similar reason as for [6]CPP: the 

optimal packing induced by intermolecular forces in organic 

crystals corresponds, in some cases, to minimization of the 

molecular orbital superposition and of the corresponding 

electronic couplings. The inter-layer path D05a is the same as 

for [6]CPP (see Fig. S11 and S12) with two pairs of molecules in 

a slipped-lateral arrangement but for [8]CPP the molecules are 

better aligned and result in a larger coupling. This coupling 

increases further (see Table 2) moving to the crystal structure 

of [12]CPP [20] whose pattern of possible paths for charge 

transport are shown in Fig. S13. The alignment between 

molecules forming the dimer D05a is very efficient to maximize 

the interaction in this case. The largest couplings are however 

computed for the inter-layer path D03 as for the smaller CPPs.  

In summary, our calculations suggest that electronic couplings 

for tubular arrangements are generally negligible, as found 

also before[36], and those for herringbone arrangements are 

not optimal while, owing to the possible larger orbital overlap, 

those for slipped lateral arrangements are the most 

favourable. Therefore, contrary to most planar organic 

semiconductors where the layer in which molecules are 

herring-bone arranged identifies the high-mobility plane, 

nanohoops disclose an inter-layer charge transport (due to the 

above discussed slipped-lateral arrangements) more efficient 

than the intra-layer counterpart. Finally we note that these 

computed coupling are substantially smaller than those 

computed previously [36] but are in line with the expected 

values on the basis of the overlap between electron clouds. 

Indeed the not optimal reciprocal orientation of two molecules 

is one factor limiting the couplings in the crystal. Another 

factor is that two molecules in the [n]CPP crystal are never 

aligned on the same plane. We ascribe the differences with 

previous investigations to the overestimation of the approach 

employed there, an upper limit indeed according to recent 

investigations showing a pronounced dependence of 

electronic couplings on Hartree-Fock exchange. [71] 

 

 

Fig. 8. Electronic couplings computed for a model dimer of DMA[8]CPP upon rotation 

of one molecule with respect to the other, showing the modulation of couplings. (top) 

Configuration favouring p-type interaction, (bottom) configuration favouring n-type 

interaction. 

DMA[8]CPP. The crystal structure of DMA[8]CPP includes 
solvent molecules and counter-ions [28] that were removed to 
analyse the available paths for charge transport collected in 
Fig. 7. Each nanohoop in the crystal structure has one face 
centred D-A interaction between its own pyridinium ring and a 
neighbour’s electron-rich phenylene ring. The layers that make 
up the third dimension of the crystal structure form tubular-
like channels. Considering the couplings discussed above for 
[n]CPPs, one would expect the largest values for molecules 
adopting the slipped lateral arrangement. More specifically, 
dimers D03 and D05 display the most favourable face to face 
arrangement. However in the D03 dimer the donor ring of one 
molecule is faced with the acceptor side of the other molecule. 
Because the LUMO orbital is localized on the acceptor moiety 
and the HOMO orbital is localized on the donor moiety, the 
electronic coupling for either n-type or p-type is expected to 
be modest for this dimer, as confirmed by the calculations (see 
Table 2). Dimer D05 shows, in contrast, a favourable 



 

 

orientation for maximizing the p-type electronic interaction 
(see panels A and E in Fig.7) which is confirmed by the large 
computed coupling amounting to 113 meV and overtaking all 
those results computed for [n]CPPs. 
 

Table 3.  Charge transfer rate constants 𝑘𝐶𝑇  (ps-1) computed for the most efficient 

charge hopping paths available in the crystals of [8]CPP and DMA[8]CPP. 

[8]CPP   p-type 

 𝑘𝐶𝑇/𝑝𝑠−1 

Dimer Marcus MLJ SO 

D02 0.15 0.22 0.36 

D03 0.55 0.84 1.36 

D04 0.07 0.11 0.17 

D05a 0.05 0.07 0.11 

[8]CPP   n-type 

 𝑘𝐶𝑇/𝑝𝑠−1 

Dimer Marcus MLJ SO 

D02 0.16 0.34 0.52 

D03 0.13 0.29 0.44 

D04 0.32 0.70 1.07 

D05a 0.06 0.14 0.20 

DMA[8]CPP   p-type 

 𝑘𝐶𝑇/𝑝𝑠−1 

Dimer Marcus MLJ SO 

D02 0.08 0.16 0.20 

D05 13.1 25.5 31.3 

DMA[8]CPP   n-type 

 𝑘𝐶𝑇/𝑝𝑠−1 

Dimer Marcus MLJ SO 

D02 0.02 0.03 0.05 

D04 0.02 0.03 0.06 

D05 0.01 0.01 0.03 

 
Model dimers of DMA[8]CPP. The significant increase of the 
coupling determined for p-type conduction in the crystal of 
DMA[8]CPP suggests that appropriate orientation of the D-A 
nanorings in the solid state tunes the magnitude of the 
electronic interaction, due to orbital localization. To further 
explore this concept and support the evidence of such 
increased coupling, we have carried out calculations on a 
model dimer formed by two DMA[8]CPP molecules. We 
selected two arrangements: a) the donor moieties of the two 
molecules forming the dimer are faced to maximize the 
overlap between HOMOs or b) the acceptor moieties are faced 
to maximize the overlap between LUMOs. The graphs 
depicting the dependence of the couplings with respect to the 
distance between the centres of mass (Fig. S14 and S15), show 
that couplings between HOMOs can reach larger values than 
couplings between LUMOs, suggesting that these D-A 
nanohoops are better suited for p-type charge transport. In 
Fig. 8 and S16 we consider the rotation of one nanohoop with 
respect to the other, starting from the same configurations as 
above with a distance between faced phenyl rings in the model 
dimers of ca. 4.1 Å. Changing the reciprocal orientation 
modulates the coupling in an oscillatory way, either for n-type 
and p-type transport. The modulation follows the oscillations 

in orbital overlap, from a (large absolute) value when one ring 
in one nanohoop is facing a ring in the other molecule to a 
value close to zero when facing the CC bond connecting two 
rings. 
Computed rate constants. The rate constants for the most 
efficient charge transport paths of [8]CPP and DMA[8]CPP, 
evaluated with Marcus, MLJ and SO formulations, are collected 
in Table 3 (for the complete set of paths see Tables S6, S7). The 
differences above discussed in intra-molecular and inter-
molecular charge transport parameters are reflected in 
remarkable differences between the largest computed rate 
constant of [8]CPP and DMA[8]CPP. The latter shows a 
potentially more efficient p-type charge transport (23 times 
larger rate constant) while [8]CPP displays more efficient n-
type charge transport (18 times larger rate constant). We note 
however that owing to charge localization, DMA[8]CPP can 
become more efficient also for n-type charge transport if a 
suitable solid state packing can be realized. Comparing the 
results of the three approaches employed to evaluate rate 
constants, we note that the SO approach predicts the largest 
values, MLJ intermediate while Marcus theory predicts the 
smallest values. From the viewpoint of quantum chemical 
calculations, the Marcus theory is much easier, since, instead 
of explicitly calculating the spectral overlap from the 
Franck−Condon factors, it is sufficient to calculate the 
reorganization energy λ. However it does not account for 
quantum effects which may be relevant given the presence of 
high frequency vibrations assisting the charge transfer. Our 
results are in good agreement with recent investigations on 
exciton diffusion in which Marcus theory was found to predict 
smaller values than the SO approach, in turn providing results 
in agreement with experiment. [70] In another study the 
Marcus and MLJ formulations were found to overestimate 
computed charge transport rate constants of oligoacenes [69] 
in contrast with the SO approach. These investigations suggest 
that the SO approach, which is also the most expensive 
computationally, provides more reliable values in comparison 
with the other two. The present study is in line with the results 
of ref. [70] owing to the fact that, for the nanohoops 
investigated the non-adiabatic hopping model is a good 
approximation, being the relation 𝑽𝒊𝒋 ≪ 𝝀 always verified. 

Conclusions 

The intra-molecular and inter-molecular charge transport 

parameters have been computed for [n]CPPs (n=6,8,12) and a 

D-A derivative DMA[8]CPP recently synthesized and 

crystallized. The geometry changes upon reduction / oxidation 

of [n]CPPs and DMA[8]CPP have been determined both with 

the AP and the HR factors approaches. For [n]CPPs the 

oxidized/reduced forms have similar structures, characterized 

by a reduced twisting of phenyl rings, uniformly distributed 

over the nanoring, with an overall shrinking of the oxidized 

ring compared to reduced form. In contrast, for DMA[8]CPP 

geometry changes are strongly localized on the donor or 

acceptor moieties for the oxidized / reduced forms 

respectively. Interestingly, although the symmetry is largely 

reduced in DMA[8]CPP, a similar contribution of 

intramolecular vibrations to charge transport was determined 

via calculations of HR factors.  



 

 

A very peculiar character of the nanorings compared to most 

conjugated organic semiconductors is the substantial 

contribution of low frequency modes: the twisting of adjacent 

phenyl rings and the RBM previously detected in Raman 

measurements.  

The pathways available for charge transport have been 

identified employing available crystal structures and it has 

been shown that contrary to most planar organic 

semiconductors where the layer in which molecules are 

herring-bone arranged identifies the high-mobility plane, 

nanohoops disclose inter-layer charge transport more efficient 

than the intra-layer counterpart. The detailed investigation on 

dimers and electron couplings clarifies which molecular 

orientations are most favourable to maximize charge 

transport. When moving from CPPs to D-A derivatives, the role 

of orbital localization on the donor or acceptor moieties 

introduces an additional orientation factor that clearly 

emerges from the analysis of dimers and suggests design rules. 

Indeed, the study shows that p-type charge transfer is more 

efficient for the crystal of DMA[8]CPP than [8]CPP, but 

calculations on model dimers suggested that also n-type 

charge transport  can become more efficient if a suitable solid 

state packing can be realized. The optimization of the solid 

state phases of D-A nanohoops may result in tuning either n-

type or p-type charge transport, thus disclosing useful 

structure-property relationships to be further exploited. 
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