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A non-isothermal compressible Cahn-Hilliard fluid model for air pollution

phenomena

Mauro Fabrizioa,⇤, Franca Franchia, Barbara Lazzaria, Roberta Nibbia

aDepartment of Mathematics, University of Bologna, Italy

Abstract

Air pollution is an evident and dangerous contamination form. In particular in this paper, we describe a
mathematical model for the study of pollution due to the burning of fuels, close to the earth’s surface. So,
following the phase-field approach, we consider a mixture of two non-isothermal compressible Euler fluids
whose mixing is studied by a generalized Cahn-Hilliard theory under suitable constitutive equations. For this
model we show the compatibility with the Laws of Thermodynamics, working with the internal (mechanical,
heat and chemical) powers. Finally, we implement our model with non-homogeneous boundary conditions,
describing the e↵ect of pollutant emission sources like plumes of smoke from the stacks on the earth surface.

Keywords: phase-field approach, Cahn-Hilliard equation, compressible ideal gases, thermal e↵ects, air
pollution
2010 MSC: 80A17, 92D40, 91B76

1. Introduction

Some pollution phenomena are due to the mixing of the air with gases emitted by land discharges, such
as smoke produced by many manufacturing plants. Because of these phenomena, in the atmosphere we
observe a mixture of two compressible gases, whose evolution strongly depends on the emissions from the
earth’s surface (see e.g. [1, 2, 3])

It is well known that air pollution is a long standing problem whose e↵ects can spread all over the world
with very harmful consequences on public health [2, 4, 5, 6]. We think, for example, to the recent attention
of EU governments to place a ban on diesel and petrol cars in the near future in order to fight against the
poor air quality problem. Indeed, high emissions of NOx from diesel cars is causing serious issues for many
governments.

Several attempts have been performed to understand these phenomena via the development of math-
ematical models from di↵erent frameworks (both continuum and stochastic), producing also interesting
numerical calculations and simulations in this area (see e.g. [7, 8, 9, 10]). Application fields include not only
environmental physics, but also studies involving the spread of pollutants in a layer of fluid or in soils (see
e.g. [11]). Since cities have grown enormously with a lot of novel sources of pollutants (chimneys, machines,
motors, ...), these models are to be suitably generalized to make them applicable over wider regions, in such
a way to better fit the recently observed data. Moreover we observe that several emission sources enter the
system as boundary conditions, thus also the formulation of non-homogeneous boundary conditions becomes
a new interesting topic.

Unlike the previous Gaussian plumes approach [12, 13], the model we have studied deals with a non-
isothermal mixture of two compressible gases, such as air and smoke or fog and smoke, described as a gas
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mixture with a total mass density and an average velocity field, in the presence of Fourier-type thermal
e↵ects. On the other hand the capillary properties are related to a generalized Cahn-Hilliard type balance
equation for the mass concentration of one of the two components, here interpreted as an order parameter.
Thus, to describe the integration/separation of the two gases, we follow a phase-field pattern and recover
a modified Cahn-Hilliard-Euler-Fourier model with an e↵ective non-local pressure, accounting for an ad-
ditional non-stationary contribution, consistent with the presence of an internal capillary structure. As a
consequence, the chemical potential includes a new stretching term, due to the di↵erent rarefaction of the
two gases to be merged, which turns out to be strategic in the mixing/demixing problem analysis. In this
way, this model is able to describe the mixing of di↵erent components in relation with the environmental
conditions, but also their demixing whenever the external climatic factors change. Indeed these naturally
occurring situations have a di↵erent impact on the environment, in particular we believe that the most
harmful impact is due to the separation phenomena.

So, in addition to the continuity, motion and heat balance equations, the Cahn-Hilliard equation is
supposed to be a new field equation to which an internal structural power is associated [14, 15, 16, 17, 18, 19].
Furthermore, the use of this internal power into the First Law of Thermodynamics allows to prove the
consistency of this complex model with the Second Law of Thermodynamics in its classical form [20].

The outline of the paper is as follows. Section 2 is devoted to introduce some preliminary notations and
definitions. Then in Section 3 we provide the balance and constitutive equations in order to describe the
model and select appropriate double-well type (polynomial and logarithmic) potentials to give an immediate
description of the phase transition problem. In Section 4 we show that this model is compatible with the
thermodynamics, while in Section 5 we present the complete set of evolution equations governing our air
pollution model, implemented by non-homogeneous boundary conditions, allowing for pollutant sources from
the earth surface to the atmosphere. Finally, the last Section is devoted to some final comments and possible
future developments.

Figure 1: Smoke plumes from stacks.

Figure 2: Automobile exhaust gas.

2. Basic relations for a binary mixture: the phase-field approach

In order to define a thermodynamically consistent phase-field model for the description of a mixture of
two compressible, miscible non-reacting ideal fluids, occupying a possibly time-dependent region ⌦ ⇢ R3,
we start with some preliminary definitions.

Denoting by ⇢1 and ⇢2 the mass densities of the two constituents, the total mass density of the mixture
is given by

⇢ = ⇢1 + ⇢2 .

Also, let

c =
⇢1
⇢

=
⇢� ⇢2
⇢

2



be the mass concentration of the first constituent in the mixture, representing the (local) order parameter
and subject to the condition 0  c  1, as physically required. Therefore the mass densities ⇢1 and ⇢2 are
related to ⇢ and c by

⇢1 = c⇢ , ⇢2 = (1� c)⇢ .

Henceforth, dealing with the mixture as a whole fluid, we regard ⇢ and c as independent variables with c
playing the role of the phase-field parameter. Indeed the mass densities ⇢, ⇢1 and ⇢2 and the concentration
c are functions of the position x and time t.

In terms of ⇢ and c the masses of the two constituents in the mixture at time t are expressed as

m1(t) =

Z

⌦
c(x, t)⇢(x, t) dx , m2(t) =

Z

⌦
[1� c(x, t)]⇢(x, t) dx ,

and the mean density of the i-th fluid at time t is

⇢̄i(t) =
mi(t)

Vol(⌦)
i = 1, 2 ,

so that

c⇤(t) =
⇢̄1(t)

⇢̄1(t) + ⇢̄2(t)

represents the mean value of c at time t.
Finally, denoting by v1 and v2 the velocities of the individual constituents, we now define the mass-

average (or barycentric velocity) v as
v = cv1 + (1� c)v2 .

Obviously the velocities v1, v2 and v are functions of (x, t) 2 ⌦⇥ (0, T ).

3. Balance and constitutive equations

As just observed, we assume that the binary mixture may be viewed as a single fluid. Then the local
balances of mass and linear momentum are written as

⇢̇ = �⇢r·v , (1)

⇢v̇ = r·T+ ⇢f , (2)

where the stress tensor T is assumed symmetric, while f is the body force density.
To describe the phase separation problem, we propose the Cahn-Hilliard equation for the concentration

as a local balance law:
⇢ċ = �r·J , (3)

J being the (constitutive) concentration/di↵usion flux vector. Hereafter the presence of a supply term is
neglected, even if source terms depending on c may be experimentally justified [21].

Also, we introduce the thermal balance law in the standard form (see e.g. [22, 23])

⇢h = �r·q+ ⇢r , (4)

where h is the rate at which the heat is absorbed by the mixture, q is the heat flux vector and r is the heat
supply density.

Henceforth we assume that T, J and q are determined by the set � of the independent variables [24]

� = (⇢, ✓, c,r✓,rc) .

through appropriate constitutive functions.
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In agreement with [20], we can say that if the only macroscopic manifestation of internal structures is the
order parameter c, then it seems reasonable that the interatomic forces may be characterized by macroscopic
fields performing work whenever c undergoes changes. Also, in a phase-field model of deformation twinning,
surface terms like a flux are to be considered proportional to the order parameter gradient (see e.g.[25]).
For these reasons we here take the following split expression for the stress tensor

T = �p(⇢, ✓, c,r✓,rc)I+⇧ , (5)

where the first term represents a generalization of the classical Cauchy stress tensor for a compressible Euler
fluid, while ⇧ denotes the extra-stress tensor, strictly associated with the non-local capillary properties.

Thinking of (higher order) gradient-flux type constitutive equations, the di↵usion flux J is assumed to
be proportional to the gradient of the chemical potential µ, i.e.

J = �M(⇢, ✓, c)rµ, (6)

where the order parameter mobility M is a nonnegative function and the chemical potential µ, representing
the driving force for local and non-local reduction of the concentration within the di↵usive interface process,
is here generalized as follows (see [26])

µ(⇢, ✓, c,rc) = f +
1

2

@

@c
�(⇢, ✓, c)|rc|2 � 1

⇢
r·[⇢�(⇢, ✓, c)rc] ,

� being the capillary parameter of the standard non-locality due to the concentration gradient. The function
f is generally related to the derivative (with respect to c) of a generalized double-well potential, whose wells
correspond to the two bulk phases.

We point out that our previous choices allow for degenerate chemical mobilities, leading to a degenerate
nonlinear parabolic type Cahn-Hilliard equation [27].

In order to model air pollution phenomena fairly well, we postulate

f(⇢, ✓, c,r·v) = ✓⇤F
0(c) +


✓ +

�(⇢, ✓) sign(c� c⇤)

⇢
r·v

�
G0(c) , (7)

where F and G are suitable smooth functions depending only on c, whose expressions will be specified in
the sequel, while ✓⇤ plays the role of a constant critical temperature such that the classical potential

P = F +
✓

✓⇤
G (8)

exhibits changes in the convexity when ✓ < ✓⇤, to reflect the coexistence of the two separated phases; on
the contrary for ✓ > ✓⇤ the system remains completely mixed.

The additional “r·v-term”in (7), due to the di↵erent rarefaction of the two gases to be merged, is strictly
related to the mean value c⇤ of the concentration via an arbitrary non-negative scalar valued function �.
Accordingly we propose the following constitutive equation for the extra-stress tensor ⇧,

⇧ = ��(⇢, ✓) sign(c� c⇤)Ġ(c)I� �(⇢, ✓, c)rc⌦rc . (9)

The first term of (9) may be interpreted as a (non-stationary) rate-type pressure of the mixture with
“� sign(c�c⇤)”playing the role of a chemical relaxation time, whereas the second one represents the capillary
forces contribution in the standard dyadic form.

As usual, to address the transition problem we restrict our attention to homogeneous regions and sta-
tionary conditions and hence (⇢, ✓, c,r·v) are uniform, so that the chemical potential reduces to (7).

For definiteness and in absence of the stretching term, we now give two examples of the potential (8)
which allow for an immediate description of the thermally induced phase transition: the typical polynomial
and the singular logarithmic ones.

4



In the first case we select the functions F and G as follows

F1(c) = (c� c⇤)4 � ↵(c⇤)(c� c⇤)2 , G1(c) = ↵(c⇤)(c� c⇤)2 , c 2 [0, 1] (10)

where ↵(c⇤) = 2min{c⇤2 , (1�c⇤)2}, so that both functions vanish at c = c⇤ along with their first derivatives
while, for c 6= c⇤, F1  0 and G1 � 0.

As a result of a very simple qualitative analysis, when ✓ > ✓⇤ the potential P admits a (unique) minimum
at c = c⇤, i.e. the mixed phase is stable and the two gases are quite merged. On the other hand, if ✓ < ✓⇤, P
has a local maximum at c = c⇤ and other two critical points, corresponding to two minima (symmetric with
respect to c⇤), which means that the mixed phase is unstable and phase separation occurs. Consequently,
✓⇤ plays the role of the transition temperature (see Figure 3 for the plots of P in correspondence of di↵erent
values of ✓ with respect to ✓⇤).

Furthermore, another thermodynamical relevant potential may be given by choosing in (8) the following
(singular) logarithmic functions (see e.g. [28, 29, 30]) defined for c 2 (0, 1):

F2(c) = 2u(c) (1� u(c)) , G2(c) = [u(c) lnu(c) + (1� u(c)) ln (1� u(c))] (11)

with

u(c) =

8
><

>:

c�
ln 2
ln c⇤ if c⇤ < 1

2 ,

c if c⇤ = 1
2 ,

1� (1� c)�
ln 2

ln(1�c⇤) if c⇤ > 1
2 .

(12)

It is easy to show that, with this second choice, (8) vanishes for u(c) ! 0+ and u(c) ! 1� and presents
indeed a double-well form under the condition ✓ < ✓⇤, c = c⇤ representing the maximum point. As before,
for ✓ > ✓⇤, (8) is always a convex function with a minimum at c = c⇤ (see Figure 4 for the plots of P in
correspondence with di↵erent values of ✓ with respect to ✓⇤).

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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-0.05
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0.2

Figure 3: Plot of the polynomial type potential P
for c⇤ = 0.4, in correspondence with ✓ = ✓⇤ (solid
line), ✓ > ✓⇤ (dashed line), ✓ < ✓⇤ (dotdash line).
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Figure 4: Plot of the logarithmic type potential P
for c⇤ = 0.4, in correspondence with ✓ = ✓⇤ (solid
line), ✓ > ✓⇤ (dashed line), ✓ < ✓⇤ (dotdash line).

By summarizing, phase separation is induced by changes in convexity/concavity in the potential (8) and
such changes are related to the passage from minima to maxima or viceversa. To see the mechanical e↵ects
on the mixing problem, we now focus on the role of the new stretching term when � is a positive constant
parameter. To begin we suppose the concentration c within the range (c⇤, 1): it is easy to note that an
expanding gas mixture (i.e. r·v > 0) reinforces the mixing of the two gases. An analogous stabilizing e↵ect
is obtained for a compressed gas mixture (i.e. r·v < 0), when 0 < c < c⇤. Clearly all other cases favour the
demixing of the two gases. So, as experimentally confirmed, a thermally induced phase transition results
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strictly related to the di↵erent rarefaction of the two gases together with the range of variability of the
concentration with respect its mean value c⇤.

To provide a graphical description of the mechanical e↵ects of the new stretching term, we assume that
�, ⇢ and r·v be constant and, after introducing the following functional

P̃ = F +
1

✓⇤
(✓G+H) ,

where

H 0(c) =


� sign(c� c⇤)

⇢
r·v

�
G0(c) ,

we plot P̃ within the polynomial choice (10), according to the signs of r·v and (✓ � ✓⇤).
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Figure 5: Plot of the polynomial type P̃ for c⇤ =
0.4, and ✓ > ✓⇤, in correspondence with r·v = 0
(solid line), r·v > 0 (dashed line), r·v < 0 (dotdash
line).
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Figure 6: Plot of the polynomial type P̃ for c⇤ =
0.4, and ✓ < ✓⇤, in correspondence with r·v = 0
(solid line), r·v > 0 (dashed line), r·v < 0 (dotdash
line).
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Figure 7: Plot of the polynomial type P̃ for c⇤ =
0.4, r·v < 0 in correspondence with ✓ = ✓⇤ (solid
line), ✓ > ✓⇤ (dashed line), ✓ < ✓⇤ (dotdash line).
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Figure 8: Plot of the polynomial type P̃ for c⇤ =
0.4, r·v > 0 in correspondence with ✓ = ✓⇤ (solid
line), ✓ > ✓⇤ (dashed line), ✓ < ✓⇤ (dotdash line).

Finally, in order to avoid further complications, the temperature field is here incorporated into the energy
equation by means of the classical Fourier law of heat conduction, namely the heat flux vector is supposed
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to satisfy the constitutive equation
q = �k(⇢, ✓, c)r✓ , (13)

where the thermal conductivity k is a positive valued scalar function.
Indeed, thinking of global warming as a result of the greenhouse e↵ect and gases emissions, also for these

pollution problems one might generalize the heat conduction theory taking into account memory e↵ects and
hence allowing for temperature to travel as a wave rather than simply by di↵usion (e.g. Cattaneo-Maxwell
or Green-Naghdi type 3 theories). In this regard we cite for example [17, 31, 32] and the extensive account
in the book [33] by Straughan.

4. Thermodynamic restrictions

Following classical thermodynamics arguments, besides the internal mechanical and heat powers Pi,m

and Pi,h = ⇢h, we here introduce an internal structural power Pi,c due to the chemical concentration (see
e.g. [34, 35] and references therein), so that the First Law of Thermodynamics generalizes to the form

⇢ė = Pi,m + Pi,h + Pi,c , (14)

where e is the internal energy of the system. Driven by the non-local capillary properties we have in mind,
the internal powers Pi,m and Pi,c are to be chosen as

Pi,m = �[p(⇢, ✓, c,r✓,rc) + �(⇢, ✓) sign(c� c⇤)Ġ(c)]r·v � ⇢�(⇢, ✓, c)(rc⌦rc) ·rv , (15)

Pi,c =⇢✓⇤Ḟ (c) + [⇢✓ + �(⇢, ✓) sign(c� c⇤)r·v] Ġ(c)

+
1

2
⇢
@

@c
�(⇢, ✓, c)|rc|2ċ+ ⇢�(⇢, ✓, c)rc ·rċ+M(⇢, ✓, c)rµ ·rµ .

(16)

By means of the identity

rc ·rċ = ˙(rc) ·rc+ (rc⌦rc) ·rv ,

it is easy to show that

Pi,m + Pi,c =p(⇢, ✓, c,r✓,rc)
⇢̇

⇢
+ ⇢✓⇤Ḟ (c) + ⇢✓Ġ(c)

+
1

2
⇢
@

@c
�(⇢, ✓, c)|rc|2ċ+ 1

2
⇢�(⇢, ✓, c) ˙|rc|2 +M(⇢, ✓, c)rµ ·rµ .

(17)

The Second Law of Thermodynamics is taken as the statement that the entropy density ⌘ satisfies the
inequality

⇢⌘̇ � ⇢
h

✓
+

q ·r✓
✓2

(18)

for any admissible process compatible with the balance equations (1), (2), (3) and (14). We observe that
the usual proportionality relations between the energy and entropy thermal inflows are still preserved.

Hence, substitution of ⇢h = Pi,h from (14) and use of the Helmholtz free energy density  defined as
 = e� ✓⌘, provide the Clausius-Duhem form of the Second Law

⇢( ̇ + ⌘✓̇)  Pi,m + Pi,c � q ·r✓
✓

. (19)

In order to test the thermodynamics consistence of our theory, we let  be given by a C2-function of the
state variables �. Making use of the chain rule, time di↵erentiation of  and substitution of (17) and (13)
into (19) easily yield


⇢ ⇢ �

p

⇢

�
⇢̇+ ⇢ [ ✓ + ⌘] ✓̇+⇢


 c � ✓⇤F

0(c)� ✓G0(c)� �c|rc|2

2

�
ċ+ ⇢ r✓ · ṙ✓

+⇢ [ rc � �rc] · ṙc  kr✓ ·r✓
✓

+Mrµ ·rµ ,

(20)
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where the subscripts stand for the relative partial derivatives.
To begin, for the sake of simplicity, we require that both terms of the right hand side of (20) be non-

negative, which in turn imply the standard restrictions k � 0 and M � 0.

Also, the arbitrariness of ⇢̇, ✓̇, ċ, ṙ✓ and ṙc, implies that (20) holds only if

 ⇢ =
p

⇢2
,  ✓ = �⌘ ,  c = ✓⇤F

0(c) + ✓G0(c) +
�c|rc|2

2
,  r✓ = 0 ,  rc = �rc . (21)

Hence it follows that, in compliance with  , the pressure p does not depend on r✓ and

p✓ = ⇢2 ⇢✓ , pc = ⇢2 ⇢c = ⇢2
�c⇢|rc|2

2
, prc = ⇢2�⇢rc , (22)

so that p is independent of c if �⇢ doesn’t depend on c. In some sense a crucial role is just played by the
dependence of the capillarities on c.

Therefore, the most general constitutive equation for p may be split as follows

p(⇢, ✓, c,rc) = p1(⇢, ✓) +
1

2
⇢2�⇢(⇢, ✓, c)|rc|2 , (23)

while the general appropriate form for the Helmholtz free energy  reads

 (⇢, ✓, c,rc) =  (⇢, ✓) + ✓⇤F (c) + ✓G(c) +
1

2
�(⇢, ✓, c)|rc|2 (24)

with

 ⇢ =
1

⇢2
p1 . (25)

As a comment we observe that p1 stands for the classical thermodynamical pressure, while the other con-
tribution in (23) can be interpreted as the capillary pressure due to inhomogeneous concentration fields.

Consequently to (24), the entropy density ⌘ is given by

⌘(⇢, ✓, c,rc) = � ✓(⇢, ✓)�G(c)� 1

2
�✓(⇢, ✓, c)|rc|2 (26)

and hence the internal energy assumes the form

e(⇢, ✓, c,rc) =  (⇢, ✓)� ✓ ✓(⇢, ✓) + ✓⇤F (c) +
1

2
[�(⇢, ✓, c)� ✓�✓(⇢, ✓, c)] |rc|2 . (27)

In particular

e✓ = �✓ ✓✓ �
1

2
✓�✓✓|rc|2 (28)

is the specific heat which generally depends also on rc; obviously the (positive) equilibrium specific heat
�✓ ✓✓ is recoverable whenever � is either a constant parameter or exhibits a (homogeneous or not) linear
dependence on ✓.

Next, making use of (17), (23), (25) and (27), we reformulate (14) as follows

⇢h =⇢e⇢⇢̇+ ⇢e✓ ✓̇ + ⇢ecċ+ ⇢erc · ṙc� Pi,m � Pi,c

=⇢e✓ ✓̇ � ⇢✓ ✓⇢⇢̇� ⇢✓
⇣
G0(c) +

�✓c

2
|rc|2

⌘
ċ� ⇢

2
✓�✓

˙|rc|2 �Mrµ ·rµ ,
(29)

so that the heat equation for our theory becomes

⇢e✓ ✓̇ + ⇢2✓ ✓⇢r · v � ⇢✓
⇣
G0(c) +

�✓c

2
|rc|2

⌘
ċ� ⇢

2
✓�✓

˙|rc|2 �Mrµ ·rµ = �r · q+ ⇢r (30)

8



where e✓ is specified in (28), while q satisfies (13). It turns out that (30) possesses a strong coupling with
other mechanical and capillary aspects, thanks to the dependence of � and k on the triplet (⇢, ✓, c).

Finally we highlight that the generalized chemical potential µ may be written as

µ = �c +
1

⇢
�(⇢, ✓) sign(c� c⇤)G0(c)r · v , (31)

where �c =  c � 1
⇢r · (⇢ rc) represents the variational derivative of the free energy functional, whereas

the stretching term reflects and reacts to the introduction of the additional non-stationary average rate-type
pressure within the mixture as in [11]. This last term is consistent with the presence of an empirical internal
structure due to the mixture, leading to a stronger interlacement between the momentum and Cahn-Hilliard
equations.

5. Evolution equations and boundary conditions

In this last section, we are now able to present the non-isothermal Cahn-Hilliard-Euler-Fourier system
governing the evolution of our air pollution model in ⌦ ⇥ (0, T ) and then propose appropriate physically
admissible boundary conditions. Suppose we now have a half-space ⌦ with a fixed lower surface @⌦, repre-
senting the earth’s surface, open to the atmosphere; let n be its outward unit normal vector.

Thus, by gathering all previous balance and constitutive equations, the general governing system reads
as follows

⇢̇ =� ⇢r·v ,

⇢v̇ =�r[p1(⇢, ✓) +
1

2
⇢2�⇢(⇢, ✓, c)|rc|2 + �(⇢, ✓) sign(c� c⇤)Ġ(c)]+

�

�(⇢, ✓, c)�crc+

1

2
�(⇢, ✓, c)r|rc|2 + (r�(⇢, ✓, c) ·rc)rc

�
+ ⇢f ,

⇢e✓ ✓̇ + ⇢2✓ ✓⇢r · v � ⇢✓

✓
G0(c) +

�✓c(⇢, ✓, c)

2
|rc|2

◆
ċ� ⇢

2
✓�✓(⇢, ✓, c)

˙|rc|2

=M(⇢, ✓, c)rµ ·rµ+ k(⇢, ✓, c)�✓ +rk(⇢, ✓, c) ·r✓ + ⇢r ,

⇢ċ =r ·
⇢
M(⇢, ✓, c)r


✓⇤F

0(c) +

✓
✓ +

�(⇢, ✓) sign(c� c⇤)

⇢
r·v

◆
G0(c) +

1

2
�c(⇢, ✓, c)|rc|2

�1

⇢
r·(⇢�(⇢, ✓, c)rc)

��

(32)

for (x, t) 2 ⌦ ⇥ (0, T ), to which we associate prescribed initial conditions for the unknown variables ⇢,v, ✓
and c. It is evident that if the capillarities are independent of ⇢ and c, as in [24] where � = �0✓, or even
constant, the constitutive setting simplify very much, but we would attain a weaker coupled system for air
pollution phenomena, which is less appropriate to fit naturally occurring situations. On the other hand, in
our generalization to non-constant parameters, it is just the dependence on c to be responsible in penalizing
sharp concentration gradients: this happens through the presence of higher order nonlinearities within the
capillarity force.

As for the boundary conditions, it needs to precise that the Cahn-Hilliard theory has been extensively
investigated under homogeneous Neumann boundary conditions on c and µ, ensuring that there is no mass
di↵usion through the boundary, along with standard boundary conditions for the thermo-mechanical frame.
More recently, driven by physical considerations, several authors see e.g.[36, 37, 38] have introduced new non-
stationary boundary conditions, known as dynamic boundary conditions, allowing for a better exploration
of the mixing kinetics of the two state phases. So, the formulation of new non-homogeneous boundary
conditions, strictly related to naturally occurring phenomena, becomes another interesting issue within the
Cahn-Hilliard theory, both mathematically and empirically.

In the light of the recent boundary proposals, also thinking of the experimental requirements concerning
the strong inflow of smoke plumes from stacks (see, for example, figure 1 below), we may simulate that
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pollutant emissions enter the system through the boundary. So we herein account for possible surface
sources by assuming the following non-homogeneous boundary conditions on @⌦⇥ (0, T )

⇢(x, t)v(x, t) · n(x) = g1(x, t) , rµ(x, t) · n(x) = g2(x, t) , (33)

together with non-homogeneous Robin-type boundary conditions for both concentration and temperature,
which can an be interpreted as the linearization of Stefan’s radiation laws

rc(x, t) · n(x) + ↵1c(x, t) = g3(x, t) , r✓(x, t) · n(x) + ↵2✓(x, t) = g4(x, t) , (34)

where ↵1,↵2 are positive constants, while g1, g2, g3 and g4 are prescribed functions with g1  0. This model
may be further specialized to the thermal convection problem in a (multy-)layer heated from below, in order
to investigate convectively unstable motions. This situation is peculiarly beneficial in air pollution studies
over large urban areas, where a lot of sources of pollutants are present.

6. Conclusions

Air pollution is an age-old topic whose newness is nowadays strictly related to the environmental degra-
dation, due to poor air quality with significant health e↵ects on living organisms all over the world. It
represents an evident and dangerous contamination form and may occur, for example, owing to the exces-
sive burning of fossil fuels, chimney stacks, biomass incineration, etc. Several attempts have been performed
to understand it and fight against these phenomena, also through the development of mathematical model-
ings from di↵erent backgrounds.

In order to gain a better understanding of dispersion and reaction of pollutants, we are primarily in-
terested in the interactions between two gases like air and smoke (or fog and smoke). So, following the
phase-field approach, we here present a novel non-isothermal air pollution model within a modified Cahn-
Hilliard theory in a binary mixture of two gases, combined with an adequate thermo-mechanical setting.
Interestingly, this model results to be compatible with the Laws of Thermodynamics.

As for the boundary conditions, we take into account the e↵ects of the pollution near the earth surface
and, di↵erently from other authors, we propose novel non-homogeneous boundary conditions to account for
the emissions of smoke from chimney stacks.

The model may be also easily generalized to include reaction terms, like a concentration source density,
within the Cahn-Hilliard equation in order to better fit real life situations. Also, a di↵erent constitutive
thermal setting may be important in interpreting the role of temperature on pollution phenomena.

Finally, as many application areas for air pollution include anisotropic situations, a particular interest
may be addressed in the future to cases where the mobilities and capillarities are anisotropic and can be
described by non-constant symmetric tensors.

Acknowledgments

Research performed under the auspices of G.N.F.M. - I.N.d.A.M. and partially supported by Italian M.I.U.R..
We would like to thank the referees for their incisive remarks which have led to improvements in the paper.

References

[1] A. Aggarwal, A. K. Haritash, K. G., Air pollution modelling - A review, Int. J. of Adv. Tech. in Eng. Sc. 2 (6) (2014)
335–364.
DOI www.ijates.com/images/short_pdf/1404134107_P355-364.pdf

[2] A. Louie, R. Pierce, Mathematical models of human exposure to air pollutants, Math Comput Model 10 (1) (1988) 49–64.
DOI https://doi.org/10.1016/0895-7177(88)90121-5

[3] G. J. McRae, J. H. Seinfeld, Development of a second-generation mathematical model for urban air pollution–II. evaluation
of model performance, Atmos. Environ. 17 (3) (1983) 501–522.
DOI https://doi.org/10.1016/0004-6981(83)90124-5

10

www.ijates.com/images/short_pdf/1404134107_P355-364.pdf
https://doi.org/10.1016/0895-7177(88)90121-5
https://doi.org/10.1016/0895-7177(88)90121-5
https://doi.org/10.1016/0004-6981(83)90124-5
https://doi.org/10.1016/0004-6981(83)90124-5
https://doi.org/10.1016/0004-6981(83)90124-5


[4] F. Kelly, J. C. Fussell, Air pollution and public health: emerging hazards and improved understanding of risk, Environ.
Geochem. Health 37 (4) (2015) 631–649. doi:10.1007/s10653-015-9720-1.
DOI https://doi.org/10.1007/s10653-015-9720-1

[5] P. M. Mannucci, M. Franchini, Health e↵ects of ambient air pollution in developing countries, Int J Environ Res Public
Health 14 (1048).
DOI https://doi.org/10.3390/ijerph14091048

[6] R. F. Phalen, The particulate air pollution controversy, Nonlinearity in biology, toxicology, medicine 2 (4) (2004) 259–292.
DOI https://doi.org/10.1080/15401420490900245

[7] J. F. Blowey, C. M. Elliott, The cahn–hilliard gradient theory for phase separation with non-smooth free energy part ii:
Numerical analysis, European Journal of Applied Mathematics 3 (2) (1992) 147–179. doi:10.1017/S0956792500000759.
DOI http://dx.doi.org/10.1017/S0956792500000759

[8] M. I. M. Copetti, C. M. Elliott, Numerical analysis of the cahn-hilliard equation with a logarithmic free energy, Numerische
Mathematik 63 (1) (1992) 39–65. doi:10.1007/BF01385847.
DOI https://doi.org/10.1007/BF01385847

[9] C. M. Elliott, D. A. French, Numerical studies of the cahn-hilliard equation for phase separation, IMA Journal of Applied
Mathematics 38 (96–128).
DOI https://doi.org/10.1093/imamat/38.2.97
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