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Autonomous Underwater Intervention:

Experimental Results of the MARIS Project

Enrico Simetti, Francesco Wanderlingh, Sandro Torelli, Marco Bibuli,

Angelo Odetti, Gabriele Bruzzone, Dario Lodi Rizzini, Jacopo Aleotti,

Gianluca Palli, Lorenzo Moriello, and Umberto Scarcia

Abstract

Autonomous Underwater Vehicles are frequently used for survey missions and monitoring tasks,

however manipulation and intervention tasks are still largely performed with a human in the loop.

Employing autonomous vehicles for these tasks has received a growing interest in the last ten years,

and few pioneering projects have been funded on this topic. Among these projects, the Italian MARIS

project had the goal of developing technologies and methodologies for the use of autonomous Underwater

Vehicle Manipulator Systems in underwater manipulation and transportation tasks. This work presents

the developed control framework, the mechatronic integration, and the project’s final experimental results

on floating underwater intervention.

Index Terms

underwater vehicle manipulator system; underwater gripper; underwater vision; floating underwater

control; task priority control; underwater intervention.
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I. INTRODUCTION

Autonomous underwater vehicles (AUVs) have important applications in ocean related fields,

such as monitoring environmental parameters [1], detection of new zones to be exploited for

resource gathering [2], monitoring and exploration of archaeological sites [3], and security

applications [4] to name but a few.

In the above applications, AUVs perform survey missions. A recent trend is the use of

AUVs for performing inspection, repair and maintenance operations. The autonomous UVMS

(Underwater Vehicle Manipulator System) solution is very appealing for its cost and human

safety aspects compared to current technology. Indeed, in the last decade Chevron has initiated

a research program on the use of Intervention AUVs (I-AUVs) to develop a permanent system

to increase the frequency of inspections, reducing the overall cost of field maintenance [5].

Research on improving autonomy for underwater manipulation tasks can be dated back to

1990s, in particular to the works on compliant underwater manipulators [6] and coordinated

vehicle/arm control for teleoperation [7]. A first milestone was achieved with the AMADEUS

project [8] which demonstrated dual arm autonomous manipulation in water tank experiments.

Those efforts were still exploring basic control problems. The first mechatronic assembly

of an UVMS was carried within the pioneering project UNION [9]. Another milestone was

achieved within the ALIVE project, with the demonstration of autonomous docking on a ROV

friendly panel [10] and fixed-base manipulation of a valve. Shortly after ALIVE, the SAUVIM

project [11], [12] has instead shown for the first time an UVMS performing autonomous floating

manipulation tasks.

Recently, the Spanish project RAUVI [13] studied the problem of finding and recovering a

flight data recorder placed at an unknown position at the bottom of a water tank. The recovery,

carried out with a special hook, was demonstrated using a decoupled control of the base, which

was hovering, and the manipulator [14].

The TRIDENT project [15] followed the trend of the SAUVIM and RAUVI projects. A major

difference with those projects is that a coordinated control of the UVMS was implemented,

exploiting a task priority framework together with a dynamic programming approach. The

control framework developed within the TRIDENT project explicitly dealt with the activation

and deactivation of scalar control objectives, to allow safety tasks to be at higher priority
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and deactivate them whenever not necessary. The project ended with a demonstration of an

autonomous underwater recovery of a blackbox mockup in a harbor environment [16].

Partially overlapping in time with the TRIDENT project, the PANDORA project focused on the

execution of floating valve-turning operations on a panel, combining learning by demonstration

and a task priority control [17], [18]. However, the original task priority framework [19] was

adopted, which does not have the ability to activate/deactivate control tasks without discontinuity

in the control variables. For that reason, the end-effector position control task was placed at the

highest priority, while safety tasks only attempted at lower priority. Ad-hoc modifications, outside

of the task priority paradigm, were introduced during the experimental trials to cope with the

priority inversion problem, resulting in the loss of the task priority properties.

Finally, in the MERBOTS project [20] the authors have used the motion planning ROS

package MoveIt! to compute reference trajectories for the UVMS. However, instead of integrating

motion planning with control, they completely replaced the latter by computing trajectories in

the configuration space. For that reason, the resulting behavior requires that each degree of

freedom reaches its configuration waypoint, creating many stop and go motions. Furthermore,

the architecture does not allow for multi rate control of the arm and the vehicle, does not exploit

the better performances of the arm joints w.r.t. the vehicle thrusters, and nonactuated degrees of

freedom are not properly taken into account, as the authors themselves underline.

This work presents the major outcomes of the Italian MARIS project [21], which was coor-

dinated by the Genova node of the Italian Research Center on Integrated System for the Marine

Environment (ISME), with the participation of Bologna, Cassino, Salento and Pisa ISME nodes,

CNR-ISSIA (Genova node) and University of Parma. The goal of the project was the development

and integration of technologies and methodologies to automate underwater manipulation and

transportation activities.

In particular, this work reports the most important novel results of the project, which are

the task priority control framework and the MARIS gripper, both experimentally proved. The

special focus on the three test campaigns and the knowledge gained while moving from theory

to practice represents another important contribution of this work. Insights on the developed

artificial vision techniques and integration efforts are also given.

In comparison with the latest underwater intervention projects (RAUVI, TRIDENT, PAN-

DORA, MERBOTS), the following innovative aspects of the work presented in this paper can
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be emphasized:

• The control framework developed within the project has extended the original task priority

framework [19] to allow control tasks activation and deactivation without discontinuities in

the control variables. With this possibility, inequality control objectives such as joint limits

can be taken into account only when they are close to be violated, without overconstraining

the system. This allows safety tasks, which are mostly of inequality type, to be put at the

highest priority, overcoming the problems outlined in [18]. With respect to TRIDENT, the

framework allows the activation and deactivation of control tasks of any dimension, not just

scalar ones.

• The new pseudo inversion scheme allows using smaller damping values, compared to the

dynamic programming technique that was used in the TRIDENT project [22].

• The developed control framework encompasses two parallel optimizations that take into

account the differences between the vehicle and arm degrees of freedom. The control of

the arm is optimal w.r.t. the current measured vehicle velocities, increasing the performance

of floating intervention activities, overcoming the shortcomings underlined in [20] where

the motion planning could not differentiate between the two subsystems. In addition, the

proposed framework allows a seamless coordinated control of the arm and vehicle, without

imposing sequential vehicle-arm motions as in [14]. However, if needed, such a behavior

can still be reproduced.

• Furthermore, the parallel optimizations allow an easy implementation of multi-rate control

of the arm and the vehicle, a feature that was lacking in [20], [18].

• The aforementioned features have been implemented maintaining an invariant and uniform

algorithmic structure, without requiring ad-hoc modifications outside of the task priority

paradigm as in [18].

Concerning the MARIS gripper, the major improvements include:

• Dimensions and weight have been significantly reduced compared to TRIDENT [23] (Fig. 2);

• Structural elements have been manufactured in Aluminium T7075 instead of 3D printing;

• An optoelectronic F/T (force/torque) sensor has been integrated into the wrist interface;

• A camera characterized by a resolution of 1024x768 pixel and 30 fps has been placed in

the gripper palm to allow close reconstruction of the environment and the objects during
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grasping activities;

• A pair of high-power LED capable of 3000 lumens each have been integrated in the gripper

palm to allow operation also in dark environments like the underwater one;

• The motors have been encapsulated inside independent sealed tubes, allowing fast motor

substitution without affecting the sealing of the other mechanical and electric parts.

The major improvement and contributions of the vision system consist of the following points:

• The stereo camera rig has customizable baseline and varifocal lenses that can be adapted to

specific vision tasks; the vision system also achieves a trade-off between on-board processing

performance (about 10 Hz algorithm execution, compared to the approximately 2 Hz of the

TRIDENT vision system), and balance of power consumption and thermal dissipation;

• The chosen target objects to be grasped are cylindrical and patternless, often only partially

visible during the execution of manipulation tasks, whereas previous works exploited full

visibility or specific object patterns; detection and pose estimation is based on robust features

like color, shape and dimension and the approach can be extended to more general objects

with distinctive color and regular shape;

• The detection algorithm manages partial occlusion by the AUV manipulator occurring

while approaching large objects, whereas in TRIDENT the control was required to avoid

occlusions;

• The image processing pipeline has been tested in both night and daylight conditions.

The article is structured as follows. Section II describes the mechatronics of the MARIS

system, including the vehicle, manipulator and vision subsystems and the newly developed

MARIS gripper. Section III describes the control architecture. Section IV reports the vision

techniques used for estimating the position of the target object to be grasped, while Section

V describes the software architecture of the MARIS UVMS. Section VI reports the results on

floating underwater manipulation. Finally, some conclusions are given in Section VII.

II. MECHATRONICS OF THE MARIS UNDERWATER VEHICLE MANIPULATOR SYSTEM

This section presents the mechatronics of the MARIS UVMS. A brief description of the vehicle

and manipulator subsystems is given, since the vehicle was not developed within MARIS and the

arm is a commercial product. Then, the developed vision system and the gripper are described.
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A. UVMS

The mobile robotic platform employed in the MARIS project as underwater floating carrier

is the R2 ROV/AUV developed by CNR-ISSIA, an evolution of the former Romeo ROV. It is

an open-frame fully actuated robotic platform designed to have a compact size, comparable to

small/medium class ROV/AUV; its dimensions are: 1.3 m length, 0.9 m width, 1.0 m height.

The total weight (in air) of the platform can range from 350 up to 500 kg, depending on

the specific sensor package and mission payload. The control in the 6 degrees of freedom is

provided by a redundant actuation framework composed by 4 vertical and 4 horizontal thrusters.

As proprioceptive sensors, the R2 ROV/AUV is equipped with a Microstrain 3DM-GX3-35 GPS

and AHRS (Attitude Heading Reference System) unit and within the MARIS project, a Teledyne

Explorer DVL (Doppler Velocity Logger) device was integrated, to track the sea bottom and to

determine the vehicle velocity.

The MARIS manipulator is based on the Underwater Modular Manipulator (UMA) developed

within the TRIDENT project [15] and now commercialized by Graal Tech srl. Since the manip-

ulator itself is not a product of the MARIS project, it will not be described here. The interested

reader can find more details in [23]. As main difference w.r.t. the TRIDENT project, where UMA

was originally conceived, the MARIS manipulator’s third link has a ’T’ shape. This particular

choice was made to fold the arm as much as possible during the deployment and navigation of

the UVMS.

B. Vision System

The computer vision system provides information required for the autonomous execution of

manipulation and grasping tasks of target objects. For the MARIS project, the goal was to detect

cylindrical target objects and provide their 3D pose w.r.t. the vehicle to the control system using

stereo vision.

In general, image processing applications are computationally demanding and require high

performance CPUs with significant power consumption. The developed vision system achieves

a trade-off between on-board processing performance (about 10 Hz algorithm execution), and

balance of power consumption and thermal dissipation. The adopted hardware solution is a

system comprising two x86 CPUs and a microcontroller. The main computational unit performs

the artificial vision calculations. while the auxiliary CPU provides other safety and monitoring
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(a) (b)

Fig. 1. (a) 3D CAD model of the vision system: internal view of the vision canister (left) and stereo rig (right). (b) Underwater

vision system.

services [24], [25]. The microcontroller is responsible for synchronized camera triggering and

temperature monitoring inside the canister.

The imaging subsystem is based on two AVT Mako G125C GigE cameras connected to the

main CPU through a standard Ethernet link with support to PoE (Power over Ethernet). Accurate

pose estimation requires full camera resolution (1292 × 964 pixels), while image processing at

a lower resolution is supported directly on board by sensor level image binning.

For higher flexibility, varifocal lenses with a focal length between 4.4 mm and 11.0 mm have

been chosen. Moreover, cameras are housed in separate canisters arranged in a rig allowing

changes in baseline and pitch configurations (see Figure 1).

C. MARIS Gripper

The gripper designed for the MARIS project represents the evolution of previous devices de-

veloped for the TRIDENT project and described in [23], [26], [27]. Figure 2 shows a comparison

between the current gripper and its predecessor.

The main functional specification of the MARIS gripper are: i) ability to grasp cylindrical

objects with diameter from 5 to 200 mm; ii) operating depth 50 m; iii) irreversible actuators;

iv) precision, parallel and power grasps; v) transmission system compliance to adapt to object

shape irregularities and uncertain dimensions; vi) an embedded wrist F/T sensor.

According to these design specifications, the size and shape of objects to be grasped is

ample. However, since internal manipulation capability is not required, a solution composed

by a mechanism with three fingers capable of a large workspace has been adopted.
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Fig. 2. The TRIDENT (right) and the MARIS (left) grippers.

In particular, the finger structural elements are manufactured in ABS plastic to reduce the

weight, to increase the buoyancy and to prevent damages to the other gripper components in

case of accidental collision with heavy objects or with the environment. Differently from the

TRIDENT gripper, anodized aluminium has been adopted for structural parts, such as the wrist

flange and the palm structure, to prevent corrosion.

The overall dimensions have been substantially reduced, as can be seen in Fig. 2. The weight

is about 4.5 daN in air, while in water it is about 1 daN, which can be easily compensated by

adding proper floats.

A camera characterized by a resolution of 1024x768 pixel and 30 fps and a couple of high-

power LEDs capable of 3000 lumens each have been integrated in the gripper palm to allow

object detection at close range during grasping activities. Finally, an optoelectronic F/T sensor

[28]–[30] has been added in the wrist interface.

Further details on the kinematics, actuation and the F/T sensors are reported in the following

subsections.

1) Kinematics: In Fig. 3 a schematic view of the gripper kinematics is reported. The gripper

has three fingers: one named T (which can be intended as an opposable thumb), and two identical
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T

FRFL

Palm

α

β

γ

Fig. 3. Kinematic structure of the gripper.

fingers named FR and FL (right and left finger respectively). The thumb has two links only: the

proximal link, connected to the palm by a revolute joint (proximal joint) with a rotational axis

parallel to the palm plane, and a distal link connected to the proximal link by a revolute joint

(distal joint) whose rotational axis is also parallel to the palm plane. The FR and FL fingers

differ from the thumb by the connection of the finger to the palm: in this case, an additional

joint (palm joint) with rotational axis perpendicular to the palm plane is introduced between

the palm and the proximal link, allowing the rotation of the whole finger with respect to the

palm axis. This arrangement allows performing both parallel and precision grasps, by means of

opposition of the fingertips.

In total, the gripper has 8 joints, each one driven by an independent closed-loop cable actuation.

Only 3 motors are used for the actuation, and couplings among the joints are implemented by

connecting in parallel the cable driving system of the three joint groups (i.e. distal, proximal and

palm joints) to the same motor. This solution represents a good trade-off between functionality

and complexity, since it enables several grasp configurations on a great variety of objects, both in

force and in form closure. Some significant finger postures and grasp configurations are reported

in Fig. 4.
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(a) Power grasp. (b) Spherical grasp.

(c) Parallel grasp. (d) Tripod precision grasp.

Fig. 4. CAD view of the gripper design and kinematic configurations.

2) Actuation: While in the TRIDENT project the motors were enclosed into sealed boxes

together with the two-stages speed reducers, in the MARIS project the actuator structure has

been completely redesigned by encapsulating the motors inside a sealed tube that allows fast

substitution of the motors without affecting the sealing of the other mechanical and electrical

parts. A detail of the actuation module developed for the underwater gripper is shown in Fig. 5.

The actuator housing is sealed in such a way to allow fast motor replacement in case of fault,

as can be seen in Fig. 5(b).

In particular, the actuation system of the gripper is based on the Faulhaber 12 W brushless DC

motor EN 2250 BX4 CCD with integrated motion controller and CAN interface. The closed-loop

cable transmission of the gripper, whose details are visible in Fig. 6, implements a double-acting

actuator [31]. This transmission system has been adopted mainly because it allows an optimal

distribution of the weight and of the actuators. It also introduces some actuation compliance that

is useful for safety reasons, in particular for operating in unstructured environments.

The maximum normal force applicable by each finger in continuous operation is about 150 N,
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Integrated
Motor Controller

Motor Speed
Reducer (14:1)

Output Shaft

Worm Gear
Reducer (20:1)

Brushless
Motor Housing

Waterproof
Connector

(a) Detail of the actuation module.

MotorResin
Sealing O-Rings

Dynamic Sealing
O-ring

Connector Cable

Motor
Shaft

Worm Gear Reducer
Output Shaft

Worm Gear Reducer
Input Shaft

Connection
Hub

(b) Internal view of the actuation module.

Fig. 5. Detailed view of the gripper actuation module.

which can be considered satisfactory for the typical operations of the MARIS project. Moreover,

thanks to the introduction of the worm gear reducer, the actuators are non-backdrivable. This

feature allows holding of the desired gripper configuration without further supplying power to

the motors even during a grasp.

3) Wrist Force/Torque Sensor: A F/T sensor [28], [29] has been designed and integrated

into the gripper wrist interface for controlling the force and the stability of the manipulator

interaction, see Fig. 7(a) and 7(b). The sensor detects the deformation of the wrist mechanical

structure, allowing the estimation of both the forces and the torques applied to the gripper. In

Fig. 8(a) and 8(b) the comparison between forces and torques estimated by the gripper F/T
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Palm Plane
with Camera
and LED Lights

ATI Gamma
Reference Sensor

Distal Joint
Transmission

Proximal Joint
Transmission

Force/Torque
Sensor

Palm Joint
Transmission

Actuator
Shaft
Connection

Fig. 6. The gripper mounted on the reference sensor during wrist force/torque sensor calibration: detailed view of the cable

transmission system and main components.

sensor and an ATI Gamma 10-130 F/T reference sensor is reported. The sensor communicates

with the control system by means of the same CAN bus used for the arm and gripper motors

for a simple integration with the arm/gripper system.

D. Integration of MARIS subsystems

In order to host all the subsystems needed to comply with the MARIS project requirements,

the R2 ROV/AUV has been suitably adapted to mount the robotic arm and gripper system

underneath the payload sled, the stereo camera system in front of the vehicle, and the related

canisters for the subsystems control. The vehicle with the MARIS payload integrated is shown

in Figure 9.

III. MARIS CONTROL FRAMEWORK

This section presents the control architecture developed for the MARIS system. The archi-

tecture treats the vehicle and the manipulators as a unique body and it is based on a modular,

September 18, 2017 DRAFT



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 13

(a) Detailed view of the wrist force/torque interior.

Complaint Elements

LEDPDsO-ring
Sealing

Acquisition
Board

(b) Detailed view of the wrist force/torque sensor measuring

elements.

Fig. 7. The wrist force/torque sensor.
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Fig. 8. Forces/torques measured by the fingertip sensor.

reconfigurable and hierarchical control architecture composed of four nested control levels (start-

ing from the outermost to the innermost):

• Mission Supervisor

• Kinematic Control Layer (KCL)

September 18, 2017 DRAFT



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 14

Fig. 9. The R2 ROV/AUV hosting the different MARIS subsystems: vision system (left), DVL (right), manipulator and a sketch

of the hand (bottom).

• Dynamic Control Layer (DCL)

• Thruster Allocation

A. Mission Supervisor

The mission supervisor has the role of scheduling the action to be executed (see the definition

in section III-B7). For the purposes of the MARIS experimental trials, the mission was defined

as a sequence of three steps:

1) perform a survey until the object is detected (vision system triggers an event when the

object is detected for the first time);

2) grasp the pipe (the hand motors current is monitored to detect a successful grasp);

3) move the arm in a predefined position to begin the transportation phase.

After such steps, the intervention was considered successful. Due to the limited size of the pool

where the trials were held, there was not enough space for more complex missions, therefore

this module was not developed further.
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B. The Task Priority Control Approach to Kinematic Control

This section develops the main concepts behind the proposed task priority based kinematic

control of the MARIS system. The task priority approach is a flexible, inclusive framework that

allows to specify how the system should achieve certain control objectives, by defining what

is called as a control task, which is the minimal building block of the architecture. A different

priority can be assigned to each task. A hierarchy of prioritized control tasks is called an action,

which defines a complex emergent behavior. Finally, actions are sequenced to fulfil some given

high level goal (mission). These concepts are better developed and explained in the following

sections.

1) Basic Definitions: The mathematical definitions are limited to what is strictly necessary

for the explanation of the main concepts:

• The system configuration vector c ∈ Rn of the UVMS as

c ,

q
η

 , (1)

where q ∈ Rl is the arm configuration vector and η ∈ R6 is the vehicle generalized

coordinate position vector. From the above definitions it results n = l + 6;

• The system velocity vector ẏ ∈ Rn of the UVMS as

ẏ ,

q̇
v

 , (2)

where q̇ ∈ Rl are the joint velocities and v ∈ R6 is the stacked vector of the vehicle linear

and angular velocity vectors.

2) Control Objectives: With the above definitions, the concept of control objective can be

introduced. A configuration dependent scalar variable x(c) is said to correspond to a scalar

equality control objective when it is required to satisfy:

x(c) = x0, (3)

or to a scalar inequality control objective when it is required to satisfy

x(c) ≥ xmin or x(c) ≤ xmax, (4)

where the min and max subscripts indicate a minimum and maximum value respectively.
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The use of scalar objectives allows a simple discussion of the proposed approach. However,

it does not constitute a limitation. Indeed, it is possible to define m scalar control objectives,

each one corresponding to a single component of a vector h ∈ Rm. Then, the approach allows

the definition of requirements for the whole vector, where some components are required to stay

within some ranges, and others are required to attain a given value.

3) Reactive Control Tasks: Control objectives define what the system needs to do, but not

how the system can accomplish them. This is where the concept of reactive control task comes

into play. A task is defined as tracking a given feedback reference rate ˙̄x, capable of driving the

associated variable x toward the corresponding objective.

For equality control objectives, a feedback reference rate ˙̄x that drives x toward x0 is

˙̄x , γ(x0 − x), γ > 0, (5)

where γ is a positive gain to control the convergence speed. For inequality control objectives,

a suitable feedback reference rate ˙̄x is any rate that drives x toward any arbitrary point inside

the region where the inequality is satisfied. For instance, consider an inequality objective of the

type x ≤ xmax and consider a point x∗ such that x∗ ≤ xmax, then a suitable feedback reference

rate that drives x toward its corresponding objective is

˙̄x , γ(x∗ − x), γ > 0. (6)

Note that the above are just simple examples of proportional control laws to achieve the de-

sired objectives. More complex generation of reference feedback rates could be implemented if

required.

The link between the system velocity vector ẏ and the considered control objective x is given

by the Jacobian relationship

ẋ = gT (c)ẏ, (7)

where g ∈ Rn is a vector.

4) Flexibility through Task Activation and Deactivation: An important feature of this archi-

tecture is the ability of activating and deactivating control tasks. To this purpose, an activation

function is always associated to each control objective and its corresponding reactive control

task. The activation function takes the following form

a(x) , ai(x), (8)

September 18, 2017 DRAFT



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 17

where ai(x) ∈ [0, 1] is a function of the control objective variable x(c), and its purpose is to

deactivate the task whenever the inequality objective is satisfied, to avoid over-constraining the

system.

The relationship between the value of the activation function and the control task is as follows:

• If a(x) = 1, the control task is called active and the corresponding actual ẋ should therefore

track ˙̄x as close as possible;

• If a(x) = 0, the control task is named inactive and the actual ẋ should be unconstrained;

• If 0 < a(x) < 1 the control task is named in transition and the actual ẋ should smoothly

evolve between the two previous cases.

Note that for equality control objectives it clearly holds that ai(x) ≡ 1.

5) Non-reactive Control Tasks: Not all the control tasks are associated with a control objective.

Indeed, some of them can be directly defined in a specific task velocity space. For example,

the goal of minimizing vehicle motions is directly expressed in the velocity space of the

vehicle, without the definition of a variable x(c). For this reason, non-reactive tasks are always

characterized by having a(x) = ai(x) ≡ 1. From now on, the distinction between reactive and

non-reactive control tasks will be dropped, and the generic term control task will be used, unless

otherwise specified.

6) Task Priority Inverse Kinematics: Once the control objectives have been specified, their

respective priority must be set. If multiple scalar control tasks are assigned to the same priority

level k, they lead to a ”multidimensional” task of the type

ẋk = Jk(c)ẏ, (9)

where now ẋk ∈ Rm is the task velocity vector and Jk ∈ Rm×n is the Jacobian matrix of the

task. At the same time, the task reference vector ˙̄xk is defined as the stacking of the reference

rates of each scalar control task, while their activation functions (8) are organized in a diagonal

matrix Ak.

With the above definitions, the control problem becomes tracking the given reference velocities,

following the required priority order, and taking into account their corresponding activation

values. The solution of this problem can be found solving the following sequence of minimization

problems:

Sk ,

{
arg R- min

ẏ∈Sk−1

∥∥Ak( ˙̄xk − Jkẏ)
∥∥2} , k = 1, 2, . . . , N, (10)
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where Sk−1 is the manifold of solutions of all the previous tasks in the hierarchy, and S0 , Rn.

The solution of each problem in (10) is not straightforward. It is well known that minimization

problems can be invariant to weights (such is the role of Ak) [32], [33]. For this reason, the

notation R- min has been used to highlight the fact that a special regularized pseudo inverse

solution of that problem is employed, as defined in [22].

The methodology, termed iCAT task priority framework, results in the following Task Priority

Inverse Kinematics (TPIK) algorithm:

ρ0 = 0, Q0 = I, (11)

then for k = 1, . . . , N

Wk = JkQk−1(JkQk−1)
#,Ak,Qk−1 ,

Qk = Qk−1(I − (JkQk−1)
#,Ak,IJkQk−1),

ρk = ρk−1 + Sat
(
Qk−1(JkQk−1)

#,Ak,IWk

(
˙̄xk − Jkρk−1

))
,

(12)

where the operator X#,A,Q is defined as in [22] and where the function Sat(·) implements the

saturation proposed in [34].

7) Actions: An action is a prioritized list of control objectives and associated reactive tasks,

with the possible addition of any non-reactive tasks, to be concurrently managed. For example,

the grasping action implemented in the field trials that will be discussed later in the paper

comprises the following list of control objectives (from highest to lowest priority):

1) Arm joint limits avoidance;

2) Arm manipulability;

3) Arm elbow-camera occlusion avoidance;

4) Camera centering;

5) End-effector linear position control;

6) End-effector angular position control;

7) Arm preferred shape.

Whenever the control system needs to transition from an action to another, the control ob-

jectives that are not anymore relevant need to be deactivated, while the new ones need to be

activated. To this purpose, the activation function (8) is modified to become

a(x,p) = ai(x)ap(p), (13)
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where ap(p) ∈ [0, 1] is a continuous sigmoidal function of a vector of parameters p external to

the control task itself. In particular, the ap(p) can be conveniently parametrized by the previous

and current action being executed, and the time elapsed in the current action, to obtain the

desired activation/deactivation smooth transition.

8) Control of Underactuated Vehicles: The proposed architecture easily deals with underactu-

ated vehicles. To that aim, a non-reactive control task defined as follows is placed at the highest

priority:

• The reference rate ˙̄x is composed by the vector of the measured vehicle velocities.

• The Jacobian is simply
[
06×l I6×6

]
.

• The activation matrix A diagonal elements are equal to one if they correspond to a non-

actuated degrees of freedom, zero otherwise.

If such a task is placed at the top of the hierarchy, then:

• The velocity components of ρ1 will be constrained to be equal to the measured ones for

non-actuated degrees of freedom.

• The matrix Q1 will prevent all the lower priority tasks from interferring with the highest

priority one, effectively inhibiting them from changing the values of ρk in the components

corresponding to non-actuated degrees of freedom.

• Each lower priority task k will take into account the current velocities of the non-actuated

degrees of freedom, during the computation of their task references
(

˙̄xk − Jkρk−1
)
. There-

fore, the final control vector is the optimal one considering the current measured velocities

in the non-actuated degrees of freedom.

Before forwarding the reference vector to the DCL for its tracking, the values corresponding to

non-actuated degrees of freedom are discarded.

9) Compensation of Vehicle Velocity Tracking Inaccuracies and Multi-rate Control: In the

previous sections, the control of the UVMS has been presented in a whole-body manner, jointly

considering the vehicle velocity and arm joint velocities as control variables in the stacked

vector ẏ. However, nonlinear properties of thrusters and their dynamic performances [35]–[37]

are well known, and are considerably worse than arm motor ones. Such considerations lead

to the conclusion that the vehicle velocity is tracked with far higher inaccuracy than the joint

velocities.
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To improve the overall control performances of the UVMS during floating operations, the idea

is to have two parallel optimizations (12):

• The first one, called TPIK 1, exploits the mechanism presented in section III-B8 to deal

with non-actuated vehicle degrees of freedom. Of the whole vector ˙̄y, only the vehicle

reference velocities v̄ are maintained, while the joint reference velocities are discarded;

• The second one, called TPIK 2, considers the vehicle as fully non-actuated. Therefore,

the control task shown in section III-B8 is used with an identity activation matrix, and

initialized with the vehicle measured velocities in all degrees of freedom. De-facto only the

arm joint velocities are subject to optimization in TPIK 2. Of the whole vector ˙̄y, only the

joint reference velocities ˙̄q are maintained, which represent the optimal joint velocities in

correspondence of the actual measured vehicle velocities.

The outputs of the two parallel optimization are then forwarded to the respective DCLs. With

the proposed scheme, the arm and vehicle are controlled in a coordinated manner, however the

arm joint velocities are always tuned to the current vehicle velocity. Therefore, the optimality

of the arm motion is not affected by the inaccuracy of the vehicle velocity tracking.

Finally, the two parallel optimizations allow to easily tackle multi-rate control. TPIK 1, which

generates the reference velocities for the vehicle, can run at the frequency allowed by the

vehicle DCL. Conversely, TPIK 2, which generates the joint reference velocities, can run at

the arm control frequency. Of course, the vehicle velocity feedback should be updated at the

same frequency to maintain the optimality.

C. Dynamic Control Layer

The Dynamic Control Layer is responsible for arm and vehicle reference velocity tracking.

For what concerns the MARIS vehicle’s velocities regulation, it is composed by a set of PI

(Proportional-Integral) regulators, with a feedforward input signal, that independently control

the motion along each degree of freedom. For what concerns the manipulator, the DCL simply

consists of the Faulhaber motor controllers embedded in the arm joints and their independent PI

regulators.
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D. Thruster Allocation

The R2 vehicle has a redundant thrust allocation scheme composed by 4 vertical and 4

horizontal thrusters. The vertical motion is achieved by applying the same thrust reference to all

the vertical thrusters in order to command the desired heave velocity.

A more complex scheme is instead applied for the horizontal motion: thrusts have to be

combined in order to properly generate surge, sway and yaw velocities at the same time. To

achieve this goal a priority based thrust allocation scheme is employed in order to: i) firstly

satisfy the torque request, i.e. always allowing the vehicle to turn and orientate itself tracking

the desired references; ii) with the ”remaining” maneuverability space the module satisfies at

best as possible (i.e. until thrusters saturation is reached) the linear velocity requests.

IV. MARIS VISION SYSTEM

The goal of the MARIS vision system is the detection of target objects and the estimation of

their 3D position and orientation. In particular, patternless cylindrical pipes have been chosen

as target objects due to their relevance for grasping and transportation tasks of the underwater

offshore industry. The detection of such objects must address several issues.

In underwater conditions, there are few reliable features that can be exploited in target

detection. Color is one of the few distinctive features for submerged targets [38], [39]. Color

restoration has been performed according to grey world hypothesis [40], which assumes that

the average surface reflectance in a scene is achromatic. After this operation, a raw region of

interest (ROI) can be identified based on color. Detection is enabled by searching in the ROI

straight regular contours, which are distinctive of human made artifacts.

Moreover, long cylindrical objects like pipes are only partially observable during the manipu-

lation, since the object is either partially occluded by the robot manipulator or quickly goes out of

the camera field of view. Since the manipulator configuration is known, its pose is used to mask

the projection of the robotic arm in the image planes of left and right cameras [41]. This arm

removal prevents potential errors in both ROI search and line contour detection. Furthermore,

the line contours are tracked in the image to make line estimation more robust.

Partial visibility highlights other issues in pose estimation. Manipulation and grasping tasks

require accurate 3D pose estimation of target objects. Standard dense stereo processing does not
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meet such a requirement due to the problematic matching of homologous points and keypoint

features in underwater environment [39].

The adopted 3D pose estimation algorithm exploits the a priori information about object

geometry and the strongest features of cylinder objects, namely their contours. In particular, the

line contours in the image plane correspond to planes tangent to the targets in 3D space. The

symmetry axis of the cylinder can be found through the intersection of these planes [39], [41].

However, the long line contours are not sufficient to correctly assess the reference frame on

the target object due to the intrinsic symmetry of the cylinder. Therefore, additional data must be

provided: the terminal parts of the object to place the reference frame origin, and the orientation

of the frame around the symmetry axis.

The terminal of the cylinder is represented in the image by a short line similarly to cylinder

long edges. The corresponding plane is used to find the reference frame origin, once properly

translated to the center of the cylinder. Since the cylinder terminal may be intermittently observed

and wrong pose estimation may occur, a tracking algorithm updates the value of the target

reference frame and filters wrong detection outcomes.

The orientation of the reference frame around the cylinder symmetry axis is given by the

vehicle inertial sensor. In particular, the z axis is aligned with the gravity direction. Although

the object is axially symmetric and can be grasped from all the directions, the assessment of

orientation is required for a consistent control of grasping operations.

The methodology applied to pipes could be extended to a more general class of targets under

given hypotheses. In particular, the color of targets must be robustly detectable on the seabed

under different lighting conditions, and their shape must be regular for extraction of stable

and geometrically defined contours. Moreover, the object geometry must be known a priori

in order to match the edges detected in the two stereo images with object parts in the 3D

space. Object symmetry, if present, must be addressed to disambiguate among different candidate

poses, as well as the conditions for pose estimation when targets are only partially visible. The

proposed approach enables sufficiently accurate and robust perception for object manipulation

tasks, even in the challenging and heterogeneous conditions of underwater environments. Other

more general approaches have not proven to be sufficiently robust and reliable under different

working conditions [39].

September 18, 2017 DRAFT



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 23

Fig. 10. The MARIS software architecture. Blocks colouring scheme is as follows: blue (RT processes), orange (ROS nodes),

yellow (hardware).

V. MARIS SOFTWARE ARCHITECTURE

The MARIS software architecture is composed by a set of processes running on different CPUs

and microcontrollers. To simplify the integration of all these processes, the project has adopted

ROS as a baseline mechanism for interprocess communication (IPC), at least for the interfaces

between subsystems. An exception to this rule is represented by real-time (RT) processes, since

they rely on different IPC mechanisms such as shared memories, mailboxes and semaphores

to maintain their RT status. In the following, we shall briefly analyze the set of processes that

compose the MARIS architecture.

Starting from the top-left of Fig. 10, the lowest level is represented by Gripper External

Controller and Arm Controller, which implement the CANopen protocol to interface themselves

with the low-level embedded controllers of both the arm and the gripper. Since both controllers

need to access the same CAN bus line, a CANopen dispatcher process is in charge of managing

the CAN driver, receiving and dispatching messages to and from the CAN bus. Since all the above

controllers are running as RT processes under RTAI, an Arm ROS bridge process is dedicated

to managing the transfer of information between the RT processes and the ROS network.

A similar hierarchy is implemented for the control of the vehicle. The Vehicle Controller
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implements the navigation system and the vehicle DCL, interacting with the hardware and

implementing the thruster allocation. In particular, the navigation system is composed by two

Kalman filters devoted to the estimation of yaw rate and linear velocities respectively, while

other two Kalman filters are employed for the angular pose and linear position estimation. A

ROS node called Vehicle ROS Interface is dedicated to bridge all the required data between the

ROS network and the vehicle RT control processes.

The vision processes are natively written as ROS nodes, so in this case there is no need for

a ROS bridge. The vision PC hosts the Stereo Camera Drivers processes, which acquire and

publish the images from the cameras. The Arm Reprojector projects the robotic arm mask in

images allowing the Pipe Pose Estimator to detect the pipe in the image and to estimate its pose

without interference from the arm shape. The Pose Tracker vTg and Pose Tracker cTl track the

desired grasp position (frame 〈g〉 w.r.t. vehicle frame 〈v〉) and of one end of the pipe (frame 〈l〉

w.r.t. the camera frame 〈c〉), which are used by the Freefloating Controller to drive the whole

system on top of the pipe itself to perform the grasp.

Finally, the Freefloating Controller process is in charge of controlling the whole UVMS. The

controller implements the task priority based kinematic inversion scheme presented in section

III-B. The outputs of this controller are reference velocities for both the arm and the vehicle,

which are sent to the Arm Controller and Vehicle Controller.

VI. FLOATING UNDERWATER MANIPULATION EXPERIMENTAL RESULTS

In this section, some of the experimental results of the MARIS project on floating underwater

manipulation are presented. Three separate test campaigns were carried out, during October

2015, December 2015 and April 2016, all of them held in a public pool. In these experiments, a

colored pipe was placed inside the pool, floating a few centimeters from the floor of the pool for

safety reasons, to avoid collisions with the floor during early testing and tuning of the control

parameters. The vehicle was umbilically connected to a ground station on the sideline of the

pool, for supervision and quick access to the telemetry for debugging purposes. The results are

summarized, in terms of grasp success rate, in Table I. Before commenting each of the test

campaigns, the theory-to-practice transition is discussed.
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TABLE I

MARIS EXPERIMENTAL RESULTS

Test Campaign Attempts Successful Grasps Success Rate DVL integrated

October 2015 16 4 25% NO

December 2015 13 4 30.7% NO

April 2016 17 12 70.5% YES

(a) (b)

Fig. 11. (a) Checkerboard attached to the manipulator wrist and used for intrinsic, relative extrinsic and system extrinsic

parameters of stereo camera; (b) reference frames of AUV system involved in estimation of system extrinsic parameters.

A. From Theory to Practice

Before the execution of the actual experiments on floating manipulation, a few preliminary

integration and tuning steps were necessary. Indeed, the deployment of the proposed stereo

vision system required camera calibration and parameter tuning of the object detection algorithm.

Finally, the development and integration of the custom MARIS sled required the tuning of the

vehicle dynamic response.

1) Camera Calibration: Calibration of the vision system is a fundamental step of the inte-

gration phase to enable reliable execution of manipulation and grasping tasks. The output of

the calibration phase includes different sets of parameters: the intrinsic parameters, the relative

extrinsic and the system extrinsic. Intrinsic parameters are related to camera perspective geometry
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(a) (b) (c)

Fig. 12. Rectification of underwater left frame using intrinsic parameters: (a) original image, rectified images with intrinsic

parameters from (b) in-air calibration and (c) in-water calibration.

and optical distortion, whereas relative extrinsic ones represent the relative pose between left

and right cameras in a stereo rig. Intrinsic and relative extrinsic calibration affect the accuracy

of the target object pose w.r.t. the camera. System extrinsic parameters encode the relative pose

between the stereo vision and the manipulator reference frames, and their accurate estimation

relies on the accuracy of the arm kinematics.

For a pinhole camera model, the estimation of intrinsic and relative extrinsic parameters is a

standard procedure, usually performed by observing a checkerboard at slightly different poses.

An underwater camera is more accurately modeled as an axial camera [42] due to light refraction

through different media (water, plexiglass canister surface, air inside the canister). However, since

stereo processing with axial camera is unpractical, it is common practice in underwater computer

vision to adopt a pinhole model with the parameters obtained by an in-water calibration using a

checkerboard. A less accurate alternative is to calibrate the stereo system before immersion and to

optimize parameter values (in particular radial distortion) using ad hoc correction techniques [24].

Other approaches are based on local approximation of axial cameras with the pinhole model [43].

The intrinsic and relative extrinsic calibration parameters used in the experiments reported in

this paper have been estimated according to the difficult and time-demanding in-water procedure

of the pinhole model. The checkerboard has been attached to the robotic arm as shown in

Figure 11(a) and moved in front of the camera until convergence to stable parameter values.

The standard stereo calibration tool provided by the ROS framework has been used to compute

the required parameters.
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Figure 12 shows the rectification of a frame acquired in underwater (Figure 12(a)) using

parameters of in-air (Figure 12(b)) and in-water calibration (Figure 12(c)). Several details like

the size of the pipe after rectification illustrate the impact of accurate calibration on the images

used to estimate target object pose.

Another calibration is needed to assess the position and orientation of the stereo camera w.r.t.

the vehicle and the robotic arm frames, and it is represented by six system extrinsic parameters.

Such a reference frame transformation is required to plan the robot motion and to grasp the target

object. System extrinsic calibration has been performed using the same checkerboard rigidly

attached to the manipulator (Figure 11(a)). Since the size of checkerboard squares is known, the

checkerboard pose w.r.t. the left camera frame can be estimated by standard software tools. The

position and orientation of checkerboard frame w.r.t. the closest reference frame attached to the

manipulator, in particular the frame related to joint J6, has been manually assessed. Figure 11(b)

illustrates the relevant frames of MARIS system: stereo camera (c), vehicle (v), manipulator

base (b) and joints (1 . . . 6), and the checkerboard (k). Thus, the pose of stereo camera w.r.t.

the manipulator base has been computed using the transformation of the checkerboard w.r.t. the

camera (cTk), of the checkerboard w.r.t. manipulator joint 6 (6Tk) and of the joint 6 w.r.t. the

manipulator base (bT6).

2) Tuning Vision System Parameters: Beside calibration parameters, there are other variables

to be set in order to configure the vision system. The algorithm described in section IV requires

knowledge of the cylindrical target object size and color. The length and radius of the pipes

used in the experiments are about 1 m and 5 cm, respectively. Although different colors have

been used in other experimental sessions, yellow pipes have been mainly used as target. The

object detection algorithm finds an initial ROI through selection in HSV color space (e.g. hue

22 − 35, minimum saturation 63, minimum value 30). Color criterion has proven reasonably

robust to changing light conditions. The parameters that required more frequent adaptation are

camera exposure time and gain. Tests have taken place in shallow water (from 3 m to 4 m depth)

where the observation of target object is more sensitive to the amount of natural light. Once

such camera parameters have been set, the vision system properly detects the target.

Figure 13 shows a representative sample of operating conditions during experiments. Fig-

ures 13(a)-(b) show pictures of the yellow pipe in clear water respectively in daylight and night

conditions. The contribution of AUV headlights to the scene luminance is important only during
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(a) (b)

(c) (d)

Fig. 13. Example of AUV camera views of cylindrical target objects in different light and water conditions: (a) day-light clear

water; (b) night-vision clear waters and artificial illumination by the AUV; (c) slighly turbid water; (d) very turbid water.

night-time experiments, whereas in presence of natural light it is negligible. In the latter case,

the value of camera exposure is smaller than in the night-condition case, but the algorithm

parameters have not been changed. Grasping experiments have been successfully executed in

both conditions. Figures 13(c)-(d) illustrate operations in turbid waters. In the first of these

cases, the vision system provides intermittent detection. With extremely turbid waters like in

Figure 13(d) the detection algorithm is completely unable to operate.

3) Tuning of Dynamic Responses: After the integration of the MARIS payload, the vehicle

DCL gains had to be adjusted to the new dynamic model parameters. A preliminary fine-tuning

phase has been carried out during the field trials, where an on-line observation of the controller
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Fig. 14. Surge speed controller response with corrected (sea current estimation) feedback signal.

response has been used to correct the gain values to achieve the desired motion response. The

response of the controller is reported in Figure 14.

4) Control Tasks Implementation: Another step during the transition from theory to practice

is the implementation of the control tasks. To give some practical insights on this point, let us

consider the grasping action presented in section III-B7, and let us focus on the arm manipula-

bility control objective. In this case, the scalar variable x(c) that represents the control objective

is

x(c) = µ(q) ,
√

det [Jee(q)JTee(q)]. (14)

The manipulability measure µ(q) [44] is a continuous quantity that represents the distance from

singular postures of the end-effector Jacobian matrix Jee(q). Therefore, to avoid incurring into the

problems related to the kinematic singularities, the manipulability measure should be maintained

above a minimum threshold:

µ(q) > µmin. (15)

Once the control objective has been defined, three quantities must be defined: The activation
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function, the task Jacobian and the reference rate. From a practical point of view, this can be

done as follows:

• The activation function ai(x) = ai(µ) is defined as follows:

ai(µ) ,


1, µ(q) < µmin

s(µ), µmin ≤ µ(q) ≤ µmin + ∆

0, µ(q) > µmin + ∆

(16)

where s(µ) is any sigmoid function joining the two extrema with continuity. The value ∆

represents the width of the transition zone between the complete activation and deactivation

of the control task. A deeper discussion on its choice and influence is given in [22].

• The feedback reference rate (6) becomes

˙̄xµ(q) , γ(µmin + ∆− µ(q)), γ > 0, (17)

where the term µmin+∆ represents an arbitrary point inside the region where the inequality

is satisfied, as mentioned in (6).

• Finally, the task Jacobian can be partitioned as

Jµ(q) =
[
Jaµ(q) 01×6

]
, (18)

where Jaµ(q) ∈ R1×l is the Jacobian of the manipulability measure w.r.t. the joint velocities

only, evaluated in real time via the procedure developed in [45].

B. October 2015 Campaign Results

The first test campaign was carried out during October 2015. Unfortunately, the visibility

conditions in the pool were pretty bad, as can be seen in Fig. 13(d).

Notwithstanding the poor environmental conditions, tests were performed to assess the correct

integration of all the software components, and to stabilize the feedback coming from the vision

system. Initial tests were carried out while operating out of water. Figure 15 shows the sequence

of a grasping trial. Successively, some tests were performed in water, but given the bad visibility,

the vehicle base was not commanded by the control algorithm. Instead, the vehicle was manually

moved on top of the pipe and only the manipulator was controlled to perform the grasp. As

expected, the bad visibility conditions led to the unsatisfactory results reported in Table I.
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Fig. 15. Sequence of a successfully grasping performed out of water.

C. December 2015 Campaign Results

A second set of trials was scheduled for December 2015, shortly after the October ones. To

avoid the problems of the first campaign, the pool was cleaned a week in advance, and the

visibility conditions were much better.

The campaign was mostly dedicated to the tuning of the vision algorithm. Figure 16 shows

one of the trials, performed late in the afternoon with low light conditions. In particular, the

figure highlights the grasping sequence as seen from the left and right cameras of the vision

system. The images show the role of the Arm Reprojector process, which allowed the Pipe

Pose Estimator to have a very robust output by eliminating the interference created by the arm

occlusions on the pipe.

A few tests were performed with the coordinated control of both the vehicle and the manip-

ulator. Videos recorded from the on-board cameras are available at the following links:

https://youtu.be/b7lytrMOMeQ and https://youtu.be/p0ZG-m4ZJl4. However, the success rate

was still low, due to the quite significant difference between the commanded and actual vehicle

velocities, especially exacerbated due to the poor performance of the thrusters near zero velocity.

The inaccuracy of the vehicle reflected into an end-effector velocity not corresponding to the

desired one and therefore it often resulted in a failure of convergence towards the desired grasping

pose. Note that since the DVL was not yet integrated, it was impossible to apply the compensation

technique proposed in section III-B9.
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Fig. 16. Successful pipe grasping sequence in night-time conditions observed from the left and right cameras of the vision

system. The images show the mask of the robotic arm reprojected in each frame, the yellow lines representing the current

measurement of pipe line contours, whereas the purple and green lines are estimated by the edge trackers.
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Fig. 17. April 2016 MARIS test with unfiltered noisy vehicle feedback leads to oscillating behavior of the manipulator: (a)

vehicle feedback, (b) joint reference velocities.

D. April 2016 Campaign Results

The final test campaign was held in April 2016. The visibility conditions of the pool were

similar to those of the December 2015 tests. The major improvement with respect to the previous

trials was the integration of the DVL in the R2 ROV, which allowed the use of the compensation

technique presented in section III-B9.

An important lesson learnt during these trials was that trying to use the technique proposed

in section III-B9 can have a detrimental effect on the performance of the system if the sensor

feedback is particularly noisy. In fact, Figure 17 shows the vehicle feedback data from one of

the trials and reports the generated joint reference velocities. Indeed, as can be seen from the

plots, the manipulator, while trying to compensate what in reality was sensor noise, was inducing

oscillations on the vehicle, further exacerbating the issue.

A simple, but necessary fix was to filter the high frequency noise, especially present in the

angular rate feedback. With the introduction of a simple first order filter, with cutoff frequency

of ω = 50 rad/s, the self-induced oscillations disappeared, as can be seen from Fig. 18.

Thanks to the integration of the DVL, the filter to reduce the noise, and the implementation

of the compensation technique, the success rate of the grasping operation increased to 70%,

basically doubling w.r.t. the previous test campaign.

Figure 19 shows a successful grasp during the April 2016 trials, recorded by an external
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Fig. 18. April test with vehicle feedback filtered at ω = 50 rad/s leads to much smoother manipulator behavior and increased

performances thanks to the vehicle velocity compensation technique: (a) vehicle feedback velocity (filtered), (b) joint reference

velocities.

camera placed on the pool floor. The full sequence can be seen at the following link:

https://youtu.be/b3jJZUoeFTo.

VII. CONCLUSIONS

This work has presented the results of the MARIS project, including the developed control

framework, the overall mechatronic integration, and the project’s final experiments in underwater

floating manipulation.

The system is composed by the CNR-ISSIA R2 ROV, which has been reconfigured and updated

to work as an AUV, and a commercial manipulator manufactured by Graal Tech, whose control

system has been entirely developed by ISME. Finally, the gripper (ISME Bologna node) and the

vision system (University of Parma) have been developed during the course of the project.

The whole system has been tested in water tank experiments, in different light and water

conditions. A video of one of these trials, with a successful grasp of the pipe is available at

the link https://youtu.be/b3jJZUoeFTo. The final test campaign achieved approximately 70%

success rate in grasping the target, with 12 successful grasps in 17 attempts. The results of

MARIS project are a considerable improvement in robustness over the previous milestone of the

TRIDENT project, both in terms of number of successful attempts as well as in the ability to

carry out the task in different light conditions.
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Fig. 19. Another successful grasp with different light conditions. This snapshot is extract from the video whose link is given

in Section VII.

Nowadays, some of the authors are involved in an on-going Horizon 2020 project called

DexROV [46], which focuses on increasing the autonomy of ROV operations to allow a su-

pervised teleoperation from remote sites. The MARIS control framework is being currently

integrated with a cognitive engine to cope with the latency problems of remote teleoperation.

Furthermore, the same control framework is also further developed within the ROBUST project

[47], where an UVMS system is employed for deep-water mining sites exploration.

As part of future works, the integration between the developed control framework and motion

planning will be investigated. The idea is to let the motion planning focus on the generation

of Cartesian trajectories for the end-effectors or for the object, without planning in the config-

uration space as instead it was done in MERBOTS. Thanks to the reactive capabilities of the

developed control framework, the planner will not have to deal with low level details, reducing

its computational time requirements and simplifying the planning-control integration.

Finally, within the MARIS project, theoretical studies on interaction control [48], multi-vehicle

localization [49], communications [50], dual arm UVMS [51] (https://youtu.be/wBiOCVoRM9g)

and cooperative underwater manipulation systems [52], [53] (https://youtu.be/9WRRUotcjmM)
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have been performed, and represent the next step that has to be demonstrated in field trials.
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