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Abstract—Environmental temperature variations, as well as
process variations, have a detrimental effect on performance and
reliability of embedded systems implemented with deep-sub mi-
cron technologies. This sensitivity significantly increases in ultra-
low-power (ULP) devices that operate in near-threshold, due to
the magnification of process variations and to the strong thermal
inversion that affects advanced technology nodes. Supporting an
extended range of reverse and forward body-bias, UTBB FD-
SOI technology provides a powerful knob to compensate for such
variations. In this work we propose a methodology to efficiently
compensate, at run-time, these variations. The proposed method
exploits on-line performance measurements by means of Process
Monitoring Blocks (PMBs) coupled with on-chip low-power Body
Bias Generators. We characterize the response of the PMBs
versus the maximum achievable frequency of the system, deriving
a predictive model able to estimate such frequency with an error
of 3%. We apply this model to compensate Temperature-induced
performance variations, estimating the maximum frequency with
an error of 7%; we eliminate the error by adding an appropriate
body-bias margin resulting in a worst case global power con-
sumption overhead of 5%. As further improvement, we generalize
the methodology to compensate also process variations, obtaining
an error of 28% on the estimated maximum performance and
compensating this error with an overhead of 17% on the global
power consumption.

I. INTRODUCTION

Internet of Things, e-Health, Smart Sensors and wearable
consumer gadgets are expected to drive the electronic market
of the next decades. These applications rely on the capability
of the research community to provide devices that couple
ultra-low power (ULP) behavior with a reasonable level of
performance. Indeed, these applications are characterized not
only by an increasingly tighter power budget, but also by
an increasing demand of computation capabilities. The pace
dictated by the Moore’s law has slowed down, and CMOS
scaling, which drove semiconductor growth during the past
decades, is delivering reduced energy gains [1]. In this Moore’s
law twilight era, further energy gain can be achieved by
moving to the near-threshold computing (NTC) domain [2].
However, electronic devices implemented with most advanced
technological nodes feature a strong dependency between the
ambient temperature and the operating frequency and leakage
power. Unfortunately, this dependency increases in the near-

threshold operating region, where ULP devices works to pro-
vide high energy efficiency [3][4][5, p. 69].

The effects of process variations require a one-time com-
pensation as soon as the chip is fabricated 1. Contrarily, thermal
variations are dependent on the operating environment, hence,
they require a run-time compensation to ensure that chips are
able to maximize the efficiency and at the same time guarantee
a given target performance.

A well-known approach for achieving post-silicon tuning
to compensate variations in circuits is through body biasing
[6]. As opposed to adaptation of supply voltage, that requires
on chip DC/DC converters or voltage regulators, modulation of
body biasing can be implemented with simpler and more effi-
cient circuits, as relatively small transient currents are required
to polarize the substrate of the devices [7] [8]. Exploiting
forward body biasing (FBB), it is possible to increase the
operating frequency of a device avoiding significant growth
of dynamic power. This process makes FBB suitable for com-
pensation of variations causing degradation of the operating
frequency. On the other hand, reverse body biasing (RBB)
allows to significantly reduce leakage power where the process
or operating conditions allow the devices to run faster than the
target frequency, but with excessive leakage power [9].

Similarly, temperature compensation can be achieved
through voltage scaling and body biasing [10]. The majority
of the works focusing on temperature effects target high
performance devices that are subject to self-heating [11]. These
devices necessitate the mitigation of the effects of temperature
variation to avoid excessive leakage power dissipation that may
lead to thermal runway. However, these works demonstrated
the ability to compensate only for relatively small temperature
ranges, not representative of the huge amount of scenarios
enabled by ULP applications. Indeed, although self-heating
does not affect ULP devices due to their extremely small power
consumption, compensation of ambient temperature is crucial
in this domain as well [12].

In most advanced CMOS technologies, thermal inversion
causes an exponential growth of the dependency between

1Performance of digital circuits can also be affected by aging. However,
since self-heating is minimal for systems operating in ULP domain, this
phenomenon can be neglected.



temperature and frequency, especially when operating in near-
threshold. Several works have addressed this problem, mainly
leveraging adaptation of supply voltage [13][14]. On the
contrary, the adoption of body biasing to address variation of
ambient temperature has not been extensively explored so far,
due to the limited capabilities of most advanced technologies
such as bulk and FinFET to provide extended body bias ranges
suitable for compensation of wide temperature ranges [15][16].

The methodologies proposed so far are very often highly
intrusive and linked to a specific architecture. Solutions like
the one proposed in [17] have to be fully integrated with the
architecture to provide good results. Less intrusive solutions
based on Critical Path Replicas (CPR) have been proposed
[18], but also in this case, the architecture’s dependency of
the performance monitoring system reduces the application
field to designs where a complete access to all the SoC’s
IPs is possible. Contrary to what has been done so far, the
performance monitoring system adopted in our solution keeps
at minimum the intrusiveness, by exploiting on-chip direct
frequency measurements. High generality is given by the fact
that the knowledge of architectural details is not required,
which is extremely useful when the IPs composing the system
are released as encrypted macros, or simply come as hardened
macros from different design teams.

In this work, we analyze the capabilities of UTBB FD-
SOI (Ultra Thin Body and Box Fully Depleted Silicon On
Insulator) technology in compensating process variations in
the ULP domain by means of on-chip Process Monitor Boxes
(PMB) coupled with on-chip Body-Bias Generators (BBG). To
demonstrate this potential on real silicon we utilize a test vehi-
cle consisting of an ULP cluster of processors operating in near
threshold fabricated in 28nm UTBB FD-SOI technology. The
compensation technique exploits one of the unique features of
the UTBB FD-SOI technology: the ability to use the wide-
range body bias to change the transistors voltage threshold.
Body-Bias Generators allows to modulate the Vbb in a wide
range, theoretically from −3V to Vdd/2 + 300mV.

The main contribution introduced by this work is a general
methodology, suitable to be implemented both in software and
hardware, which enables advanced power management strate-
gies. We start our work by studying the correlation between
the output of the PMB and the actual maximum performance
of the chip on the whole body-bias range; technical limitations
practically reduce the body-bias range (from −1V to Vdd/2
+ 300mV). As successive step, we derive a general device-
dependent linear model to predict the maximum frequency at
each operating point. Our exploration covers the following set
of OPs: Vdd = {0.5V,0.7V,0.9V} and for each supply voltage
T = {−20 ◦C,25 ◦C,80 ◦C}. Once the model’s parameters have
been obtained, we estimate the maximum error, finding that it
is never higher than the 7%. Then, we propose a methodology
exploiting additional body-bias voltage margins to reduce it.
Finally, we provide an evaluation of the overhead that this
methodology causes on the global power consumption; we
quantify it as the ratio between the additional leakage caused
by the FBB margin and the global power consumption. The
main result of this work is to show that temperature-induced
variation compensation can be done by increasing the power
consumption budget by less than 10%. We derive, as last
step, a more general methodology to compensate also process

variations, with a worst-case overhead lower than 17% in
practical use case.

Remainder of this paper is organized as follows. Section
II describes the chip used as test vehicle and the Process
Monitor Boxes. Section III describes the experimental setup,
as well as the measurements performed to characterize the
devices and extract the empirical models for the Frequency
and Leakage current. Section IV provides a description of the
analysis performed on the PMB sensors. Section V describes
the methodology used to compensate temperature variations.
Section VI provides a description of the same methodology
applied to the process variations compensation. Section VII
introduces a discussion of the results achieved by this methods,
as well as a discussion of the overhead introduced by the
two different compensations. Finally, section 6 gives some
concluding remarks.

II. PULP PLATFORM

Parallel Ultra-Low-Power platform [19] version 3
(PULPv3) [9] is a multi-core SoC for ULP applications
that operates in near-threshold to achieve extreme energy
efficiency on a wide range of operating points. The SoC is
built around a cluster featuring four cores and 64 kbyte of L2
memory. The cores are based on a highly power optimized
micro-architecture implementing the OpenRISC-32bit ISA
featuring 1kB of private instruction cache each. The cores
do not have private data caches, avoiding memory coherency
overhead and increasing area efficiency, while they share a L1
multi-banked Tightly Coupled Data Memory (TCDM) acting
as a shared data scratchpad memory. The TCDM features
8 2kB SRAM banks connected to the processors through a
single clock latency non-blocking interconnect, implementing
a word-level interleaved scheme to minimize banking conflict
probability. Off-cluster (L2) memory latency is managed by a
tightly coupled DMA featuring private per-core programming
channels, ultra-low programming latency and lightweight
architecture optimized for low-power and high transfer
efficiency. In Fig.1 is shown the architecture of the system.

Advanced power management is enabled by three different
power domains: i) The ”Safe Voltage Domain”) hosting the
Frequency Locked Loop generators, the two Body-Bias Gener-
ators for the SoC and Cluster regions, the PMB Controller and
additional infrastructural control logic ii) The ”SoC Body-Bias
Domain” iii) The ”Cluster Body-Bias Domain”. Each domain
is monitored by a PMB, which will be described in the next
section. In our tests, we will focus only on the Cluster Domain,
applying Vbb = 0V to the other body-bias domains.

A. Process Monitor Boxes

A Process Monitor Box (PMB) can be seen as an on-
chip sensor based on ring oscillators, connected to the system
through a digital interface, which provides information about
the maximum frequency achievable by the device. These
sensors are designed and optimized to behave consistently
with the other library logic gates, attempting to emulate all
the parasitic effects induced by temperature’s and process’
variations.



Fig. 1: Architecture of PULP system.

III. EXPERIMENTAL SETUP

To compare the ambient temperature and process variations
on next generation ULP devices, we conducted a large data
acquisition test directly on the PULP prototypes, measuring
power and performance metrics at the different corner cases.
Based on the measurement results, we have derived a set of
empirical models to describe the dependency of the perfor-
mance metrics to the physical parameters, compensation knobs
and environmental conditions. This models will be discussed
in the next sections of the paper.

The measurements described are performed with an Ad-
vantest SoCV93000 tester system, in connection with a Ther-
monics 2500E temperature forcing system, able to force an
environment temperature ranging from −80 ◦C to 220 ◦C.
Since we are interested in using the body-biasing voltage as in-
dependent variable both for temperature and process variations
compensation, we structured the measurements as follows: i)
We defined the operating point (OP) in terms of {Supply
voltage Vdd , Temperature}, where Vdd = {0.5V,0.7V,0.9V}
and T = {−20 ◦C,25 ◦C,80 ◦C}; ii) For each OP we swept
the body-biasing voltage (Vbb) in the range −1V to Vdd/2 +
300mV using the Body-Bias Generator, and we measured: the
leakage power (PLKG), the active dynamic power (PDYN ),
the total power (PTOT ) and maximum frequency (FMAX )
achievable by the device. More specifically, we measured the
active dynamic power (PDYN ) as the difference between the
Total Power (PTOT ) and the leakage power (PLKG). The Total
Power (PTOT ) has been measured as the power consumption
when the device is executing an arithmetic loop (Matrix
Multiplication), and the Leakage Power (PLKG) as the power
consumption when the device is not clocked. We extracted
the maximum operating frequency (FMAX ) by means of a
carefully crafted benchmark, able to trigger the most critical
paths2 of the circuit. We verified that the result of the arithmetic
operation was returned with the correct timing, and the End-
Of-Computation3 signal was properly asserted. As cross-check,
we verified that the arithmetic loop returned a valid check-sum.

To collect, the PMB output data during the test phase, since

2The critical path, identified by the timing analysis in the communication
between the cores and the scm memory, was massively triggered by the
algorithm we used as benchmark to measure the maximum frequency.

3Physical output pin of the device which certifies that the system completed
all the operations and properly entered a known final state.
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Fig. 2: This plot compares the maximum achievable frequency
and the PMB frequency estimation for a typical chip at 0.9V
and 25 ◦C.

the result of the PMB’s Maximum frequency estimation was
temporarily stored in an internal status register of the system,
we sent the value to a computer through a standard UART
interface.

IV. PMB CHARACTERIZATION

The first part of the methodology proposed in this paper
has the aim to exploit the run-time maximum frequency
measurement, performed with the test equipment, to determine
the actual maximum frequency of the chip. In parallel, by
observing the PMBs’ output, it is possible to find a correlation
between the actual maximum frequency and the one predicted
by the PMBs. Once the equation to translate the PMB fre-
quency estimation in FMax has been found, given a target
frequency specified by the application and depending on the
Vdd, the body-bias voltage can be finely regulated to fill the
performance’s gap.

For the sake of simplicity, in this section we will not
consider the variations introduced by the process; accordingly
with this assumption, we assume to use a model calibrated
on the specific chip. In other words, the correlation between
the value provided by the PMB sensor and the maximum
achievable frequency of the chip is calculated for the specific
device under test. Fig.2 shows on the same plot the maximum
frequency measured with the test equipment and the PMB
estimation for a typical device at 0.9V and 25 ◦C

As shown in Fig.3, the relationship between the values
provided by the PMB and the maximum frequency of the
device can be modeled with a simple affine function4 (Equation
1).

Fmax = CcorrFpmb + F0 (1)

4The Ccorr parameter represents the ratio between the delay of the critical
paths and the minimum delay determining the frequency of the oscillator
inside the PMB. The F0 parameter is an offset related to the critical path of
the circuit.
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Fig. 3: This plot shows the relation between the maximum
frequency and the PMB frequency estimation for a typical chip
at 0.9V and 25 ◦C. The data have been fitted with a linear
model, the parameters of the fit are: y=mx+q where m=0.6
and q=8.7, R-Square (COD) = 0.995.

This means that, once the model is determined, the memory
required to store the model’s parameters is small, as well as
the computational effort required to use run-time the model;
the computational operation to convert the output of the
PMB sensor is a simple multiplication. TABLE I shows the
parameters of the linear fit at the three OPs for a single device.
Notice that the Ccorr is always lower than 1, which means that
the maximum frequency of the circuit is always lower than the
the one generated inside the PMBs. The R-Square parameter
is always equal or higher than 0.995, indicating that the model
properly describes the data’s trend.

Vdd 0.9V 0.7V 0.5V
Ccorr 0.6 0.59 0.47

F0 8.72 5.19 3.21
R-Square 0.995 0.998 0.998

TABLE I: Parameters of the model for a typical chip at three
different supply voltages and 25 ◦C.

The equation we use to correlate the maximum frequency
with the PMB frequency estimation, as well as other techniques
used in other work, can be affected by errors. In our case the
error is represented by the residuals of the measurements with
respect to the fitting curve. The maximum residual we report
for the correlation model, at fixed Operating Point, and for
a single device, is the 3%. Comparable errors are reported
also in [20], a similar study performed on a DSP architecture
implemented with the same FD-SOI technology and exploiting
a performance monitor system based on Timing Fault Sensors
(TMFLT).

The presence of the model’s error, that is a frequency
uncertainty affecting the Maximum frequency estimation, can
be compensated by means of additional forward body-bias.
Notice that the Vbb margin added to compensate the model’s
uncertainty, is conceptually different from the Vbb regulation to

achieve a target frequency. The approach used to compensate
the error will be discussed in the next section.

V. TEMPERATURE VARIATIONS

The model we propose for the temperature-induced vari-
ation compensation is a generalization of the approach we
described for a single operating point. To derive a more general
fitting function, we performed the same data analysis on the
entire data set (multiple OPs) introducing hence an additional
degree of freedom. Thanks to this analysis, we obtained a
general equation describing all the operating points for a single
device. In Fig.4 is reported the entire set of measurements
performed at different voltages and temperatures for a typical
device. The red solid line, which is described by the equation 1,
represents the general model fitting the data. Table II reports
the parameters of the model in this case as well as the R-
Square.

Vdd 0.7V
Ccorr 0.59

F0 5.42
R-Square 0.996

TABLE II: Parameters of the model fitting the data for a single
chip, at a given supply voltage, at three different temperatures.

Fig.5 shows the relative error introduced by this general-
ization. We measured a higher error when the supply voltage
decreases; additionally, we also registered a well defined trend
in the model residuals, which could mean that the measurement
at 0.5V was disturbed by some other factor.
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Fig. 4: In this plot are shown all the measurements performed
at a single supply voltage Vdd = 0.7V and three different
temperatures T = {−20 ◦C,25 ◦C,80 ◦C}. The red solid line
represents the general model to correlate the output of the PMB
sensor with the maximum frequency of the device, which is
the global fitting curve for the entire data-set.

Starting from the error estimation, since we assume to
know the supply voltage at every OP, we used the empirical
model that links the frequency and the body-bias voltage to
convert the frequency error in a forward body-bias margin
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Fig. 5: This plot shows the distribution of the relative error
versus the maximum frequency when the general model is used
to convert the PMB output value in Fmax.

to add to the Vbb regulation. Notice that we are interested
in aligning the maximum frequency achievable by the chip
to the target one, therefore we need to compensate only for
negative frequency errors. In other words, we will compensate
those conditions where the general model overestimates the
real performance of the device.

As shown in Fig.6, the relationship between the frequency
and the body-bias voltage shifts with the temperature, however,
as shown by the plot in Fig.7, once the supply voltage has
been fixed, the relative frequency variation (in the forward
body-bias region) can be considered in first approximation as
temperature-independent; because the three curves are super-
imposed. Starting from this assumption, the amount of addi-
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frequency of a typical device and the body-bias voltage at three
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= 0V condition. The operating points are: Vdd = 0.7V and T
= {−20 ◦C,25 ◦C,80 ◦C}.

tional forward body bias that allows to neglect the effects of
temperature variation can be calculated exploiting the relative
frequency versus body-bias voltage relation reported in Fig.7,
which is the frequency-normalized inverse of Fig.6. To give
an example, assuming that we want to compensate the error at
0.9V shown in Fig.5, that is the 3% in the worst case, we need
to consider a Vbb margin of 0.1V (The amount of body-bias
is derived by the curves in Fig.7). Notice that the additional
amount of Vbb causes an increase in the leakage current, hence
additional leakage power consumption; the overhead caused by
this methodology will be discussed in section VII.

VI. PROCESS VARIATIONS

In this section we generalize the methodology we proposed
to reduce the sensitivity to temperature’ variations to compen-
sate also process’ variations.

As anticipated in the previous section, we considered
the variations introduced by the process and the variations
introduced by the temperature as separated. As demonstrated
in [10], the additional body-bias voltage used to reach the
target frequency, plus the margin to compensate the uncertainty
of the model, can be summed to the fraction of Vbb used to
compensate process’ variations as independent contributions.

Here, we discuss the results of the analysis performed on a
population of 8 different chips. In figure Fig.9 are reported the
correlation data of all the chips in exam, for a given OP. Notice
that the variations introduced by the process can be classified
in two types: i) The Inter-chip variations, that can be observed
in terms of performance gaps between different devices, as
shown in Fig.8 ii) Intra-chip variations, as demonstrated by
[21], resulting in different first N critical path, that can affect
the consistency between the behaviour of the circuit and an
on-chip performance monitor, confirmed also by our analysis.
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Fig. 9: In this plot are represented the data of 8 different
chosen devices, the red solid line represents the fitting curve
we assume as process-independent model.

As for the temperature variation compensation, we derived
a general correlation model between all the chips. Fig.10 shows
the error when this model is used to convert the output of the
performance monitor sensor. Also in this case the model is the
one described by equation 1, table III reports the values of the
parameters and the R-Square; notice that in this case the fitted
data have a larger variability, resulting in a larger Prediction
band and lower R-square.

Vdd 0.7V
Ccorr 0.63

F0 23.67
R-Square 0.814

TABLE III: Parameters of the model fitting the data for 8 chips,
at a given supply voltage, at three different temperatures.
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Fig. 10: This plot shows the distribution of the relative error
versus the maximum frequency when the process-independent
model is used to convert the PMB output value.

To generalize the model and compensate the error, as in
the previous section, we derived the function that links the vbb
with the relative frequency change at different supply voltages.
As shown in figure Fig.11, the sensitivity of the frequency
with respect to the body-bias, in the forward body bias region,
decreases when the supply voltage increases. Starting from this
assumption, we can assess that, using a Vbb margin to compen-
sate a frequency gap at 0.9V, at minimum the same frequency
gap will be compensated also for lower supply voltages. More
specifically, we can state that the frequency sensitivity to
body-bias voltage is always higher than 10%/100mV. Using
this more general model, as expected, we obtained higher
frequency errors (Fig.10).
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Fig. 11: The graph shows the Relative frequency sensitivity to
the Vbb at different operating points.



VII. METHODOLOGY’S OVERHEAD

The methodology we propose uses the forward body-
biasing to compensate the uncertainties in process monitor
readings. Since the Vbb has a straightforward effect on the
leakage current, hence on the leakage power consumption,
it is important to quantify the overhead introduced by the
body-bias margins. As it is well known, the higher is the
frequency of the system, the more dominant is the dynamic
power consumption with respect to the leakage power. Hence,
the overhead decreases as the target frequency increases, since
only the leakage power changes when the FBB is applied.
Notice that we define the overhead as the additional leakage
power with respect to the global power consumption, assuming
to calculate it in the most common operating condition for a
near-threshold processor, that is when the system is running at
the maximum achievable frequency, given a supply voltage.

The following tables report the worst case overheads at
three different conditions: i) when the Process-unaware model
is used ii) when it is possible to calibrate the model on the
single chip iii) when we can fully characterize the operating
point knowing also the temperature.

When only the supply voltage is known, it is necessary
to compensate temperature and process variations, as a conse-
quence, the frequency error in the estimation of the maximum
one is high and also the power consumption overhead. Table
IV summarize the results at three different operating voltages.

Vdd 0.9V 0.7V 0.5V
Ferr 11% 12% 28%

overhead 14% 10% 17%

TABLE IV: Frequency error and power consumption overhead
for temperature and process variation compensation.

When the model can be calibrated on the specific device,
it is possible to reduce the error in the maximum frequency
estimation approximately of a factor of 3. Table V shows
the results in terms of frequency errors and overhead in this
condition.

Vdd 0.9V 0.7V 0.5V
Ferr 3% 4% 7%

overhead 4% 3% 5%

TABLE V: Frequency error and power consumption overhead
for temperature effect compensation.

Assuming to probe also the temperature, the only error
affecting the model is the one given by the fitting curve, which
is the 5% in the worst case (0.5V), resulting in a worst case
overhead of the 3%.

VIII. CONCLUSION

In this work we demonstrated the body-biasing capabilities
of the UTBB FD-SOI technology in compensating temperature
and process variations. We developed a methodology that
provides run-time Maximum Frequency estimation by means
of Process Monitor Boxes, enabling performance optimization

policies exploiting body-bias regulation. We generalized the
model to operate across all the allowed operating points in
terms of supply voltage and temperature, for a single device,
by means of a finely tuned body-bias-based temperature com-
pensation. We proved that the error can be lower than the 3%
in the best case, and it can be kept below 7% in the worst
case. In this condition we measured an overhead in the global
power consumption always lower than 5%. We generalized the
methodology to compensate also process variations proving
that the overhead is lower than the 17% in the worst case and
lower than 10% in the best case. We observed that having
the possibility to probe also the temperature, the error can
be reduced to 5%, causing an overhead on the global power
consumption lower than 3%.
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