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Path-dependent partial differential equations (PPDEs) are natural objects
to study when one deals with non-Markovian models. Recently, after the in-
troduction of the so-called pathwise (or functional or Dupire) calculus [see
Dupire (2009)], in the case of finite-dimensional underlying space various
papers have been devoted to studying the well-posedness of such kind of
equations, both from the point of view of regular solutions [see, e.g., Dupire
(2009) and Cont (2016) Stochastic Integration by Parts and Functional Itô
Calculus 115–207, Birkhäuser] and viscosity solutions [see, e.g., Ekren et
al. (2014) Ann. Probab. 42 204–236]. In this paper, motivated by the study
of models driven by path-dependent stochastic PDEs, we give a first well-
posedness result for viscosity solutions of PPDEs when the underlying space
is a separable Hilbert space. We also observe that, in contrast with the finite-
dimensional case, our well-posedness result, even in the Markovian case, ap-
plies to equations which cannot be treated, up to now, with the known theory
of viscosity solutions.

1. Introduction. Given T > 0 and a real separable Hilbert space H , let
C([0, T ];H) be the Banach space of continuous functions from [0, T ] to H , en-
dowed with the supremum norm |x|∞ := supt∈[0,T ] |xt |, for all x ∈ C([0, T ];H).
Let � := [0, T ] × C([0, T ];H) and consider the following pseudometric on �:

d∞
(
(t,x),

(
t ′,x′)) := ∣∣t − t ′

∣∣+ ∣∣x.∧t − x′
.∧t ′

∣∣∞, (t,x),
(
t ′,x′) ∈ �.

The pseudo-metric d∞ allows to account for the nonanticipativity condition: each
function v : (�,d∞) → E, where E is a Banach space, which is measurable with
respect to the Borel σ -algebra induced by d∞, is such that v(t,x) = v(t,x·∧t ) for
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all (t,x) ∈ �. Let A be the generator of a strongly continuous semigroup on H ,
and let b : � → H , σ : � → L(K;H), where K is another real separable Hilbert
space (the noise space) and L(K;H) is the vector space of linear and continuous
functions K → H . In this paper, we study the well-posedness of the following
infinite-dimensional path-dependent partial differential equation (PPDE):

(1.1)
− ∂tu − 〈Axt , ∂xu〉 − 〈

b(t,x), ∂xu
〉

− 1

2
Tr
[
σ(t,x)σ ∗(t,x)∂2

xxu
]− F(t,x, u) = 0,

for all t ∈ [0, T ) and x ∈ C([0, T ];H), where F : � ×R → R and ∂tu, ∂xu, ∂2
xxu

denote formally the so-called pathwise (or functional or Dupire; see [7, 8, 14])
derivatives. The unknown is a nonanticipative functional u : � → R. We are de-
liberately restricting the nonlinearity F to depend only on u, and not on ∂xu, in
order to focus on our main well-posedness objective. The treatment of nonlinear-
ities involving the derivatives (e.g., the case of Hamilton–Jacobi–Bellman equa-
tions) needs different methods and involves nontrivial technical difficulties. For
this reason, we leave a complete treatment of it for future research. Nevertheless,
in order to illustrate how the definition of viscosity solution here adopted can be
extended to the nonlinear case, in Section 6 we provide a setting for the treatment
of HJB equations and show existence of viscosity solutions. Then we specify the
steps needed to obtain uniqueness, assuming those results which are nontrivial and
whose study is not among the aims of this paper.

We emphasize that, in addition to the infinite-dimensional feature of equation
(1.1), coefficients b,σ and F are path-dependent. Such a path-dependency may
be addressed with a standard PDE approach by introducing a “second level” of
infinite-dimensionality, that is, embedding the state space H in a larger infinite-
dimensional space, like L2(−T ,0;H) and converting equation (1.1) into a PDE on
this larger space (see, e.g., in the context of delay equations and when the original
space H is finite-dimensional, [4], [10], Chapter 10, or [18], Section 2.6.8). The
latter methodology turns out to be problematic when the data, as in our case, are
required to have continuity properties with respect to the supremum norm, as the
PDE should be considered in the space of continuous functions, a nonreflexive
Banach space. Indeed most of the results on well-posedness of infinite dimensional
PDEs are proved when the underlying space is a Hilbert space (this is, in particular,
the case for the viscosity solutions theory; see, e.g., [18], Chapter 3). However, we
should mention that some attempts have been made along this direction, we refer
to [12, 13, 19, 21, 22, 33, 40].

When the space H is finite-dimensional, PPDEs with a structure more general
than (1.1) have been investigated by means of a new concept of viscosity solu-
tion recently introduced in [15], and further developed in [16, 17, 37]. This new
notion enlarges the class of test functions, by defining the smoothness only “with
respect to the dynamics” of the underlying stochastic system and requiring the
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usual “tangency condition”—required locally pointwise in the standard viscosity
definition–only in mean. These two weakenings, on the one hand, keep safe the
existence of solutions; on the other hand, simplify a lot the proof of uniqueness, as
this does not require anymore the passage through the Crandall–Ishii lemma.

The main objective of this paper is to extend to our infinite-dimensional path-
dependent context such new notion of viscosity solution. Before illustrating our
results, we recall that, for an equation like (1.1), when all coefficients are Marko-
vian, results on existence and uniqueness of classical solutions (that can be found,
e.g., in [10], Chapter 7) are much weaker than in the finite-dimensional case, due
to the lack of local compactness and to the absence of a reference measure like
the Lebesgue measure. This makes quite relevant the notion of viscosity solution,
introduced in the infinite-dimensional case by [29–31]; see also [41] and, for a
survey, [18], Chapter 3. The infinite-dimensional extension of the usual notion of
viscosity solution to these PDEs is not trivial, as the comparison results are estab-
lished only under nonstandard continuity assumptions on the coefficients (needed
to generate maxima and minima) and under a nuclearity condition on the diffusion
coefficient σ . The latter purely technical condition is a methodological bound of
this notion of viscosity solutions: it is needed to adapt the Crandall–Ishii lemma to
the infinite-dimensional context.

The core results of the present paper (contained in the main Section 4) are the
following.

First, similar to [37], we show that the infinite-dimensional definition has an
equivalent version with semijets (Proposition 4.7). Then, under natural assump-
tions on the operator A and the coefficients b,σ,F , we prove a sub/supermartingale
characterization of sub/supersolutions (Theorem 4.10), which extends the corre-
sponding result in [37]. This key theorem is the starting point of several important
results, which are listed here:

(a) PPDE (1.1) satisfies a comparison principle in the class of continuous
functions with polynomial growth on � (Corollary 4.14). In particular, since the
Crandall–Ishii lemma is not needed to establish comparison, we emphasize that,
with respect to the standard viscosity solution theory in infinite dimension, the
aforementioned conditions (nonstandard continuity on the coefficients and nucle-
arity on σ ) are completely by-passed in our framework, therefore, not needed.

(b) For equations of type (1.1), our notion of viscosity solution is equivalent to
the notion of mild solution (i.e., solution of suitable integral equations; see Sec-
tion 4.4).

(c) Given a terminal condition u(T ,x) = ξ(x), with ξ belonging to the space of
continuous functions with polynomial growth, existence and uniqueness of viscos-
ity solution holds (Theorem 4.19). Such existence and uniqueness result is proved
using the equivalence with mild solutions, that is, employing fixed-point argu-
ments. It must be noted that uniqueness also follows from the comparison principle
[point (a) above].
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(d) PPDE (1.1) satisfies the stability property of viscosity solutions (Proposi-
tion 4.22).

An important consequence of (a) is that the passage from finite to infinite dimen-
sion highlights the relevance of the new notion of viscosity solution even in the
Markovian (no path-dependent) case. Indeed, while in the finite-dimensional case
the theory based on the usual definition of viscosity solutions is so well devel-
oped to cover basically a huge class of PDEs, in the infinite-dimensional case the
known theory of viscosity solutions collides with the structural constraints de-
scribed above; the latter can be by-passed with the new notion allowing to cover
types of equations which could not be treated with the current theory of viscosity
solution in infinite dimension.

As mentioned above, Section 6 is devoted to investigating extensions of the
results to semilinear or even fully nonlinear PPDEs. More precisely, we first intro-
duce a path-dependent stochastic optimal control problem in infinite dimension (to
this regard, we mention, in finite dimension, the recent paper [42], dealing within
the framework of Dupire or functional Itô calculus, an account of which can be
found, for example, in [7, 8, 14]); then we write the corresponding path-dependent
Hamilton–Jacobi–Bellman equation and provide a definition of viscosity solution
coherent with that given for PPDE (1.1). It must be noted that here we are not
able to prove the analogous of the key Theorem 4.10, hence we have to change
the methods to attack the well-posedness problem. What we do is the following.
We state, without proof, the dynamic programming principle for the value func-
tion v of the stochastic control problem and we prove that v is a viscosity solution
of the corresponding path-dependent Hamilton–Jacobi–Bellman equation. We also
prove a partial comparison principle for this equation, namely a comparison prin-
ciple when either the sub or the supersolution is smooth. Finally, concerning the
comparison principle, we focus on the semilinear case (i.e., the diffusion coeffi-
cient is not controlled and the drift satisfies a structure condition). In this case,
when H =R

n, a proof of the comparison principle has been given in [37] and it is
based on the notion of punctual differentiability introduced in [3]. In Section 6.3,
we describe (without reporting a real proof, which would go beyond the scopes
of the present paper) the steps that are needed in order to prove the comparison
principle adapting to our infinite-dimensional framework the proof of [37].

The paper is organized as follows. In Section 2, we present the notation used
throughout the paper. Section 3 is devoted to recalling results on existence, unique-
ness and stability of mild solutions of path-dependent SDEs in Hilbert spaces. In
Section 4, we introduce the notion of viscosity solution for path-dependent PDEs
in Hilbert spaces, in terms (which we prove to be equivalent) of both test func-
tions and semijets (Section 4.1); we prove the key martingale characterization
of viscosity sub/supersolutions (Section 4.2); we prove the comparison principle
(Section 4.3); we prove the equivalence with mild solutions (Section 4.4); finally,
we provide an existence and uniqueness result and a stability result for the path-
dependent PDE (Section 4.5). In Section 5, we consider the Markovian case, that
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is, when all data depend only on the present, and we compare the notion of viscos-
ity solution studied in Section 4 to the usual notions of viscosity solutions adopted
in the literature for partial differential equations in Hilbert spaces. In Section 6,
we study other PPDEs, of the Hamilton–Jacobi–Bellman (HJB) type, which can
be semilinear or even fully nonlinear, and which are associated to a stochastic
control problem in infinite dimensions with path-dependence. We begin formulat-
ing the stochastic control problem and writing the corresponding path-dependent
HJB equation. We give the definition of viscosity solution of that equation and we
prove that the value function is a viscosity solution of it (Section 6.1). We prove
the partial comparison principle (Section 6.2). In the semilinear case, we describe
a possible way of proving the comparison principle (Section 6.3).

2. Notation. Consider a real separable Hilbert space H . Denote by 〈·, ·〉 and
| · | the scalar product and norm on H , respectively. Let T > 0 and consider the
Banach space

W := C
([0, T ];H )

of continuous functions from [0, T ] to H , whose generic element is denoted by x
and whose norm is denoted by | · |∞, that is, |x|∞ := supt∈[0,T ] |xt |. Introduce the
space

� := [0, T ] ×W

and the map d∞ : � × � →R
+ defined by4

d∞
(
(t,x),

(
t ′,x′)) := ∣∣t − t ′

∣∣+ ∣∣x·∧t − x′
·∧t ′

∣∣∞.

Then d∞ is a pseudometric on �. In particular, (�,d∞) is a topological space with
the topology induced by the pseudometric d∞. � becomes a measurable space
when endowed with the Borel σ -algebra induced by d∞. Throughout the paper,
the topology and σ -algebra on � are those induced by d∞.

DEFINITION 2.1. Let E be a Banach space. A nonanticipative function on �

taking values in E is a function v : � → E such that

v(t,x) = v(t,x·∧t ) ∀(t,x) ∈ �.

DEFINITION 2.2. Let (E, | · |E) be a Banach space.

(i) C(�;E) is the space of continuous functions v : � → E.

4We use the same symbol | · | to denote both the norm on H and the absolute value of a real
number. No confusion should arise, as the meaning will be clear from the context.
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(ii) Cp(�;E), p ≥ 0, is the space of continuous functions v : � → E such
that

|v|Cp(�;E) := sup
(t,x)∈�

|v(t,x)|E
1 + |x|p∞ < ∞.

Cp(�;E) is a Banach space when endowed with the norm | · |Cp(�;E).
(iii) CPol(�;E) is the set of E-valued continuous functions with polynomial

growth on �:

CPol(�;E) := ⋃
p≥0

Cp(�;E).

(iv) UC(�;E) is the space of uniformly continuous functions v : � → E.

When E = R, we drop R and simply write C(�), Cp(�), CPol(�), and UC(�).

REMARK 2.3. (i) For all p ≥ 1, it holds UC(�;E) ⊂ C1(�;E) ⊂ Cp(�;
E) ⊂ CPol(�;E) ⊂ C(�;E).

(ii) A measurable map v : � → E is automatically nonanticipative. For this
reason, we will drop the term nonanticipative when v is measurable.

Now let (�,F,F = (Ft )t≥0,P) be a filtered probability space satisfying the
usual conditions. We shall make use of the following classes of stochastic pro-
cesses on this space.

DEFINITION 2.4. Let (E, | · |E) be a Banach space.

(i) L0
P(E) := L0

P(� × [0, T ];E) is the space of E-valued predictable pro-
cesses X, endowed with the topology induced by the convergence in measure.

(ii) L
p
P(E) := L

p
P(� × [0, T ];E), p ≥ 1, is the Banach space of E-valued

predictable processes X such that

|X|p
L

p

P (E)
:= E

[∫ T

0
|Xt |pE dt

]
< ∞.

(iii) H0
P(E) is the subspace of elements X ∈ L0

P(E) admitting a continuous
version. Given an element of H0

P(E) we shall always refer to its uniquely deter-
mined (up to a P-null set) continuous version.

(iv) Hp
P(E), p ≥ 1, is the subspace of elements X ∈ L

p
P(E) admitting a con-

tinuous version and such that

|X|pHp

P (E)
:= E

[
sup

t∈[0,T ]
|Xt |pE

]
< ∞.

Hp
P(E), when endowed with the norm | · |Hp

P (E) defined above, is a Banach space.

When E = R, we drop R and simply write L0
P ,L

p
P ,H0

P and Hp
P .
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REMARK 2.5. In the present paper, as it is usually done in the literature on
infinite-dimensional second-order PDEs (see, e.g., [11, 41]), we distinguish be-
tween the probability space (�,F,P), whose generic element is ω, and the path
space W, whose generic element is x. Instead, in [15], the authors identify these
two spaces (up to the translation of the initial point), taking as probability space
the canonical space {x ∈ W : x0 = 0} and calling ω its generic element. For equa-
tions (1.1) (treated up to Section 5 included), our setting can be rephrased in the
setting of [15] by taking as probability space (W,B(W),PX), where B(W) is the
σ -algebra of Borel subsets of W and P

X is the law of the process X that we shall
define in the next section as a mild solution of a path-dependent SDE. For the
equations treated in Section 6, our setting can be rephrased in the setting of [15]
by considering the family of probability measure P

X,a, the laws of the controlled
process X when a ranges over the set of control processes.

3. Preliminaries on path-dependent SDEs in Hilbert spaces. In this section
we introduce a path-dependent SDE in Hilbert space whose mild solution will
provide our reference process for the definition of viscosity solution. As general
references for stochastic integration and SDEs in infinite-dimensional spaces, we
refer to the monographies [11, 24].

Let K be a real separable Hilbert space with inner product 〈·, ·〉K and let W =
(Wt)t≥0 be a K-valued cylindrical Wiener process on the filtered probability space
(�,F,F= (Ft )t≥0,P). We consider, for t ∈ [0, T ] and Z ∈ H0

P(H), the following
path-dependent SDE:

(3.1)

{
dXs = AXs ds + b(s,X)ds + σ(s,X)dWs s ∈ [t, T ],
X·∧t = Z·∧t .

The precise notion of solution is given below. First, we introduce some notation
and then impose Assumption 3.1 on A, b, σ . We recall that L(K;H) denotes the
Banach space of bounded linear operators from K to H , endowed with the operator
norm. We denote by L2(K;H) the Hilbert space of Hilbert–Schmidt operators
from K to H , whose scalar product and norm are, respectively,

〈P,Q〉L2(K;H) :=
∞∑

k=1

〈Pek,Qek〉, |P |L2(K;H) :=
( ∞∑

k=1

|Pek|2
)1/2

,

for all P,Q ∈ L2(K;H), where {ek}k is a complete orthonormal basis of K .

ASSUMPTION 3.1. (i) The operator A : D(A) ⊂ H → H is the generator of a
strongly continuous semigroup {etA, t ≥ 0} in the Hilbert space H .

(ii) b : � → H is measurable and such that, for some constant M > 0,∣∣b(t,x) − b
(
t,x′)∣∣≤ M

∣∣x − x′∣∣∞,
∣∣b(t,x)

∣∣≤ M
(
1 + |x|∞)

,

for all x,x′ ∈ W, t ∈ [0, T ].
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(iii) σ : � → L(K;H) is such that σ(·, ·)v : � → H is measurable for each
v ∈ K and esAσ(t,x) ∈ L2(K;H) for every s > 0 and every (t,x) ∈ �. Moreover,
there exist M̂ > 0 and γ ∈ [0,1/2) such that, for all x,x′ ∈ W, t ∈ [0, T ], s ∈
(0, T ], ∣∣esAσ(t,x)

∣∣
L2(K;H) ≤ M̂s−γ (1 + |x|∞)

,(3.2) ∣∣esAσ(t,x) − esAσ
(
t,x′)∣∣

L2(K;H) ≤ M̂s−γ
∣∣x − x′∣∣∞.(3.3)

REMARK 3.2. Regarding Assumption 3.1(iii), we observe that one could do
the more demanding assumption of sublinear growth and Lipschitz continuity of
σ(t, ·) as function valued in the space L2(K;H) (see [24]). The assumption we
give, which is the minimal one used in literature to give sense to the stochastic
integral and to ensure the continuity of the stochastic convolution, is taken from
[11], Hypothesis 7.2, and [23]. Regarding Assumption 3.1(ii), we observe that it
could be relaxed giving assumptions on the composition of the map b with the
semigroup, as done for σ in part (iii) of the same assumption. Here, we follow [11,
23] and we do not perform it.

Before giving the precise notion of solution to (3.1), we make some observa-
tions.

(O1) For p = 0 and p ≥ 1, we have the isometric embedding:5

Hp
P(H) ↪→ Lp(�,F,P;W).

Hence, a process in Hp
P(H), p = 0 or p ≥ 1, can be seen (and we shall adopt

this point of view in many points throughout the paper) as a W-valued random
variable.

(O2) If X ∈Hp
P(H), p = 0 or p ≥ 1, then X·∧t ∈ Lp(�,Ft ,P;W).

(O3) The topology on � induced by the pseudometric d∞ is weaker than the
topology on � ⊂ R×W induced by the norm | · | + | · |∞.

(O4) Given v ∈ C(�;H) and X ∈ H0
P(H), due to (O1)–(O3) above, the com-

position v(·,X) belongs to H0
P(H).

(O5) Given v ∈ Cq(�;H) and X ∈ Hp
P(H), with q > 0, 1 ≤ p < ∞, p ≥ q ,

due to (O1)–(O3) above, the composition v(·,X) is a process in the class Hp/q
P (H).

In particular, if v ∈ CPol(�;H), then

X ∈ ⋂
p≥1

Hp
P(H) ⇒ v(·,X) ∈ ⋂

p≥1

Hp
P(H).

5In the case p = 0, the spaces H0
P and L0

P are endowed with the metrics associated to the conver-
gence in measure (see [32], Chapter 1, Section 5).
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DEFINITION 3.3. Let t ∈ [0, T ], Z ∈ H0
P(H). We call mild solution of (3.1)

a process X ∈H0
P(H) such that X·∧t = Z·∧t and

(3.4)
Xs = e(s−t)AZt +

∫ s

t
e(s−r)Ab(r,X)dr

+
∫ s

t
e(s−r)Aσ (r,X)dWr, ∀s ∈ [t, T ].

Notice that condition (3.2) implies∫ s

t

∣∣e(s−r)Aσ (r,x)
∣∣2
L2(K;H) dr ≤ C0

(
1 + |x|2∞

)
, ∀t ∈ [0, T ], s ∈ [t, T ],x ∈ W,

which ensures that the stochastic integral in Definition 3.3 makes sense for every
process X ∈ H0

P(H).
We are going to state an existence and uniqueness result. To this end, we define

p∗ := 2

1 − 2γ
.

THEOREM 3.4. Let Assumption 3.1 hold. Then, for every p > p∗, t ∈ [0, T ]
and Z ∈ Hp

P(H), there exists a unique mild solution Xt,Z to (3.1). Moreover,
Xt,Z ∈Hp

P(H) and

(3.5)
∣∣Xt,Z

∣∣
Hp

P (H) ≤ K0
(
1 + |Z|Hp

P (H)

)
, ∀(t,Z) ∈ [0, T ] ×Hp

P(H).

Finally, the map

(3.6) [0, T ] ×Hp
P(H) → Hp

P(H), (t,Z) �→ Xt,Z

is Lipschitz continuous with respect to Z, uniformly in t ∈ [0, T ], and jointly con-
tinuous.

REMARK 3.5. Since for p∗ < p < q we have Hp
P(H) ⊃ Hq

P(H), if Z ∈
Hq

P(H), then the associated mild solution Xt,Z is also a solution in Hp
P(H) and,

by uniqueness, it is the solution in that space. Hence, the solution does not depend
on the specific p > p∗ chosen.

PROOF OF THEOREM 3.4. The theorem is a particular case of [39], Theo-
rem 3.6, for the existence/uniqueness part and for the Lipschitz continuity with
respect to Z, and of [39], Theorem 3.14, for the joint continuity in t,Z. For a
sketch of proof of the existence/uniqueness part, the reader can also refer to [23],
Proposition 3.2. �

We notice that uniqueness of mild solutions and the semigroup property of
{esA}s≥0 yield the flow property for the solution with initial data (t,x) ∈ �:

(3.7) Xt,x = Xs,Xt,x
in Hp

P(H),∀(t,x) ∈ �,∀s ∈ [t, T ].
In the sequel, we shall use the following generalized dominated convergence result.
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LEMMA 3.6. Let (
,μ) be a measure space. Assume that fn, gn, f, g ∈
L1(
,μ;R), fn → f and gn → g μ-a.e., |fn| ≤ gn and

∫

 gndμ → ∫


 g dμ.
Then

∫

 fndμ → ∫


 f dμ.

COROLLARY 3.7. Let p′ ≥ 1, � ∈ L∞(�,F,P;Cp′(�)) and p > p∗, p ≥
p′. Then the map

(3.8) [0, T ] × [0, T ] ×Hp
P(H) →R, (s, t,Z) �→ E

[
�(·)(s,Xt,Z)]

is well defined and continuous.

PROOF. In view of Theorem 3.4, the map (3.8) is well defined. Concerning
continuity, again in view of Theorem 3.4, it suffices to show that the map

[0, T ] ×Hp
P(H) →R, (s, Y ) �→ E

[
�(·)(s, Y )

]
is continuous. Let {Y (n)}n be a sequence converging to Y in Hp

P(H), and sn → s

in [0, T ]. Let {Y (nk)}k be a subsequence such that |Y − Y (nk)|∞ → 0 P-a.s. Then,
using the continuity of �(ω)(·, ·) we get, by applying Lemma 3.6, the con-
vergence E[�(·)(snk

, Y (nk))] → E[�(·)(s, Y )]. Since the original converging se-
quence {(sn, Y (n))}n was arbitrary, we get the claim. �

The following stability result for SDE (3.1) will be used to prove the stability of
viscosity solutions in the next section.

PROPOSITION 3.8. Let Assumption 3.1 hold and assume that it holds also,
for each n ∈ N, for analogous objects An, bn and σn, such that the estimates of
parts (ii)–(iii) in Assumption 3.1 hold with the constants M,M̂,γ . Assume that
the following convergences hold for every (t,x) ∈ � and every s ∈ [0, T ]:

(i) esAnxs → esAxs in H ;
(ii) esAnbn(t,x) → esAb(t,x) in H ;

(iii) esAnσn(t,x) → esAσ(t,x) in L2(K;H).

Let t ∈ [0, T ], Z ∈ Hp
P(H), for some p > p∗, and let X(n),t,Z be the mild solution

to (3.1), where A,b,σ are replaced by An,bn, σn. Then X(n),t,Z n→∞−→ Xt,Z in
Hp

P(H) and, for fixed t , there exists K0 such that

(3.9)
∣∣X(n),t,Z

∣∣
Hp

P (H) ≤ K0
(
1 + |Z|Hp

P (H)

)
, ∀Z ∈Hp

P(H),∀n ∈ N.

PROOF. See [39], Theorem 3.14. �
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4. Path-dependent PDEs and viscosity solutions in Hilbert spaces. In the
present section, we introduce a path-dependent PDE in the space H and study it
through the concept of viscosity solutions in the spirit of the definition given in [15,
16, 37]. As in [37], we also provide an equivalent definition in terms of jets. The
key result is a martingale characterization for viscosity sub/supersolution, from
which the stability result and the comparison principle follow. We finally prove
the existence of a viscosity solution through a fixed-point argument.

Assumption 3.1 on the coefficients A,b,σ will be standing for the remaining
part of this section.

4.1. Definition: Test functions and semijets. We begin introducing the set
C

1,2
X (�) of smooth functions, which will be used to define test functions. We note

that the definition of the latter set shall depend on the process Xt,x, solution to
(3.1), that is, on the coefficients A,b,σ . The subscript X in the notation C

1,2
X (�)

stays there to recall that.

DEFINITION 4.1. We say that u ∈ C
1,2
X (�) if u ∈ CPol(�) and there exist

α ∈ CPol(�), β ∈ CPol(�;K) such that, for all (t,x) ∈ �, P-a.s.

(4.1) du
(
s,Xt,x)= α

(
s,Xt,x)ds + 〈

β
(
s,Xt,x), dWs

〉
K, ∀s ∈ [t, T ].

Note that Theorem 3.4 guarantees integrability in (4.1). Note also that α and β

in Definition 4.1 are uniquely determined, as it can be easily shown by identifying
the finite variation part and the Brownian part in (4.1). Given u ∈ C

1,2
X (�), we

define

(4.2) Lu := α.

Before to proceed, we argue to motivate the notation above and the meaning
of L as a generalization of a second order differential operator. The class of test
functions used to define viscosity solutions for path-dependent PDEs has evolved
from [15] and [16] to the recent work [37]. In Definition 4.1, which is inspired by
[37], there is no more reference to the so-called pathwise (or functional, or Dupire)
derivatives (for which we refer to [14] and also to [6–9]), which are instead adopted
in [15] and [16] (actually in [16] only the pathwise time derivative is used). This
allows to go directly to the definition of viscosity solution, without pausing on
the definition of pathwise derivatives, and, more generally, on recalling tools from
functional Itô calculus. However, the class of test functions used in [15] or [16]
has the advantage to be defined in a similar way to C1,2, the standard class of
functions continuously Fréchet differentiable once in time and twice in space. In
this case, the object Lu of (4.2), which in the present paper is only abstract, can be
expressed in terms of the pathwise derivatives, as in the nonpath-dependent case,
where L corresponds to a parabolic operator and can be written by means of time
and spatial derivatives.
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For this reason, in order to better understand Definition 4.1 and the notation
Lu, we now define a subset of test functions C 1,2

X (�) ⊂ C
1,2
X (�) which admit the

pathwise derivatives we are going to define. Here, we follow [16], generalizing it
to the present infinite-dimensional setting.

DEFINITION 4.2. Given u ∈ CPol(�), we define the pathwise time derivative
of u at (t,x) ∈ � as follows:⎧⎪⎨

⎪⎩
∂tu(s,x) := lim

h→0+
u(s + h,x·∧s) − u(s,x)

h
, s ∈ [0, T ),

∂tu(T ,x) := lim
s→T − ∂tu(s,x), s = T ,

when these limits exist.

In the following definition, A∗ is the adjoint operator of A, defined on
D(A∗) ⊂ H .

DEFINITION 4.3. Denote by S(H) the Banach space of bounded and self-
adjoint operators in the Hilbert space H endowed with the operator norm, and let
D(A∗) be endowed with the graph norm, which makes it a Hilbert space. We say
that u ∈ CPol(�) belongs to C 1,2

X (�) if:

(i) there exists ∂tu in � in the sense of Definition 4.2 and it belongs to CPol(�);
(ii) there exist two maps ∂xu ∈ CPol(�;D(A∗)) and ∂2

xxu ∈ CPol(�;S(H))

such that Tr[σσ ∗∂2
xxu] is finite over � and the following functional Itô formula

holds for all (t,x) ∈ �:

(4.3) du
(
s,Xt,x)= L0u

(
s,Xt,x)ds + 〈

σ ∗(s,Xt,x)∂xu
(
s,Xt,x), dWs

〉
,

for s ∈ [t, T ], where, for (s,y) ∈ �,

(4.4)
L0u(s,y) := ∂tu(s,y) + 〈

yt ,A
∗∂xu(s,y)

〉
+ 〈

b(s,y), ∂xu(s,y)
〉+ 1

2
Tr
[
σ(s,y)σ ∗(s,y)∂2

xxu(s,y)
]
.

We call ∂xu and ∂2
xxu a pathwise first-order spatial derivative and pathwise second-

order spatial derivative of u with respect to X, respectively.

Notice that, given u ∈ C 1,2
X (�) and (t,x) ∈ �, the objects ∂xu and ∂2

xxu are
not necessarily uniquely determined, while L0u defined as in (4.4) and σ ∗∂xu

are uniquely determined [this can be shown by identifying the part with finite
variation and the Brownian part in the functional Itô formula (4.3)]. Moreover,
if u ∈ C 1,2

X (�), then (4.1) is satisfied with⎧⎪⎪⎪⎨
⎪⎪⎪⎩

α(t,x) = ∂tu(t,x) + 〈
xt ,A

∗∂xu(t,x)
〉

+ 〈
b(t,x), ∂xu(t,x)

〉+ 1

2
Tr
[
σ(t,x)σ ∗(t,x)∂2

xxu(t,x)
]
,

β(t,x) = σ ∗(t,x)∂xu(t,x).
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In particular, C 1,2
X (�) ⊂ C

1,2
X (�) and the operator L acts on the elements of

C 1,2
X (�) as a differential operator. Indeed, in this case Lu = L0u with L0u de-

fined in (4.4).

REMARK 4.4. One of the key ingredients of the notion of viscosity solution
we are going to define is the concept of test function introduced in Definition 4.1.
Notice that, the larger the class of test functions, the easier should be the proof of
the comparison principle and the harder the proof of the existence. In order to make
easier the proof of uniqueness, we weaken the concept of test functions as much as
possible, but keeping “safe” the existence part. The space C

1,2
X (�) is the result of

this trade-off. It is a quite large class of test functions: for example, if f ∈ CPol(�),
then ϕ(t,x) := ∫ t

0 f (s,x) ds belongs to C
1,2
X (�), whereas, even if H = R and f

is Markovian [i.e., f (s,x) = f (s,xs)], it does not belong, in general, to the usual
class C1,2([0, T ] ×R;R) of smooth functions.

We are concerned with the study of the following path-dependent PDE (from
now on, PPDE):

(4.5) Lu(t,x) + F
(
t,x, u(t,x)

)= 0, ∀(t,x) ∈ �, t < T,

with terminal condition

(4.6) u(T ,x) = ξ(x), x ∈ W,

where F : � × R → R and ξ : W → R. From what we have said above, if u ∈
C 1,2

X (�), then (4.5) can be written in the form (1.1), expressing Lu(t,x) in terms
of the pathwise derivatives of u. Motivated by that, even if in general L is not a
differential operator, we still keep the terminology PPDE to refer to (4.5).

Now we introduce the concept of viscosity solution for PPDE (4.5), following
[15, 16, 37]. To this end, we denote

T := {
τ : � → [0, T ] : τ is an F-stopping time

}
.

Given u ∈ CPol(�), we define the following two classes of test functions:

Au(t,x) :=
{
ϕ ∈ C

1,2
X (�) : there exists H ∈ T , H > t, such that

(ϕ − u)(t,x) = min
τ∈T ,τ≥t

E
[
(ϕ − u)

(
τ ∧ H,Xt,x)]},

Au(t,x) :=
{
ϕ ∈ C

1,2
X (�) : there exists H ∈ T , H > t, such that

(ϕ − u)(t,x) = max
τ∈T ,τ≥t

E
[
(ϕ − u)

(
τ ∧ H,Xt,x)]}.

REMARK 4.5. Throughout this section, the fact that the localizing stopping
time H in the definition of test functions above is stochastic does not play a role
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in the proofs: actually, the definition could be given with deterministic localizing
times H and the proofs would work as well. This comment applies also to the
definition of test functions given in Section 6. However, we keep the definition
with stochastic stopping times H, as this enlarges the set of test functions and so,
in principle, makes easier uniqueness.6 This might be needed or useful to treat
other types of equations and/or to prove stronger comparison results than those
provided here (see [37]).

DEFINITION 4.6. Let u ∈ CPol(�).

(i) We say that u is a viscosity subsolution (resp., supersolution) of PPDE (4.5)
if

−Lϕ(t,x) − F
(
t,x, u(t,x)

)≤ 0 (resp. ≥0),

for any (t,x) ∈ �, t < T , and any ϕ ∈ Au(t,x) [resp. ϕ ∈ Au(t,x)].
(ii) We say that u is a viscosity solution of PPDE (4.5) if it is both a viscosity

subsolution and a viscosity supersolution.

Following [37], we now provide an equivalent definition of viscosity solution
in terms of semijets. Given u ∈ CPol(�), define the subjet and superjet of u at
(t,x) ∈ � as

J u(t,x) := {
α ∈ R : ∃ϕ ∈ Au(t,x) such that ϕ(s,y) = αs,∀(s,y) ∈ �

}
,

J u(t,x) := {
α ∈ R : ∃ϕ ∈ Au(t,x) such that ϕ(s,y) = αs,∀(s,y) ∈ �

}
.

We have the following equivalence result.

PROPOSITION 4.7. u ∈ CPol(�) is a viscosity subsolution (resp., supersolu-
tion) of PPDE (4.5) if and only if

−α − F
(
t,x, u(t,x)

)≤ 0 (resp., ≥0),

for every α ∈ J u(t,x) [resp. α ∈ J u(t,x)].

PROOF. We focus on the “if ” part, since the other implication is clear. Fix
(t,x) ∈ � and ϕ ∈ Au(t,x) (the supersolution part has a similar proof). From
Definition 4.1, we know that there exists Lϕ := α ∈ CPol(�) and β ∈ CPol(�;H)

such that (4.1) holds, with ϕ in place of u. Set

α0 := Lϕ(t,x) = α(t,x)

6The existence part—not only for the equations treated in the present section, but also for those
treated in Section 6.1—is still kept safe by this enlargement of the set of test functions defined with
localizing stochastic stopping times.
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and, for every ε > 0, consider ϕε(s,y) := (α0 + ε)s, for all (s,y) ∈ �. Then ϕε ∈
C

1,2
X (�). Since Lϕ is continuous, we can find δε > 0 such that∣∣Lϕ

(
t ′,x′)− α0

∣∣= ∣∣Lϕ
(
t ′,x′)−Lϕ(t,x)

∣∣≤ ε, if d∞
((

t ′,x′), (t,x)
)≤ δε.

Let H be the stopping time associated to ϕ appearing in the definition of Au(t,x)

and define

Hε := H ∧ {
s ≥ t : d∞

((
s,Xt,x), (t,x)

)
> δε

}
.

Note that Hε > 0. Then, for any τ ∈ T with τ ≥ t , we have

(4.7)

(u − ϕε)(t,x) −E
[
(u − ϕε)

(
τ ∧ Hε,X

t,x)]
= (u − ϕ)(t,x) −E

[
(u − ϕ)

(
τ ∧ Hε,X

t,x)]
+E

[
(ϕε − ϕ)

(
τ ∧ Hε,X

t,x)]− (ϕε − ϕ)(t,x)

≥ E
[
(ϕε − ϕ)

(
τ ∧ Hε,X

t,x)]− (ϕε − ϕ)(t,x),

where the last inequality follows from the fact that ϕ ∈ Au(t,x). Since ϕ and ϕε

belong to C
1,2
X (�), we can write

(4.8) E
[
ϕ
(
τ ∧ Hε,X

t,x)]= ϕ(t,x) +E

[∫ τ∧Hε

t
Lϕ

(
s,Xt,x)ds

]

and, clearly, we also have

(4.9) E
[
ϕε

(
τ ∧ Hε,X

t,x)]= ϕε(t,x) +E

[∫ τ∧Hε

t
(α0 + ε) ds

]
.

Plugging (4.8) and (4.9) into (4.7), we obtain

(ϕε − u)(t,x) −E
[
(ϕε − u)

(
τ ∧ Hε,X

t,x)]
≤ E

[∫ τ∧Hε

t

(
Lϕ

(
s,Xt,x)− (α0 + ε)

)
ds

]
≤ 0,

where the last inequality follows by definition of Hε . It follows that ϕε ∈ A(t,x),
hence that α0 + ε ∈ J u(t,x), therefore,

−(
Lϕ(t,x) + ε

)− F
(
t,x, u(t,x)

)= −(α0 + ε) − F
(
t,x, u(t,x)

)≤ 0.

By arbitrariness of ε, we conclude. �

REMARK 4.8. The map β introduced in Definition 4.1 plays no role in the
study of viscosity solutions of equation (4.5). This can be seen, for instance, as a
consequence of Proposition 4.7, since the definitions of sub/superjet J u(t,x) and
J u(t,x) do not involve β . However, β becomes relevant in the study of nonlin-
ear PPDEs such as those investigated in Section 6 [see, notably, the definition of
sub/superjet of Section 6.3 and the expression of Laϕ reported in (6.36)].
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4.2. Martingale characterization and stability. In the sequel, we shall con-
sider the following conditions on F .

ASSUMPTION 4.9. (i) F : � ×R →R is continuous and satisfies the follow-
ing growth condition: there exist L > 0,p ≥ 0 such that

(4.10)
∣∣F(t,x, y)

∣∣≤ L
(
1 + |x|p∞ + |y|), ∀(t,x) ∈ �,∀y ∈ R.

(ii) F is Lipschitz with respect to the third variable, uniformly in the other ones,
that is, there exists L̂ > 0 such that

(4.11)
∣∣F(t,x, y) − F

(
t,x, y′)∣∣≤ L̂

∣∣y − y′∣∣, ∀(t,x) ∈ �,∀y, y′ ∈ R.

We now state the main result of this section, the sub(super)martingale charac-
terization for viscosity sub(super)solutions of PPDE (4.5).

THEOREM 4.10. Let Assumptions 3.1 and 4.9(i) hold and let u ∈ CPol(�).
The following facts are equivalent:

(i) For every (t,x) ∈ �, s ∈ [t, T ],
(4.12) u(t,x) ≤ E

[
u
(
s,Xt,x)+

∫ s

t
F
(
r,Xt,x, u

(
r,Xt,x))dr

]

(resp., ≥).
(ii) For every (t,x) ∈ �, the process

(4.13)
(
u
(
s,Xt,x)+

∫ s

t
F
(
r,Xt,x, u

(
r,Xt,x))dr

)
s∈[t,T ]

is a (Fs)s∈[t,T ]-submartingale (resp., supermartingale).
(iii) u is a viscosity subsolution (resp., supersolution) of PPDE (4.5).

To prove Theorem 4.10, we need some technical results from the optimal stop-
ping theory. Let φ ∈ CPol(�). Given s ∈ [0, T ], define

�s := {
(t,x) ∈ � : t ∈ [0, s]}

and consider the optimal stopping problems:

(4.14) �s(t,x) := sup
τ∈T ,τ≥t

E
[
φ
(
τ ∧ s,Xt,x)], ∀(t,x) ∈ �s.

Using the fact that φ ∈ CPol(�), we see, by Corollary 3.7, that the functional

�s →R, (t,x) �→ E
[
φ
(
(τ ∧ s) ∨ t,Xt,x)]

is well defined and continuous for every τ ∈ T . We deduce that

�s(t,x) = sup
τ∈T ,τ≥t

E
[
φ
(
τ ∧ s,Xt,x)]

= sup
τ∈T

E
[
φ
(
(τ ∧ s) ∨ t,Xt,x)], (t,x) ∈ �s,

(4.15)
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is lower semicontinuous, as it is supremum of continuous functions. Define the
continuation region:

Cs := {
(t,x) ∈ �s | �s(t,x) > φ(t,x)

}
.

Due to the continuity of φ and the lower semicontinuity of �s , it follows that Cs

is an open subset of �s . From the general theory of optimal stopping, we have the
following result.

THEOREM 4.11. Let Assumption 3.1 hold. Let s ∈ [0, T ], (t,x) ∈ �s and
define the random time τ ∗

t,x := inf{r ∈ [t, s] : (r,Xt,x) /∈ Cs}, with the convention
inf∅= s. Then τ ∗

t,x is the first optimal stopping time for problem (4.14).

PROOF. First of all, we notice that, since φ ∈ CPol(�), by (O5) we have, for
every (t,x) ∈ �,

(4.16) E

[
sup

r∈[t,T ]
∣∣φ(r,Xt,x)∣∣]< +∞.

Now, given (t,x) ∈ �, consider the window process:

[0, T ] × � →W, (r,ω) �→X
t,x
r (ω),

where

for r ∈ [0, T ] and s ∈ [0, T ], X
t,x
r (ω)(s) :=

{
x0, if s + r < T ,

X
t,x
s+r−T (ω), if s + r ≥ T .

Clearly, this process is Markovian and we can write the optimal stopping prob-
lem in terms of it. Then the standard theory of optimal stopping of Markovian
processes allows to conclude. More precisely, taking into account (4.16), we can
apply Corollary 2.9, Chapter I.1 of [36]. �

LEMMA 4.12. Let Assumption 3.1 hold. Let u,f ∈ CPol(�) and assume that
there exist s ∈ [0, T ] and (t,x) ∈ �s , with t < s, such that

(4.17) u(t,x) > E

[
u
(
s,Xt,x)+

∫ s

t
f
(
r,Xt,x)dr

]
(resp. <).

Then there exists (a,y) ∈ �s such that ϕ defined as ϕ(s, z) := − ∫ s
0 f (r, z) dr be-

longs to Au(a,y) [resp., belongs to Au(a,y)].

PROOF. We prove the claim for the “sub-part”. The proof of the “super-part”
is completely symmetric.

First, we notice that ϕ ∈ C
1,2
X (�), as it satisfies (4.1) with α = −f and β ≡ 0.

Let us now focus on the maximum property. Consider the optimal stopping prob-
lem (4.14) with φ(s,y) := u(s,y) + ∫ s

0 f (r,y) dr , for (s,y) ∈ �, and let τ ∗
t,x be



PATH-DEPENDENT EQUATIONS IN INFINITE DIMENSION 143

the stopping time of Theorem 4.11. Due to (4.17), we have P{τ ∗
t,x < s} > 0. This

implies that there exists (a,y) ∈ �s \ Cs . Hence,

−u(a,y) −
∫ a

0
f (r,y) dr = −φ(a,y) = −�s(a,y)

= min
τ∈T ,τ≥a

E

[
−u

(
τ ∧ s,Xa,y)−

∫ τ∧s

0
f
(
r,Xa,y)dr

]
,

and the claim is proved.7 �

PROOF OF THEOREM 4.10. We prove the claim for the case of the subso-
lution/submartingale. The other claim can be proved in a completely symmetric
way.

(i) ⇒ (ii). We need to prove that, for every pair of times (s1, s2) with t ≤ s1 ≤
s2 ≤ T ,

(4.18) u
(
s1,X

t,x)≤ E

[
u
(
s2,X

t,x)+
∫ s2

s1

F
(
r,Xt,x, u

(
r,Xt,x))dr

∣∣∣Fs1

]
.

Using (3.7) and the equality Xs1,X
t,x = X

s1,X
t,x·∧s1 , we have8

E

[
u
(
s2,X

t,x)+
∫ s2

s1

F
(
r,Xt,x, u

(
r,Xt,x))dr

∣∣∣Fs1

]

= E

[
u
(
s2,X

s1,X
t,x·∧s1

)+
∫ s2

s1

F
(
r,X

s1,X
t,x·∧s1 , u

(
r,X

s1,X
t,x·∧s1

))
dr

∣∣∣Fs1

]
.

Note that Xs1,x′
is independent of Fs1 for each x′ and X

t,x·∧s1 is Fs1 -measurable.
Hence, using [1], Lemma 3.9, p. 55,

E

[
u
(
s2,X

s1,X
t,x·∧s1

)+
∫ s2

s1

F
(
r,X

s1,X
t,x·∧s1 , u

(
r,X

s1,X
t,x·∧s1

))
dr

∣∣∣Fs1

]

= E

[
u
(
s2,X

s1,x′)+
∫ s2

s1

F
(
r,Xs1,x′

, u
(
r,Xs1,x′))

dr

]∣∣∣∣
x′=Xt,x

.

Now we conclude, as (i) holds.
(ii) ⇒ (iii). Let ϕ ∈A(t,x). Then, by definition of the test function, there exists

H ∈ T , with H > t , such that

(4.19) (ϕ − u)(t,x) ≤ E
[
(ϕ − u)

(
τ ∧ H,Xt,x)], ∀τ ∈ T ,∀t ∈ [0, τ ].

As ϕ ∈ C
1,2
X (�), we can write

(4.20) E
[
ϕ
(
τ ∧ H,Xt,x)]= ϕ(t,x) +E

[∫ τ∧H

t
Lϕ

(
s,Xt,x)ds

]
.

7The role of the localizing stopping time H in the definition of test functions is here played by s.
8The flow property of Xt,x used here plays the role of the method based on regular conditional

probability used in [15–17].
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Combining (4.19)–(4.20), we get

−E

[∫ τ∧H

t
Lϕ

(
s,Xt,x)ds

]
≤ u(t,x) −E

[
u
(
τ ∧ H,Xt,x)]

or, equivalently,

(4.21)

−E

[∫ τ∧H

t

(
Lϕ

(
s,Xt,x)+ F

(
s,Xt,x, u

(
s,Xt,x)))ds

]

≤ u(t,x) −E

[
u
(
τ ∧ H,Xt,x)+

∫ τ∧H

t
F
(
s,Xt,x, u

(
s,Xt,x))ds

]
.

Now observe that the submartingale assumption (4.13) implies that the right-hand
side of (4.21) is smaller than 0. Hence, we can conclude by considering in (4.21)
stopping times of the form τ = t +ε, with ε > 0, dividing by ε and letting ε → 0+.

(iii) ⇒ (i). Let ε > 0 and consider the function uε(r, z) := u(r, z) + εr . Assume
that there exist ε > 0, (t,x) ∈ � and t < s ≤ T such that

(4.22) uε(t,x) > E

[
uε

(
s,Xt,x)+

∫ s

t
F
(
r,Xt,x, u

(
r,Xt,x))dr

]
.

By applying Lemma 4.12, we get that ϕε defined as ϕε(r, z) := ϕ(r, z)− εr , where
ϕ is defined as in Lemma 4.12 taking f (r, ·) := F(r, ·, u(r, ·)), belongs to Au(a,y)

for some (a,y). By the viscosity subsolution property of u, we then obtain the
contradiction ε ≤ 0. Hence, we deduce that

(4.23) uε(t,x) ≤ E

[
uε

(
s,Xt,x)+

∫ s

t
F
(
r,Xt,x, u

(
r,Xt,x))dr

]
.

As ε is arbitrary in the argument above, we can take ε ↓ 0 in (4.23), getting (4.12).
�

Theorem 4.10 has several important consequences that we will investigate in
the rest of the section.

4.3. Comparison principle. In this section, we provide a comparison result
for viscosity sub and supersolutions of (4.5), which, through the use of a tech-
nical lemma provided here, turns out to be a corollary of the characterization of
Theorem 4.10.

LEMMA 4.13. Let Z ∈ H1
P and g : [0, T ] × � × R → R be such that

g(·, ·, z) ∈ L1
P , for all z ∈ R, and, for some constant Cg > 0,

(4.24) g(·, ·, z) ≤ Cg|z|, ∀z ∈ R.

Assume that the process

(4.25)
(
Zs +

∫ s

t
g(r, ·,Zr) dr

)
s∈[t,T ]

is an (Fs)s∈[t,T ]-submartingale. Then ZT ≤ 0, P-a.s., implies Zt ≤ 0, P-a.s.
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PROOF. Let ZT ≤ 0 and define

τ ∗ := inf{s ≥ t : Zs ≤ 0}.
Clearly, t ≤ τ ∗ ≤ T and, since Z has continuous trajectories,

(4.26) Zτ∗ ≤ 0.

Using the submartingale property, we obtain

(4.27) Zs ≤ E

[
Zτ∗∨s +

∫ τ∗∨s

s
g(r, ·,Zr) dr

∣∣∣Fs

]
, ∀s ∈ [t, T ].

Multiplying (4.27) by the Fs -measurable random variable 1{s≤τ∗}, and recalling
(4.26), we find

1{s≤τ∗}Zs ≤ E

[
1{s≤τ∗}

(
Zτ∗ +

∫ τ∗

s
g(r, ·,Zr) dr

) ∣∣∣Fs

]

≤ E

[
1{s≤τ∗}

∫ τ∗

s
g(r, ·,Zr) dr

∣∣∣Fs

]

= E

[∫ T

s
1{r≤τ∗}g(r, ·,Zr) dr

∣∣∣Fs

]
, ∀s ∈ [t, T ].

(4.28)

Now from (4.24) and the definition of τ ∗, we have

1{r≤τ∗}g(r, ·,Zr) ≤ 1{r≤τ∗}Cg|Zr | = 1{r≤τ∗}CgZr, ∀r ∈ [t, T ].
Plugging the latter inequality into (4.28) and taking the conditional expectations
with respect to Ft , we obtain

(4.29) E[1{s≤τ∗}Zs | Ft ] ≤ Cg

∫ T

s
E[1{r≤τ∗}Zr | Ft ]dr, ∀s ∈ [t, T ].

Now, setting h(s) := E[1{s≤τ∗}Zs | Ft ], (4.29) becomes

(4.30) h(s) ≤ Cg

∫ T

s
h(r) dr, ∀s ∈ [t, T ].

Gronwall’s lemma yields h(s) ≤ 0, for all s ∈ [t, T ]. In particular, for s = T , we
obtain, P-a.s., Zt = E[Zt | Ft ] = E[1{t≤τ∗}Zt | Ft ] = h(t) ≤ 0. �

COROLLARY 4.14 (Comparison principle). Let Assumptions 3.1 and 4.9 hold.
Let u(1) ∈ CPol(�) [resp., u(2) ∈ CPol(�)] be a viscosity subsolution (resp., super-
solution) to PPDE (4.5). If u(1)(T , ·) ≤ u(2)(T , ·) on W, then u(1) ≤ u(2) on �.

PROOF. Let (t,x) ∈ �. Set

g(r,ω, z) := F
(
r,Xt,x(ω), z + u(2)(r,Xt,x(ω)

))− F
(
r,Xt,x(ω),u(2)(r,Xt,x(ω)

))
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and

Zr(ω) := (
u(1) − u(2))(r,Xt,x(ω)

)
.

Due to Assumption 4.9, the map g satisfies the assumptions of Lemma 4.13. More-
over, by using the implication (iii) ⇒ (ii) of Theorem 4.10 and the inequality
u1(T , ·) − u2(T , ·) ≤ 0, we see that Z satisfies the assumption of Lemma 4.13.
Then the claim follows as, P-a.e. ω ∈ �,(

u(1) − u(2))(t,Xt,x(ω)
)= (

u(1) − u(2))(t,x). �

4.4. Equivalence with mild solutions. The concept of mild solution has been
mainly introduced and used to study infinite-dimensional or functional PDEs.
Roughly speaking, mild solutions are solutions to integral equations treating the
nonlinearity of the PDE as a perturbation of the linear PDE. This concept turns out
to be very suitable in the infinite-dimensional framework, as it allows to bypass
the complications arising from the unboundedness of the linear term 〈Ax, ∂xv〉 in
the equation (for details, we refer to [10], Chapter 13, or to [18], Chapter 4, and
references therein; see also [20] in the elliptic case). Moreover, such concept is
also suitable in the non-Markovian framework, as it allows to bypass the difficul-
ties related to the characterization of the infinitesimal generator of the process (see
[22]).

The next definition adapts to our context the concept of mild solutions for func-
tional PDEs introduced in [22].

DEFINITION 4.15. A function u ∈ CPol(�) is a mild solution to (4.5) if

(4.31)

u(t,x) = Pt,T

[
u(T , ·)](x)

+
∫ T

t
Pt,s

[
F
(
s, ·, u(s, ·))](x) ds, ∀(t,x) ∈ �,

where

Pt,s[φ](x) := E
[
φ
(
Xt,x·∧s

)]
, ∀(t,x) ∈ �,∀s ∈ [t, T ],∀φ ∈ C(W;R).

Notice that we recover the standard definition for the Markovian case when
φ(x) = φ̃(xT ) for some ϕ̃ ∈ C(H).

By definition of Pt,s and nonanticipativity of u,F , we see that u ∈ CPol(�) is a
mild solution to (4.5) if and only if

(4.32) u(t,x) = E

[
u
(
T ,Xt,x)+

∫ T

t
F
(
r,Xt,x, u

(
r,Xt,x))dr

]
, ∀(t,x) ∈ �.

PROPOSITION 4.16. u ∈ CPol(�) is a mild solution to (4.5) if and only if

(4.33) u(t,x) = E

[
u
(
s,Xt,x)+

∫ s

t
F
(
r,Xt,x, u

(
r,Xt,x))dr

]
,

for all (t,x) ∈ �, s ∈ [t, T ].
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PROOF. (⇐) This is immediate by definition of Pt,· by taking s = T in (4.33).
(⇒) Let u be a mild solution to (4.5). Then (4.32) holds. Using (3.7) and [1],

Lemma 3.9, p. 55, we get for every s ∈ [t, T ]
u
(
s,Xt,x)= E

[
ξ
(
Xs,y)+

∫ T

s
F
(
r,Xs,y, u

(
r,Xs,y))dr

]∣∣∣∣
y=Xt,x

= E

[
ζ
(
Xs,Xt,x)+

∫ T

s
F
(
r,Xs,Xt,x

, u
(
r,Xs,Xt,x))

dr
∣∣∣Fs

]

= E

[
ξ
(
Xt,x)+

∫ T

s
F
(
r,Xt,x, u

(
r,Xt,x))dr

∣∣∣Fs

]
.

Hence,

(4.34) E
[
u
(
s,Xt,x)]= E

[
ξ
(
Xt,x)+

∫ T

s
F
(
r,Xt,x, u

(
r,Xt,x))dr

]
.

We conclude plugging (4.34) into (4.32). �

COROLLARY 4.17. u ∈ CPol(�) is a viscosity solution to (4.5) if and only if
it is a mild solution to (4.5).

PROOF. It follows from the equivalence (i) ⇔ (iii) in Theorem 4.10 and from
Proposition 4.16. �

Although the two concepts of solution (viscosity and mild) turn out to coincide
in the case of PPDE (4.5)9 and, possibly, in some other cases involving gradient
nonlinearities with structure condition (see Section 6.3), we emphasize that our
concept of viscosity solution is, to many extents, genuinely different from the con-
cept of mild solution. The latter has a global nature, the former has a local nature.
The local nature of our notion turns out to be fundamental to address general pos-
sibly degenerate and fully nonlinear equations of Hamilton–Jacobi–Bellman type
by standard viscosity methods based on dynamic programming. This is the way
we proceed in the next Section 6 to address these types of equations and prove
existence by “local” arguments.

4.5. Existence, uniqueness and stability of viscosity solutions. In this section,
we provide existence and uniqueness of viscosity solutions (hence, by Section 4.4,
also of mild solutions).

For p ≥ 0, we denote by Cp(W) the vector space of continuous functions
ξ : W →R such that

(4.35) |ξ |Cp(W) := sup
x∈W

|ξ(w)|
1 + |x|p∞ < ∞.

9Actually, even the proof of existence of viscosity solutions that we provide in Theorem 4.19 is
based on a fixed-point argument, typical when dealing with mild solutions.
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PROPOSITION 4.18. Let Assumption 3.1 hold, let ξ ∈ Cp(W), for some p ≥ 0,
and let Assumption 4.9 hold with the same p. Then there exists a unique û ∈ Cp(�)

viscosity solution to (4.33) with terminal condition (4.6).

PROOF. Step I. Fix a function ζ ∈ Cp(�), and let 0 ≤ a ≤ b ≤ T . Consider
the nonlinear operator � : Cp(�) → Cp(�),u �→ �(u), defined by

(4.36)

�(u)(t,x) := E

[
ζ
(
Xt,x)

+ 1[a,b](t)
∫ b

t
F
(
s,Xt,x, u

(
s,Xt,x))ds

]
, ∀(t,x) ∈ �.

First, we note that actually � is well defined and maps Cp(�) into itself: it follows
from Assumption 4.9 and Corollary 3.7.

We now show that there exists ε > 0 such that, if b − a < ε, then � is a con-
traction on Cp(�), hence admits a unique fixed point. Let u, v ∈ Cp(�). Using
Assumption 4.9(ii),∣∣�(u)(t,x) − �(v)(t,x)

∣∣
≤ E

[
1[a,b](t)

∫ b

t

∣∣F (s,Xt,x, u
(
s,Xt,x))− F(s,Xt,x, v

(
s,Xt,x)∣∣ds

]

≤ L̂E

[
1[a,b](t)

∫ b

t

∣∣u(s,Xt,x)− v
(
s,Xt,x)∣∣ds

]

≤ L̂|u − v|Cp(�)E

[
1[a,b](t)

∫ b

t

(
1 + ∣∣Xt,x∣∣p∞)

ds

]

≤ L̂|u − v|Cp(�)1[a,b](t)
∫ b

t

(
1 + M

(
1 + |x|p∞

))
ds

≤ εL̂(1 + M)
(
1 + |x|p∞

)|u − v|Cp(�)

which yields

(4.37)
∣∣�(u) − �(v)

∣∣
Cp(�) ≤ εL̂(1 + M)|u − v|Cp(�).

Thus, � is a contraction whenever ε < (L̂(1 + M))−1. For such ε, it admits a
unique fixed point û:

(4.38)

û(t,x) = E

[
ζ
(
Xt,x)

+ 1[a,b](t)
∫ b

t
F
(
s,Xt,x, û

(
s,Xt,x))ds

]
, ∀(t,x) ∈ �.

Step II. We prove that, if a function û satisfies (4.38) for (t,x) ∈ �, a ≤ t ≤ b,
then it also satisfies, for every (t,x) ∈ � and every (s,x) ∈ � with a ≤ t ≤ s ≤ b,
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the equality

(4.39) û(t,x) = E

[
û
(
s,Xt,x)+

∫ s

t
F
(
r,Xt,x, û

(
r,Xt,x))dr

]
.

Indeed, using (3.7) and [1], Lemma 3.9, p. 55,

û
(
s,Xt,x)= E

[
ζ
(
Xs,y)+

∫ b

s
F
(
r,Xs,y, û

(
r,Xs,y))dr

]∣∣∣∣
y=Xt,x

= E

[
ζ
(
Xs,Xt,x)+

∫ b

s
F
(
r,Xs,Xt,x

, û
(
r,Xs,Xt,x))

dr
∣∣∣Fs

]

= E

[
ζ
(
Xt,x)+

∫ b

s
F
(
r,Xt,x, û

(
r,Xt,x))dr

∣∣∣Fs

]
.

Hence,

E
[
û
(
s,Xt,x)]= E

[
ζ
(
Xt,x)+

∫ b

s
F
(
r,Xt,x, û

(
r,Xt,x))dr

]

and we conclude by (4.38).
Step III. In this step, we conclude the proof. Let a, b as in Step I and let us

assume, without loss of generality, that T/(b − a) = n ∈ N. By Step I, there exists
a unique ûn ∈ Cp(�) satisfying

ûn(t,x) := E

[
ξ
(
Xt,x)+ 1[T −(b−a),T ](t)

∫ T

t
F
(
s,Xt,x, ûn

(
s,Xt,x))ds

]
,

for all (t,x) ∈ �. With a backward recursion argument, using Step I, we can find
(uniquely determined) functions ûi ∈ Cp(�), i = 1, . . . , n, such that

ûi−1(t,x) := E

[
ûi

(
i(b − a),Xt,x)

+ 1[(i−1)(b−a),i(b−a)](t)
∫ i(b−a)

t
F
(
s,Xt,x, ûi

(
s,Xt,x))ds

]
,

for all (t,x) ∈ �. Now define û(t, ·) = ∑
1≤i≤n 1[(i−1)(b−a),i(b−a))(t)ûi(t, ·) +

1{T }(t)ξ(·). To conclude the existence, we use recursively Step II to prove that
û satisfies (4.33) with terminal condition (4.6).

Uniqueness follows from local uniqueness. Indeed, let û, v̂ be two solutions in
Cp(�) of (4.33)–(4.6) and define

T ∗ := sup
{
t ∈ [0, T ] : sup

x∈W
∣∣û(t,x) − v̂(t,x)

∣∣> 0
}
,

with the convention sup∅ = 0. By continuity of û, v̂ and since û(T , ·) = v̂(T , ·),
we have û(t, ·) ≡ v̂(t, ·) for every t ∈ [T ∗, T ]. In order to prove that T ∗ = 0, we
assume to the contrary that T ∗ > 0. As done in Step II, one can prove that both û
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and v̂ satisfy (4.39). In particular, if we consider the definition (4.36) with ζ(·) =
û(T ∗, ·) = v̂(T ∗, ·), a = 0 ∨ (T ∗ − ε), b = T ∗, where ε < (L̂(1 + M))−1, we have

�(û)(t,x) = û(t,x) and

�(v̂)(t,x) = v̂(t,x), ∀(t,x) ∈ �,∀t ∈ [
T ∗ − εT ∗].

Then, recalling (4.37), we get a contradiction and conclude. �

THEOREM 4.19. Let Assumption 3.1 hold, let ξ ∈ Cp(W), for some p ≥ 0,
and let Assumption 4.9 hold. Then PPDE (4.5) has a unique viscosity solution in
the space CPol(�) satisfying the terminal condition (4.6). Moreover, such solution
belongs to the space Cp(�), where p is such that both (4.10) and (4.35) hold.

PROOF. Uniqueness is consequence of the comparison principle (Corol-
lary 4.14). Existence (and uniqueness) in Cp(�) is consequence of Theorem 4.10
and Proposition 4.18. �

REMARK 4.20. If there exists a modulus of continuity wF , such that∣∣F(t,x, y) − F
(
t ′,x′, y′)∣∣≤ wF

(
d∞

(
(t,x),

(
t ′,x′)))+ L̂

∣∣y − y′∣∣,
then � defined in (4.36) maps UC(�) into itself. Hence, if ξ is uniformly contin-
uous and the condition above on F holds, then the solution û belongs to UC(�).

REMARK 4.21 (Nonlinear Feynman–Kac formula). Existence and uniqueness
of solutions to the functional equation (4.33) could be deduced from the theory
of backward stochastic differential equations in Hilbert spaces. Indeed, another
way to solve the functional equation (4.33) is to consider the following backward
stochastic differential equation:

(4.40) Ys = ξ
(
Xt,x)+

∫ T

s
F
(
r,Xt,x, Yr

)
dr −

∫ T

s
Zr dWr, s ∈ [t, T ].

Then it follows from [23], Proposition 4.3, that, under Assumptions 3.1, 4.9
and if ξ ∈ Cp(W), p ≥ 2, then for any (t,x) ∈ � there exists a unique solu-
tion (Y t,x

s ,Zt,x
s )s∈[0,T ] ∈ H2

P(R) × L2
P(H ∗) to (4.40) and it belongs to the space

∈ Hp
P(R) × L

p
P(H ∗). Such solution can be viewed as a Sobolev solution to PPDE

(4.5) (see, e.g., [2]). Moreover, Y
t,x
t is constant, so we may define

(4.41) û(t,x) := Y
t,x
t = E

[
ξ
(
Xt,x)+

∫ T

t
F
(
s,Xt,x, Y t,x

s

)
ds

]
, (t,x) ∈ �.

It can be shown, using the flow property of Xt,x and the uniqueness of the back-
ward equation (4.40), that Y t,x

s = û(s,Xt,x) for all s ∈ [t, T ], P-almost surely.
Moreover, using the backward equation (4.40), the regularity of ξ and F , and
the flow property of Xt,x with respect to (t,x), we can prove that û ∈ CPol(�).
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This implies that û solves the functional equation (4.33) and it coincides with
the function of Proposition 4.18. Vice versa, we can also prove an existence and
uniqueness result for the backward equation (4.40) if we know that there exists a
unique solution û ∈ CPol(�) to the functional equation (4.33). In conclusion, û ad-
mits a nonlinear Feynman–Kac representation formula through a non-Markovian
forward-backward stochastic differential equation given by⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Xs = e(s−t)Axt +
∫ s

t
e(s−r)Ab(r,X)dr +

∫ s

t
e(s−r)Aσ (r,X)dWr,

s ∈ [t, T ],
Xs = xs, s ∈ [0, t],
Ys = ξ(X) +

∫ T

s
F (r,X,Yr) dr −

∫ T

s
Zr dWr, s ∈ [0, T ].

As a direct consequence of the martingale characterization in Theorem 4.10, we
also get the following stability result.

PROPOSITION 4.22. Let the assumptions of Proposition 3.8 hold. Let As-
sumption 4.9(i) hold and assume that it also holds, for each n ∈ N, for analogous
objects Fn with the same constants L,p. Let {un,n ∈ N} be a bounded subset of
Cp(�), for some p ≥ 0, and let u ∈ Cp(�). Assume that the following conver-
gences hold:

(i) Fn(s, ·, y) → F(s, ·, y) uniformly on compact subsets of W for each
(s, y) ∈ [0, T ] ×R.

(ii) un(s, ·) → u(s, ·) uniformly on compact subsets of W for each s ∈ [0, T ].
Finally, assume that, for each n ∈ N, the function un is viscosity subsolution (resp.,
supersolution) to PPDE (4.5) associated to the coefficients An,bn, σn,Fn. Then u
is a viscosity subsolution (resp., supersolution) to (4.5) associated to the coeffi-
cients A,b,σ,F .

PROOF. For any n > 0 and (t,x) ∈ �, it follows from Proposition 3.4 that
there exists a unique mild solution X(n),t,x to SDE (3.1) with coefficients An, bn,
σn. By Proposition 3.8,

(4.42) lim
n→∞X(n),t,x = Xt,x in Hp

P(H),∀(t,x) ∈ �.

Since un is a viscosity subsolution (the supersolution case can be proved in a sim-
ilar way) to PPDE (4.5), from Theorem 4.10(i) we have, for every (t,x) ∈ � with
t < T ,

(4.43) un(t,x) ≤ E

[
un

(
s,X(n),t,x)+

∫ s

t
Fn

(
r,X(n),t,x, un

(
r,X(n),t,x))dr

]
,
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for all s ∈ [t, T ]. In view of the same theorem, to conclude the proof we just need to
prove, letting n → ∞, that the same inequality holds true when un,Fn and X(n),t,x

are replaced by u,F and Xt,x, respectively.
Clearly the left-hand side of the above inequality tends to u(t,x) as n → ∞.

Let us consider the right-hand side. From (4.42), up to extracting a subsequence,
we have for P-a.e. ω, the convergence X(n),t,x(ω) → Xt,x(ω) in W. Fix such an ω.
Then

S(ω) := {
X(n),t,x(ω)

}
n∈N ∪ {

Xt,x(ω)
}

is a compact subset of W. Then, for each s ∈ [t, T ],∣∣un

(
s,X(n),t,x(ω)

)− u
(
s,Xt,x(ω)

)∣∣
≤ sup

z∈S(ω)

∣∣un(s, z) − u(s, z)
∣∣+ ∣∣u(s,X(n),t,x(ω)

)− u
(
s,Xt,x(ω)

)∣∣ n→∞−→ 0

because un(s, ·) → u(s, ·) on compact subsets of W, u is continuous and
X(n),t,x(ω) → Xt,x(ω) in W. This shows that un(s,X

(n),t,x(ω))→u(s,Xt,x(ω))

for every s ∈ [t, T ]. Arguing analogously, we have for each s ∈ [t, T ]
Fn

(
s,X(n),t,x(ω),un

(
s,X(n),t,x(ω)

)) n→∞−→ F
(
s,Xt,x(ω),u

(
s,Xt,x(ω)

))
.

Now we can conclude by applying Lemma 3.6. Indeed, assuming without loss of
generality t < s, the hypotheses are verified for (
,μ) = (�×[t, s],P⊗Leb) and

fn(ω, r) = 1

s − t
un

(
s,X(n),t,x(ω)

)+ Fn

(
r,X(n),t,x(ω),un

(
r,X(n),t,x(ω)

))
,

f (ω, r) = 1

s − t
u
(
s,Xt,x(ω)

)+ F
(
r,Xt,x(ω),u

(
r,Xt,x(ω)

))
,

gn(ω, r) = gn(ω) = M ′(1 + ∣∣X(n),t,x(ω)
∣∣p∞)

,

g(ω, r) = g(ω) = M ′(1 + ∣∣Xt,x(ω)
∣∣p∞)

,

for a sufficiently large M ′ > 0, as {un,n ∈ N} is a bounded subset of Cp(�), and
since

∫

 gn dμ → ∫


 gdμ by (4.42). �

5. The Markovian case. In the Markovian case, that is, when all data de-
pend only on the present, infinite-dimensional PDEs of type (4.5)–(4.6) have been
studied from the point of view of viscosity solutions starting from [29–31]. In this
section, we compare the results of the literature with the statement of our main
Theorem 4.10 in this Markovian framework.

Hence, let us assume that the data b, σ , F , ξ satisfy all the assumptions used in
the previous sections and, moreover, that they depend only on x = xt , instead of
the whole path x. The SDE (3.1) is no more path-dependent and takes the following
form:

(5.1)

{
dXs = AXs ds + b(s,Xs) ds + σ(s,Xs) dWs, s ∈ [t, T ],
Xt = x ∈ H.
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Accordingly, (1.1) becomes a nonpath-dependent10 second-order parabolic PDE
in the Hilbert space H , which is formally written for (t, x) ∈ [0, T ) ×D(A) as11

(5.2)
− ∂tu(t, x) − 1

2
Tr
[
σ(t, x)σ ∗(t, x)D2u(t, x)

]− 〈
Ax,Du(t, x)

〉
− 〈

b(t, x),Du(t, x)
〉− F

(
t, x, u(t, x)

)= 0.

In such Markovian framework, the results of Section 4 still hold. Indeed, defining
viscosity solutions of (5.2) as in Definition 4.6, with x in place of x, we know
from Theorem 4.19 that there exists a unique viscosity solution û to (5.2) and that
it admits the probabilistic representation formula (4.41) of Remark 4.21, with x in
place of x.

On the other hand, equations like (5.2) have been studied in the literature, by
means of what we call here the “standard” viscosity solution approach. This is
performed, in the spirit of the finite-dimensional case, by computing the terms of
(5.2) on smooth test functions suitably defined and using the method of doubling
variables to prove the comparison. Such “standard” approach in infinite dimension
has been first introduced in [29–31] and then developed in various papers (see,
e.g., [25–28, 41] and [18], Chapter 3, for a survey).

To compare our results with those obtained in the literature quoted above, we
first introduce a concept of classical solution of (5.2).

First of all, observe that (5.2) is well defined only in [0, T ) ×D(A). In order to
give a meaning to (5.2) in [0, T ) × H , we consider the operator A∗, adjoint of A,
defined on D(A∗) ⊂ H , and express the term containing Ax in (5.2) by writing〈

Ax,Du(t, x)
〉= 〈

x,A∗Du(t, x)
〉
,

which is well defined in [0, T ) × H provided that Du ∈ D(A∗). Hence, to define
classical solutions of such equation, we define the operator L1 as follows: the
domain is12

D(L1) =
{
ψ ∈ UC1,2([0, T ] × H

) : the maps (t, x) �→ 〈
x,A∗Dψ(t, x)

〉
,

(t, x) �→ A∗Dψ(t, x), (t, x) �→ 1

2
Tr
[
σ(t, x)σ ∗(t, x)D2ψ(t, x)

]
,

belong to UC
([0, T ] × H

)}
,

10In this section, we drop, for simplicity, the final condition ξ . But it is important to notice that the
PDE must be considered path-dependent even if only ξ depends on the past, while b,σ,F do not.

11Notice that the time derivative ∂tu(t, x) here appearing can denote equivalently the Dupire time-
derivative of Definition 4.3 or the standard partial right time-derivative, as in this Markovian case
they coincide each other on [0, T ).

12UC1,2([0, T ] × H) denotes the space of maps ψ : [0, T ] × H → R which are uniformly con-
tinuous together with their first time Fréchet derivative and their first and second spatial Fréchet
derivatives.
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and, for ψ ∈ D(L1),

L1ψ(t, x) = ∂tψ(t, x) + 1

2
Tr
[
σ(t, x)σ ∗(t, x)D2ψ(t, x)

]
+ 〈

x,A∗Dψ(t, x)
〉+ 〈

b(t, x),Dψ(t, x)
〉
.

Then we say that u is a classical solution of (5.2) if u ∈ D(L1) and satisfies

(5.3) −L1u(t, x) − F
(
t, x, u(t, x)

)= 0, ∀(t, x) ∈ [0, T ) × H.

The standard definition of viscosity subsolution (supersolution) for (5.2) says
roughly that, at any given (t, x) ∈ [0, T ) × H , the equation must be satisfied with
≤ (≥), when we substitute to the derivatives of u(t, x) the derivatives of ϕ(t, x),
where ϕ is a suitably chosen test function.

Clearly, in this context test functions should be chosen in such a way that all
terms of (5.2) have classical sense. Hence, their regularity must be substantially the
one required for classical solutions, that is, roughly, ϕ ∈ D(L1). This regularity is
very demanding, much more than the one required in the finite-dimensional case:
requiring that Dϕ ∈ D(A∗) and the finite trace condition in the second-order term
strongly restricts the set of test functions. In this way, the proof of the existence
has not a greater structural difficulty with respect to the finite-dimensional case, but
the uniqueness, which is based on a delicate construction of suitable test functions,
becomes much harder.

To be more explicit, let us first give a definition of “naive” viscosity solution to
(5.2).

DEFINITION 5.1. (i) An upper semicontinuous function u : [0, T ] × H → R

is called a naive viscosity subsolution of (5.2) if

−L1ϕ(t, x) − F
(
t, x, u(t, x)

)≤ 0,

for any (t, x) ∈ [0, T )×H and any function ϕ ∈ D(L1) such that ϕ −u has a local
minimum at (t, x).

(ii) A lower semicontinuous function u : [0, T ] × H → R is called a naive vis-
cosity supersolution of (5.2) if

−L1ϕ(t, x) − F
(
t, x, u(t, x)

)≥ 0,

for any (t, x) ∈ [0, T )×H and any function ϕ ∈ D(L1) such that ϕ −u has a local
maximum at (t, x).

(iii) A continuous function u : [0, T ] × H → R is called a naive viscosity solu-
tion of (5.2) if it is both a viscosity subsolution and a viscosity supersolution.

If we adopt this definition, it is clear that the set of test functions used is strictly
included in the one used in our Definition 4.6. Hence, if a function is a viscosity
solution according to Definition 4.6, it must also be a viscosity solution according
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to Definition 5.1, while the opposite is, a priori, not true. Hence, if one was able to
prove a uniqueness result for viscosity solution according to Definition 5.1, such a
result would be more powerful than our existence and uniqueness Theorem 4.19.
However, the technique used to prove uniqueness in finite dimension does not work
with Definition 5.1 and there are no general uniqueness results with this definition.

In the literature concerning “standard” viscosity solutions in infinite dimension,
this problem has been overcome by introducing suitable restrictions on the family
of equations and adding an ad hoc radial term g to each test function ϕ. We explain
more in detail what is needed to apply such techniques to our equation (5.2); then
we give a result obtained with such technique and compare it with our previous
results.

To start, it is useful to rewrite equation (5.2) as follows:

(5.4) −∂tu(t, x) − 〈
x,A∗Du(t, x)

〉− Lu(t, x) − F
(
t, x, u(t, x)

)= 0,

for (t, x) ∈ [0, T )×H , with, for any u ∈ C1,2([0, T ]×H) in the sense of Fréchet,

Lu(t, x) = 〈
b(t, x),Du(t, x)

〉+ 1

2
Tr
[
σ(t, x)σ ∗(t, x)D2u(t, x)

]
.

To account for the “difficult” term 〈x,A∗Du(t, x)〉 we impose the following as-
sumption.

ASSUMPTION 5.2. A is a maximal dissipative operator in H .

Notice that Assumption 5.2 implies that A generates a C0-semigroup of contrac-
tions on H . Moreover, from Assumption 5.2 and [38], it follows that there exists
a symmetric, strictly positive and bounded operator B on H such that A∗B is a
bounded operator on H and

(5.5) −A∗B + c0B ≥ 0,

for some c0 > 0.

DEFINITION 5.3. Let {xn}n∈N ⊂ H be a sequence and let x ∈ H . We say that
the sequence {xn}n∈N is B-convergent to x, if {xn}n∈N converges weakly to x and
{Bxn}n∈N converges strongly to Bx in H .

A function u : [0, T ] × H → R is said to be B-upper semicontinuous (resp. B-
lower semicontinuous) if for any {tn}n∈N ⊂ [0, T ] convergent to t ∈ [0, T ], and for
any {xn}n∈N ⊂ H B-convergent to x ∈ H , we have

lim sup
n→∞

u(tn, xn) ≤ u(t, x)
[
resp. lim inf

n→∞ u(tn, xn) ≥ u(t, x)
]
.

Finally, u is B-continuous if it is B-upper and B-lower semicontinuous.

We consider two classes of smooth (test) functions:
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(C1) (the “smooth” part) ϕ ∈ C1,2([0, T ] × H), Dϕ is D(A∗)-valued, ∂tϕ,
A∗Dϕ, and D2ϕ are uniformly continuous on [0, T ] × H , and ϕ is B-lower semi-
coninuous.

(C2) (the “radial” part) g ∈ C1,2([0, T ]×R) and, for every t ∈ [0, T ], the func-
tion g(t, ·) is even on R and nondecreasing on [0,∞).

DEFINITION 5.4. (i) A B-upper semicontinuous function u : [0, T ]×H →R,
which is bounded on bounded sets, is called a viscosity subsolution of (5.4) if

−∂t (ϕ + g)(t, x) − 〈
x,A∗Dϕ(t, x)

〉− L(ϕ + g)(t, x) − F
(
t, x, u(t, x)

)≤ 0,

for any (t, x) ∈ [0, T )×H and any pair of functions (ϕ, g) belonging, respectively,
to the classes (C1)–(C2) above and such that ϕ + g − u has a local minimum at
(t, x).

(ii) A B-lower semicontinuous function u : [0, T ] × H →R, which is bounded
on bounded sets, is called a viscosity supersolution of (5.4) if

−∂t (ϕ − g)(t, x) − 〈
x,A∗Dϕ(t, x)

〉− L(ϕ − g)(t, x) − F
(
t, x, u(t, x)

)≥ 0,

for any (t, x) ∈ [0, T )×H and any pair of functions (ϕ, g) belonging, respectively,
to the classes (C1)–(C2) above and such that ϕ − g − u has a local maximum at
(t, x).

(iii) A function u : [0, T ] × H → R is called a viscosity solution of (5.4) if it is
both a viscosity subsolution and a viscosity supersolution.

REMARK 5.5. The radial function g belonging to the class (C2) introduced in
Definition 5.4 plays the role of cut-off function and is needed to produce, together
with the B-continuity property, local/global minima and maxima of ϕ + g −u and
ϕ − g − u, respectively. However, the introduction of the radial function forces to
impose Assumption 5.2 to get rid of the term 〈Ax,Dg(t, x)〉 which would come
out from the gradient of g.

Radial test functions could also be included in our Definition 4.6 when A is a
maximal monotone operator without compromising the existence result (but note
that it would be redundant including them in our definition, as they are not needed
to prove uniqueness in Theorem 4.19). In this case, our Definition 4.6 would be
stronger than Definition 5.4 in the sense that a viscosity subsolution (supersolu-
tion) in the sense of Definition 4.6 must be necessarily also a viscosity subsolution
(supersolution) according to Definition 5.4. Indeed, a test function in the sense of
Definition 5.4 would be also a test function in the sense of Definition 4.6.

We can now state a comparison theorem and an existence result for equation
(5.4). First, we need to introduce some notation. Let H−1 be the completion of H

with respect to the norm:

|x|2−1 := 〈Bx,x〉.
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The norm | · |−1 in H is weaker than | · |. The space H−1 is a separable Hilbert
space with the inner product:〈

x, x′〉
−1 := 〈

B1/2x,B1/2x′〉.
Let now {e1, e2, . . .} be an orthonormal basis in H−1 made of elements of H . For
N ≥ 1, we denote HN = span{e1, . . . , eN }. Let PN : H−1 → H−1 be the orthogo-
nal projection onto HN and denote P ⊥

N = I − PN .

THEOREM 5.6. Let Assumption 5.2 hold and assume the following:

(i) The map R �→ R, y �→ F(t, x, y), is nonincreasing, for all (t, x) ∈ [0,

T ] × H .
(ii) F is uniformly continuous on bounded sets.

(iii) For all R > 0, there exists a modulus of continuity wR such that∣∣F(t, x, y) − F
(
t ′, x′, y

)∣∣≤ wR

(∣∣t − t ′
∣∣+ ∣∣x − x′∣∣−1

)
,

for all t, t ′ ∈ (0, T ), y ∈ R, and for all x, x′ ∈ H , with |x| ≤ R, |x′| ≤ R.
(iv) b is uniformly continuous on bounded sets and∣∣b(t, x) − b

(
t, x′)∣∣≤ L

∣∣x − x′∣∣−1, ∀t ∈ [0, T ], x, x′ ∈ H.

(v) σ(t, x) ∈ L2(K;H) for every (t, x) ∈ [0, T ] × H , σ : [0, T ] × H →
L2(K;H) is uniformly continuous on bounded sets and∣∣σ(t, x) − σ

(
t, x′)∣∣

L2(K;H) ≤ L
∣∣x − x′∣∣−1, ∀t ∈ [0, T ], x, x′ ∈ H.

(vi) The following limit holds:

lim
N→∞ Tr

[
σ(t, x)σ ∗(t, x)BP ⊥

N

]= 0, ∀(t, x) ∈ [0, T ] × H.

Then the following statements hold true.

(a) Let u, v be continuous viscosity subsolution and supersolution, respectively,
in the sense of Definition 5.4, to (5.4). Assume that, for every R > 0 there exists
a modulus of continuity w̃R such that, for all t, t ′ ∈ (0, T ) and all x, y ∈ H , with
|x| ≤ R, |y| ≤ R,

(5.6) max
{∣∣u(t, x) − u

(
t ′, y

)∣∣, ∣∣v(t, x) − v
(
t ′, y

)∣∣}≤ w̃R

(∣∣t − t ′
∣∣+ |x − y|−1

)
and that, for some p ≥ 0,

(5.7) max
{
u(t, x),−v(t, x)

}≤ p + |x|p, ∀(t, x) ∈ (0, T ) × H.

If u(T , ·) ≤ v(T , ·), then u ≤ v on [0, T ] × H .
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(b) Let ξ : H → R. Assume in addition that F(t, x, y) = F(t, x) does not de-
pend on y and that, for some p ≥ 0,

max
{∣∣F(t, x)

∣∣, ∣∣ξ(x)
∣∣}≤ p + |x|p, ∀t ∈ [0, t],∀x ∈ H.

Finally, assume that for all R > 0 there exists a modulus of continuity ŵR such
that

max
{∣∣b(t, x) − b

(
t ′, x

)∣∣, ∣∣σ(t, x) − σ
(
t ′, x

)∣∣
L2(K;H),

∣∣ξ(x) − ξ
(
x′)∣∣}

≤ ŵR

(∣∣t − t ′
∣∣+ ∣∣x − x′∣∣−1

)
for all t, t ′ ∈ [0, T ] and all x, x′ ∈ H , with |x| ≤ R, |x′| ≤ R.

Then there exists a unique viscosity solution û to (5.4), in the sense of Defini-
tion 5.4, among functions in the set

S :=
{
u : [0, T ] × H →R s.t. sup

(t,x)∈[0,T ]×H

|u(t, x)|
1 + |x|k for some k ≥ 0

lim
t→T

∣∣u(t, x) − ξ(x)
∣∣= 0 uniformly on bounded subsets of H

}
.

The solution û admits the probabilistic representation13

û(t, x) = E

[
ξ
(
X

t,x
T

)+
∫ T

t
F
(
s,Xt,x

s

)
ds

]
, (t, x) ∈ [0, T ] × H.

PROOF. The proof of Theorem 5.6 is an application of Theorems 3.50 and
3.66 in [18]; see the Appendix. �

We note the following facts:

1. The presence of the norm | · |−1 in assumptions (iii), (iv), (v) of Theorem 5.6
is needed to exploit the B-continuity. Indeed the requirement of B-continuity on
the sub(super)solutions is needed to generate maxima and minima in the proof of
comparison. In this way, one is obliged to assume these stronger conditions on the
coefficients to ensure the existence of solutions (see [41]).

2. Assumption (vi) in Theorem 5.6 is needed since, to prove uniqueness, one
has to use the so-called Ishii’s lemma which allows to perform the procedure of
doubling variables. Ishii’s lemma has only a finite dimensional formulation, so the
proof is performed through finite-dimensional approximations: the condition (vi)
ensures the convergence of such approximations.

13When H is finite-dimensional, the probabilistic representation formula (4.41) provides the unique
“standard” viscosity solution of (5.4) also when F depends on y; see [35].
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The assumptions we used in Section 4, when reduced to the Markovian case, are
weaker than those of Theorem 5.6. We can conclude that, under the assumptions
of Theorem 5.6, the two definitions of viscosity solution (Definition 4.6 and Def-
inition 5.4) select the same solution in the present Markovian case. However, as
noticed, adopting our Definition 4.6 of viscosity solution requires weaker assump-
tions to prove that the function û in (4.41) is the unique solution in such sense. In
particular:

1. The map σ does not need to satisfy assumption (vi) of Theorem 5.6 and
σ(t, x) ∈ L2(K;H) for all (t, x) ∈ [0, T ] × H—which, in the case of constant σ ,
would imply that σσ ∗ is a nuclear operator, hence reducing the applicability of the
theory—as the proof of uniqueness does not require the use of Ishii’s lemma on
the corresponding finite-dimensional approximations.

2. The coefficients b, σ , F and ξ do not need to be B-continuous with respect
to x, as no local compactness is needed to produce local max/min in our sense.

3. The operator A does not need to be maximal monotone, as radial test func-
tions are not needed to produce local max/min in our sense.

Roughly speaking, we can say that our definition allows to cover more general
cases since the relation with the PDE is different in the following sense: the PDE
is tested in analytical sense, but over test functions which satisfy the min/max
condition only in a probabilistic sense and only when composed with the process
Xt,x ; indeed minimum (maximum) of ϕ −u is not pointwise in a neighborhood of
(t, x), but only in mean and when composed with the process Xt,x .

6. On the extension to semilinear and fully nonlinear equations. The no-
tion of viscosity solution we introduced is designed for our PPDE (4.5) and needs
to be suitably modified when considering nonlinearities in the derivatives. In [15],
this entails a substantial change in the definition of viscosity solution by consider-
ing optimal stopping problems under nonlinear expectation, that is, under a family
of probability measures. In our formalism, which separates the (fixed) probabil-
ity space from the state space (see Remark 2.5), this corresponds to take a mixed
control/stopping problem.

In the present section, we investigate how and to which extent, up to now, some
of the results can be extended to the case of semilinear and fully nonlinear PPDEs
of Hamilton–Jacobi–Bellman type:

sup
a∈U

[
Lau(t,x) + �(t,x, a)

]= 0, ∀(t,x) ∈ �, t ∈ [0, T ),(6.1)

where U is a Polish space, � : � × U →R is a measurable function and Lau(t,x)

will be defined in the spirit of (4.2).
More precisely we provide:

– an existence result (Section 6.1);
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– a partial comparison result assuming existence for an associated stochastic op-
timal mixed stopping/control problem (Section 6.2);

– the main steps of a possible path to prove a comparison result for a semilinear
equation satisfying a suitable structure condition [see (6.35)], generalizing the
argument used in finite dimension in [34] (Section 6.3).

PPDEs of Hamilton–Jacobi–Bellman-type are naturally associated to optimal
control problems. In our context, the state process solves a controlled path-
dependent stochastic differential equation. We now introduce such a stochastic
optimal control problem. We define the set of admissible controls U as follows:

U := {
a : [0, T ] × � → U predictable

}
.

Let t ∈ [0, T ], Z ∈ H0
P(H), and a ∈ U . We consider the following controlled path-

dependent SDE:

(6.2)

{
dXs = AXs ds + b̄(s,X,as) ds + σ̄ (s,X,as) dWs s ∈ [t, T ],
X·∧t = Z·∧t ,

where A satisfies Assumption 3.1(i), whereas b̄ and σ̄ satisfy the following condi-
tions.14

ASSUMPTION 6.1. (i) b̄ : �×U → H is measurable with respect to the Borel
σ -algebra and, for some constant M > 0,∣∣b̄(t,x, a)

∣∣≤ M
(
1 + |x|∞)

,(6.3) ∣∣b̄(t,x, a) − b̄
(
t,x′, a

)∣∣≤ M
∣∣x − x′∣∣∞,(6.4)

for all x,x′ ∈ W, t ∈ [0, T ], a ∈ U .
(ii) σ̄ : � × U → L(K;H) is such that σ̄ (·, ·, ·)v : � × U → H is measurable

for all v ∈ K and esAσ̄ (t,x, a) ∈ L2(K;H) for all s > 0, (t,x) ∈ �, a ∈ U . More-
over, there exist M̂ > 0 and γ ∈ [0,1/2) such that, for all x,x′ ∈ W, t ∈ [0, T ],
s ∈ (0, T ], a ∈ U , ∣∣esAσ̄ (t,x, a)

∣∣
L2(K;H) ≤ M̂s−γ (1 + |x|∞)

,(6.5) ∣∣esAσ̄ (t,x, a) − esAσ̄
(
t,x′, a

)∣∣
L2(K;H) ≤ M̂s−γ

∣∣x − x′∣∣∞.(6.6)

Notice that, by Remark 2.3(ii), we have, for all (t,x) ∈ �, a ∈ U ,

b̄(t,x, a) = b̄(t,x·∧t , a), σ̄ (t,x, a) = σ̄ (t,x·∧t , a).

14Hereafter, if a function f = f ((t,x), y1, . . . , yj ) depends on (t,x) ∈ � and on some other vari-
ables y1, . . . , yj , by an abuse of notation we denote f ((t,x), y1, . . . , yj ) by f (t,x, y1, . . . , yj ).
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DEFINITION 6.2. Let t ∈ [0, T ], Z ∈ H0
P(H), and a ∈ U . We call mild solu-

tion of (6.2) a process X ∈H0
P(H) such that X·∧t = Z·∧t and

(6.7) Xs = e(s−t)AZt +
∫ s

t
e(s−r)Ab̄(r,X,ar ) dr +

∫ s

t
e(s−r)Aσ̄ (r,X,ar ) dWr,

for all s ∈ [t, T ].

The proof of the following theorem is postponed until the Appendix.

THEOREM 6.3. Let Assumptions 3.1(i) and 6.1 hold. For every p > p∗ :=
2

1−2γ
, t ∈ [0, T ], Z ∈ Hp

P(H), and a ∈ U , there exists a unique mild solution Xt,Z,a

to (6.2). Moreover, Xt,Z,a ∈ Hp
P(H) and∣∣Xt,Z,a∣∣
Hp

P (H) ≤ K̄0
(
1 + |Z|Hp

P (H)

)
,

(6.8)
∀(t,Z,a) ∈ [0, T ] ×Hp

P(H) × U .

Finally, for every a ∈ U , the map

(6.9) [0, T ] ×Hp
P(H) → Hp

P(H), (t,Z) �→ Xt,Z,a

is Lipschitz continuous with respect to Z, uniformly in t ∈ [0, T ] and in a ∈ U , and
the family

(6.10)
{
X·,·,a : [0, T ] ×Hp

P(H) → Hp
P(H)

}
a∈U

is equicontinuous.

As for (3.7), we notice that uniqueness of mild solutions yields the flow prop-
erty:

(6.11) Xt,x,a = Xs,Xt,x,a,a in Hp
P(H),∀(t,x) ∈ �,∀a ∈ U,∀s ∈ [t, T ].

Given (t,x) ∈ �, we consider the stochastic optimal control problem consisting
in maximizing, over all admissible control processes a ∈ U , the following gain
functional:

(6.12) J (t,x,a) := E

[∫ T

t
�
(
s,Xt,x,a,as

)
ds + ξ

(
Xt,x,a)],

where ξ : W → R. We define the value function v : � → R of the stochastic opti-
mal control problem:

(6.13) v(t,x) := sup
a∈U

J (t,x,a), ∀(t,x) ∈ �.
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6.1. Existence of viscosity solutions. In order to prove existence of viscosity
solutions to PPDE (6.1), we introduce the following assumptions.

ASSUMPTION 6.4. (i) � : � × U →R is measurable;
(ii) the family {� →R, (t,x) �→ �(t,x, a)}a∈U is equicontinuous;
(iii) there exists N > 0, p ≥ 0, such that

(6.14)
∣∣�(t,x, a)

∣∣≤ N
(
1 + |x|p∞

)
, ∀(t,x) ∈ �,∀a ∈ U.

PROPOSITION 6.5. Let Assumptions 3.1(i), 6.1, 6.4 hold, let ξ ∈ C(W), and
let p ≥ 0 be such that both (4.35) and (6.14) hold true. Then v ∈ Cp(�) and
satisfies the dynamic programming principle

v(t,x) = sup
a∈U

E

[∫ τ

t
�
(
s,Xt,x,a,as

)
ds + v

(
τ,Xt,x,a)],

for all (t,x) ∈ �, τ ∈ T with τ ≥ t .

PROOF. Once one proves that the value function is continuous, the proof of
the dynamic programming principle can be done following the same path of [18],
Section 2.3.15 So, we only prove that v ∈ Cp(�).

The p-polynomial growth of v is straightforward from Theorem 6.3, Assump-
tion 6.4(iii), and ξ ∈ Cp(W). Moreover, v is clearly nonanticipative. By nonan-
ticipativity, the continuity of v with respect to d∞ is equivalent to the continuity
with respect to | · | + | · |∞. So, letting (tn,xn) → (t,x) with respect to | · | + | · |∞,
we need to prove that v(tn,xn) → v(t,x). Let ε > 0. For n ∈ N, let an,ε be an
ε-optimal control for v(tn,xn). We can write

v(tn,xn) − v(t,x) − ε

≤ J
(
tn,xn,an,ε)− J

(
t,x,an,ε)

≤ E

[∫ T

tn

�
(
s,Xtn,xn,an,ε

,an,ε
s

)
ds −

∫ T

t
�
(
s,Xt,x,an,ε

,an,ε
s

)
ds

]

+E
[
ξ
(
Xtn,xn,an,ε )− ξ

(
Xt,x,an,ε )]

.

(6.15)

By Theorem 6.3, the family {X·,·,a : [0, T ]×W→ Hp
P(H)}a∈U is equicontinuous.

Then, passing to a subsequence again denoted by {(tn,xn,an,ε)}n∈N if necessary,

lim
n→∞

∣∣Xt,x,an,ε − Xtn,xn,an,ε ∣∣∞ = 0 P-a.e.,

hence, by Assumption 6.4(ii), for all s ∈ [0, T ] \ {t}
(6.16) lim

n→∞
∣∣1[tn,T ](s)�

(
s,Xtn,xn,an,ε

,an,ε
s

)− 1[t,T ](s)�
(
s,Xt,x,an,ε

,an,ε
s

)∣∣= 0

15In [18], this is proved for deterministic times τ . If τ is a stopping time, the proof can be obtained
by an approximation procedure by discrete valued stopping times as usual.
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P-a.e., and, since ξ ∈ Cp(W),

(6.17) lim
n→∞

∣∣ξ (Xtn,xn,an,ε )− ξ
(
Xt,x,an,ε )∣∣= 0 P-a.e.

By Theorem 6.3, the family {Xtn,xn,a}a∈U ⊂ Hp′
P (H) is bounded for any p′ > p,

hence it is uniformly integrable in Lp((�,FT ,P),W). Then, taking also into ac-
count Assumption 6.4(iii) and that ξ ∈ Cp(W), we can pass to the limit in (6.15)
and obtain

(6.18) lim sup
n→∞

v(tn,xn) ≤ v(t,x) + ε.

On the other hand, letting aε be an ε-optimal control for v(t,x), we have

v(tn,xn) − v(t,x) + ε ≥ J
(
tn,xn,aε)− J

(
t,x,aε)

and by arguing as above (here it is even simpler as aε is fixed), we obtain

(6.19) lim inf
n→∞ v(tn,xn) ≥ v(t,x) − ε.

Since ε > 0 was arbitrary, (6.18) and (6.19) provide the continuity of v. �

DEFINITION 6.6. We say that u ∈ C
1,2
X (�) if u ∈ CPol(�) and, for all (t,x) ∈

�, s ∈ [t, T ], a ∈ U ,

(6.20) du
(
s,Xt,x,a)= ᾱ

(
s,Xt,x,a,as

)
ds + 〈

β̄
(
s,Xt,x,a,as

)
, dWs

〉
K,

for some measurable functions ᾱ : � × U → R, β̄ : � × U → K , such that
{ᾱ(·, ·, a)}a∈U is equicontinuous and∣∣ᾱ(t,x, a)

∣∣+ ∣∣β̄(t,x, a)
∣∣
K ≤ M̄

(
1 + |x|p∞

)
, ∀(t,x) ∈ �,∀a ∈ U,

for some constants M̄ ≥ 0, p ≥ 0.

By identifying the finite variation part and the Brownian part in (6.20), we see
that ᾱ and β̄ in Definition 6.6 are uniquely determined. Given u ∈ C

1,2
X (�), fol-

lowing (4.2) we denote

(6.21) Lau(t,x) := ᾱ(t,x, a), ∀(t,x) ∈ �,∀a ∈ U.

We now provide the definition of viscosity subsolution/supersolution of equa-
tion (6.1). In order to do that, we redefine the two classes of test functions Au(t,x)

and Au(t,x) accordingly to the present controlled case. Given u ∈ CPol(�) we de-
fine, for (t,x) ∈ �, t ∈ [0, T ),

Au(t,x) :=
{
ϕ ∈ C

1,2
X (�) : there exists H ∈ T , H > t, such that,

for all a ∈ U, (ϕ − u)(t,x) = min
τ∈T ,τ≥t

E
[
(ϕ − u)

(
τ ∧ H,Xt,x,a)]},

Au(t,x) :=
{
ϕ ∈ C

1,2
X (�) : there exists H ∈ T , H > t, such that,

for all a ∈ U, (ϕ − u)(t,x) = max
τ∈T ,τ≥t

E
[
(ϕ − u)

(
τ ∧ H,Xt,x,a)]}.
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REMARK 6.7. Notice that Au(t,x) and Au(t,x) can be written in the follow-
ing equivalent form:

Au(t,x) :=
{
ϕ ∈ C

1,2
X (�) : there exists H ∈ T , H > t, such that

(ϕ − u)(t,x) = inf
a∈U min

τ∈T ,τ≥t
E
[
(ϕ − u)

(
τ ∧ H,Xt,x,a)]},

Au(t,x) :=
{
ϕ ∈ C

1,2
X (�) : there exists H ∈ T , H > t, such that

(ϕ − u)(t,x) = sup
a∈U

max
τ∈T ,τ≥t

E
[
(ϕ − u)

(
τ ∧ H,Xt,x,a)]}.

DEFINITION 6.8. Let u ∈ CPol(�).

(i) We say that u is a viscosity subsolution (resp., supersolution) of the path-
dependent PDE (6.1) if

− sup
a∈U

[
Laϕ(t,x) + �(t,x, a)

]≤ 0 (resp. ≥ 0),

for all (t,x) ∈ �, t < T , and all ϕ ∈ Au(t,x) (resp., ϕ ∈ Au(t,x)).
(ii) We say that u is a viscosity solution of the path-dependent PDE (6.1) if it is

both a viscosity subsolution and a viscosity supersolution.

PROPOSITION 6.9. Let Assumptions 3.1(i), 6.1, 6.4 hold, and let ξ ∈ Cp(W),
for some p ≥ 0. Then v is a viscosity solution of PPDE (6.1).

PROOF. Supersolution property. Let (t,x) ∈ � with t < T . By the dynamic
programming principle, we have, for every constant control a ≡ a ∈ U and s ∈
(t, T ],
(6.22) v(t,x) ≥ E

[∫ s

t
�
(
r,Xt,x,a, a

)
dr + v

(
s,Xt,x,a)].

Let ϕ ∈ Av(t,x). Then, starting from (6.22) and arguing as in the proof of Theo-
rem 4.10, we get

−[
Laϕ(t,x) + �(t,x, a)

]≥ 0, ∀a ∈ U.

Taking the infimum over a ∈ U , we get the claim.
Subsolution property. The following proof is inspired by the proof of the su-

persolution property in Theorem 3.66 of [18]. Let (t,x) ∈ � with t < T and
ϕ ∈ Av(t,x). Let H ∈ T , H > t , denote a stopping time associated to ϕ as re-
quired in the definition of Av(t,x). Without loss of generality, we can suppose
that (ϕ − v)(t,x) = 0. By the dynamic programming principle, for every ε > 0
there exists a control aε ∈ U such that

v(t,x) − ε2 ≤ E

[∫ (t+ε)∧H

t
�
(
r,Xt,x,aε

,aε
r

)
dr + v

(
(t + ε) ∧ H,Xt,x,aε)]

.
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This implies that

ϕ(t,x) − ε2 ≤ E

[∫ (t+ε)∧H

t
�
(
r,Xt,x,aε

,aε
r

)
dr + ϕ

(
(t + ε) ∧ H,Xt,x,aε)]

.

Since ϕ ∈ C
1,2
X (�), by Definition 6.6 and (6.21) we can write

(6.23) −ε2 ≤ E

[∫ (t+ε)∧H

t

[
Laε

r ϕ
(
r,Xt,x,aε)+ �

(
r,Xt,x,aε

,aε
r

)]
dr

]
.

Notice that supa∈U [Laϕ(·, ·) + �(·, ·, a)] is uniformly continuous, hence measur-
able, and then (6.23) implies

(6.24) −ε2 ≤ E

[∫ (t+ε)∧H

t
sup
a∈U

[
Laϕ

(
r,Xt,x,aε)+ �

(
r,Xt,x,aε

, a
)]

dr

]
.

Now, by equicontinuity of {X·,·,a : [0, T ] × W → Hp
P(H)}a∈U , claimed in Theo-

rem 6.3, we can write

lim
ε→0+ sup

a∈U
E

[
sup

r∈[t,t+ε]
∣∣Xt,x,a

r − xt

∣∣p]

= lim
ε→0+ sup

a∈U
E

[
sup

r∈[t,t+ε]
∣∣Xt,x,a

r − Xt+ε,xt∧·,a
r

∣∣p]

≤ lim
ε→0+ sup

a∈U
∣∣Xt,xt∧·,a − Xt+ε,xt∧·,a∣∣p

Hp

P (H)
= 0.

(6.25)

Dividing (6.24) by ε, letting ε → 0+, using (6.25), and recalling the uniform con-
tinuity of supa∈U [Laϕ(·, ·) + �(·, ·, a)], we conclude

sup
a∈U

{
Laϕ(t,x) + �(t,x, a)

}≥ 0. �

6.2. Partial comparison. Hereafter, in this section, we assume that Assump-
tions 3.1(i), 6.1 and 6.4 hold.

In order to prove a (partial) comparison result, we need a counterpart of The-
orem 4.11. In this case, we would need to deal with a mixed optimal con-
trol/stopping problem. The problem of existence of solution for the latter is
provided in [37] passing through arguments strongly relying on the finite dimen-
sionality of the problem, notably the local compactness, which fails in infinite
dimension. For this reason, here we leave out the treatment of such difficult issue
and take such existence result as an assumption (Assumption 6.10 below; but it
should be considered, rather, as a key middle step toward the comparison result).

ASSUMPTION 6.10. Let φ ∈ CPol(�) and let s ∈ [0, T ]. Let � : � → R be
defined by

�
(
t ′,x′) := sup

τ∈T ,τ≥t ′
a∈U

E
[
φ
(
τ,Xt ′,x′,a)], ∀(t ′,x′) ∈ �.
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For every (t,x) ∈ �, there exist τ ∗ ∈ T , with τ ∗ ≥ t , and a∗ ∈ U , such that

�(t,x) = E
[
φ
(
τ ∗,Xt,x,a∗)]

,

φ
(
τ ∗,Xt,x,a∗)= �

(
τ ∗,Xt,x,a∗)

P-a.s.
(6.26)

PROPOSITION 6.11 (Partial comparison principle). Let Assumption 6.10 hold.
Let u, v ∈ CPol(�) be, respectively, a viscosity subsolution and a viscosity super-
solution to (6.1). If u(T , ·) ≤ v(T , ·) on W and either u ∈ C

1,2
X (�) or v ∈ C

1,2
X (�),

then u ≤ v on �.

PROOF. Assume, by contradiction, that there exists (t̂ , x̂) ∈ � such that

(6.27) q := u(t̂, x̂) − v(t̂, x̂) > 0.

By continuity, we can assume without loss of generality that t̂ > 0. Let ε > 0 be
such that q > 2εT . For (t,x) ∈ �, define

vε(t,x) := v(t,x) + ε(T − t̂ ),

uε(t,x) := u(t,x) − ε(T − t̂ ),

�(ε)(t,x) := sup
τ∈T ,t≤τ≤T

a∈U
E
[
u
(
τ,Xt,x,a)− v

(
τ,Xt,x,a)− ε(T − τ)

]
.

By Assumption 6.10 applied to φ(t,x) := u(t, x) − v(t,x) − ε(T − t), there exist
τ ∗ ∈ T , t ≤ τ ∗ ≤ T , a∗ ∈ U , such that

(6.28) �(ε)(t̂ , x̂) = E
[
u
(
τ ∗,Xt̂,x̂,a∗)− v

(
τ ∗,Xt̂,x̂,a∗)− ε

(
T − τ ∗)]

and

(6.29) �(ε)(τ ∗,Xt,x,a∗)= u
(
τ ∗,Xt̂,x̂,a∗)− v

(
τ ∗,Xt̂,x̂,a∗)− ε

(
T − τ ∗)

P-a.s.

By (6.27), (6.28) and the fact that u(T , ·) − v(T , ·) ≤ 0 on W, we have P(τ ∗ <

T ) > 0. Combining with (6.28), we get the existence of ω∗ ∈ � such that τ ∗(ω∗) <

T and, setting (t∗,x∗) := (τ ∗(ω∗),Xt̂,x̂,a∗
(ω∗)),

(6.30)

u
(
t∗,x∗)− v

(
t∗,x∗)− ε

(
T − t∗

)
= �ε(t∗, x∗)
= sup

τ∈T ,t∗≤τ≤T
a∈U

E
[
u
(
τ,Xt∗,x∗,a)− v

(
τ,Xt∗,x∗,a)− ε(T − τ)

]
.

Now, assume first that v ∈ C
1,2
X (�). In such a case, (6.30) entails vε ∈

Au(t∗,x∗). By Definition 6.8 of viscosity subsolution to (6.1), we have

(6.31)

εt∗ − sup
a∈U

[
Lav

(
t∗,x∗)+ �

(
t∗,x∗, a

)]
= − sup

a∈U

[
Lavε

(
t∗,x∗)+ �

(
t∗,x∗, a

)]≤ 0.



PATH-DEPENDENT EQUATIONS IN INFINITE DIMENSION 167

Since v is a viscosity supersolution to (6.1), we must have also

(6.32) − sup
a∈U

[
Lav

(
t∗,x∗)+ �

(
t∗,x∗, a

)]≥ 0.

Recalling that t∗ ≥ t̂ > 0, (6.31) and (6.32) provides the contradiction εt∗ ≤ 0.
Assume now that u ∈ C

1,2
X (�). Then (6.30) shows that uε ∈ Av(t∗,x∗). By

definition of viscosity supersolution to (6.1), we have

(6.33)

− εt∗ − sup
a∈U

[
Lau

(
t∗,x∗)+ �

(
t∗,x∗, a

)]
= − sup

a∈U

[
Lauε

(
t∗,x∗)+ �

(
t∗,x∗, a

)]≥ 0.

Since u is a viscosity subsolution to (6.1), we must have also

(6.34) − sup
a∈U

[
Lau

(
t∗,x∗)+ �

(
t∗,x∗, a

)]≤ 0.

We now conclude as in the previous case. �

6.3. Further developments. When H = R
n and the path-dependent PDE (6.1)

is semilinear—corresponding to the case of the coefficient σ̄ independent of a ∈
U—and b̄ satisfies the so-called structure condition:

(6.35) b̄(t,x, a) = σ̄ (t,x)b̄0(t,x, a)

then a proof of a comparison principle between viscosity sub/supersolutions is
given in [37]. This proof is inspired by the proof of the comparison principle [3],
Theorem 5.3, which relies on the notion of punctual differentiability (see [3], Def-
inition 1.4)—despite the usual proof of the comparison principle in the frame-
work of viscosity solutions for second-order PDEs, based on Ishii’s lemma. This
methodology seems to be implementable also in the present infinite-dimensional
setting. We briefly recall and adapt to the present framework the main steps of the
proof of [37] leaving the argument at a descriptive level, as a rigorous proof would
go beyond the scopes of the present paper and is left for future research.

Let Assumptions 6.1, 6.4 and 6.10 hold.

1. In the proof of [37], the definition of viscosity solution in terms of jets is used.
The PPDE is semilinear in this case and the definition of semijets needs to take
into account also the term β (see Remark 4.8). Precisely, following [37], given
u ∈ CPol(�), we define the subjet and superjet of u at (t,x) ∈ � as follows:

J u(t,x) := {
(α,β) ∈R× H : ∃ϕ ∈ Au(t,x)

such that ϕ(s,y) = αs + 〈β,ys〉,∀(s,y) ∈ �
}
,

J u(t,x) := {
(α,β) ∈R× H : ∃ϕ ∈ Au(t,x)

such that ϕ(s,y) = αs + 〈β,ys〉,∀(s,y) ∈ �
}
.
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Notice that, if ϕ(s,y) = αs + 〈β,ys〉 for some (α,β) ∈ R × H , then using
(6.35),

(6.36) Laϕ(t,x) = α + 〈
β,b(t,x, a)

〉= α + 〈
σ̄ ∗(t,x)β, b̄0(t,x, a)

〉
K,

for all (t,x, a) ∈ � × U . Then the main result of this first step would be the
following equivalence (cf. [37], Proposition 3.8):

(R1) u ∈ Cp(�) is a viscosity subsolution (resp. supersolution) of the path-
dependent PDE (6.1) if and only if:

−α − sup
a∈U

[〈
σ̄ ∗(t,x)β, b̄0(t,x, a)

〉
K + �(t,x, a)

]≤ 0 (resp. ≥0),

for every (α,β) ∈ J u(t,x) [resp. (α,β) ∈ J u(t,x)].

2. The definition of viscosity solution in terms of jets can be used in order to intro-
duce the notion of punctual differentiability (see [37], Definition 3.10, inspired
by [3], Definition 1.4). More precisely, given u ∈ Cp(�), p ≥ 1, and (t,x) ∈ �,
we say that u is punctually C

1,2
X (�) at (t,x) if

J u(t,x) := cl
(
J u(t,x)

)∩ cl
(
J u(t,x)

) �= ∅,

where cl(E) denotes the closure of the set E ⊂ R× H .
3. [37], Proposition 4.17, contains an important smoothness result, which in our

context should be stated as follows:

(R2) Let u ∈ Cp(�), p ≥ 1, be a viscosity subsolution (or supersolution)
of the path-dependent PDE (6.1). Then, for every (t,x) ∈ � and a ∈ U , u is
punctually C

1,2
X (�) at dt ⊗ P

t,x,a(dx)-a.e. point (s,y) ∈ �, where dt denotes
the Lebesgue measure on [0, T ], while the probability measure P

t,x,a on W

denotes the law of the process (Xt,x,a
s )s∈[0,T ].

In this step, it is strongly used the structure condition (6.35), which provides
the equivalence of all the probability measures {Pt,x,a}a∈U .

4. Using the notation of [37], we define

(6.37) F(t,x, z) := sup
a∈U

[〈
z, b̄(t,x, a)

〉
K + �(t,x, a)

]
, ∀(t,x, z) ∈ � × K.

If b is bounded, then F is Lipschitz continuous with respect to the variable z,
uniformly in (t,x). Denote by L0 ≥ 0 the corresponding Lipschitz constant.
Then the smoothness result stated at the previous point can be used to prove the
following (cf. [37], Proposition 4.17):

(R3) Let p ≥ 1. If u(1) ∈ Cp(�) [resp. u(2) ∈ Cp(�)] is a viscosity subso-
lution (resp., supersolution) to PPDE (6.1), then w = u(1) − u(2) is a viscosity
subsolution of the path-dependent PDE (cf. [37], equation (4.10))

(6.38) −α − L0
∣∣w(t,x)

∣∣− L0
∣∣σ̄ ∗(t,x)β

∣∣
K ≤ 0,
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for every (α,β) ∈ Jw(t,x), where L0 is the Lipschitz constant of the function
F defined in (6.37).

5. Noticing that w(T , ·) = u(1)(T , ·) − u(2)(T , ·) ≤ 0 and that the identically null
function is clearly a smooth supersolution to (6.38), we conclude, by the partial
comparison principle (Theorem 6.11), that u(1) −u(2) ≤ 0 on �. This yields the
comparison principle for the path-dependent PDE (6.1).

APPENDIX

PROOF OF THEOREM 5.6. (a) For the proof of the comparison principle we
refer to [18], Theorem 3.50 (see also [41], Theorem 3.2). We briefly check that all
the assumptions of Theorem 3.50 in [18] are satisfied. The weak B-condition (3.2)
in [18] corresponds to inequality (5.5). Now, define the function G : [0, T ] × H ×
R× H × S(H) →R as follows:

G(t, x, r,p,X) = −〈
b(t, x),p

〉− 1

2
Tr
[
σ(t, x)σ ∗(t, x)X

]− F(t, x, r).

Regarding Hypothesis 3.44 in [18], assumptions (ii)–(iv) assure the uniform con-
tinuity of 〈b(t, x),p〉 and of F(t, x, r) on bounded sets. Moreover,∣∣Tr

[
σ(t, x)σ ∗(t, x)X

]− Tr
[
σ
(
t ′, x′)σ ∗(t ′, x′)X′]∣∣

≤ ∣∣(σ(t, x) − σ
(
t ′, x′))σ ∗(t, x)X

∣∣
L1(H)

+ ∣∣σ (t ′, x′)(σ ∗(t, x) − σ ∗(t ′, x′))X∣∣
L1(H)

+ ∣∣σ (t ′, x′)σ ∗(t ′, x′)(X − X′)∣∣
L1(H)

≤ ∣∣σ(t, x) − σ
(
t ′, x′)∣∣

L2(K;H)

(∣∣σ(t, x)
∣∣
L2(K;H)

+ ∣∣σ (t ′, x′)∣∣
L2(K;H)

)|X|L(H)

+ ∣∣σ (t ′, x′)∣∣2
L2(K;H)

∣∣X − X′∣∣
L(H).

Then, using assumption (v), we conclude that Hypothesis 3.44 in [18] is satisfied.
Hypothesis 3.45 in [18] with ν = 0 is guaranteed by (i); Hypothesis 3.46 in [18]

is straightforward to check; Hypothesis 3.47 in [18] follows immediately from (vi).
Regarding Hypothesis 3.48 in [18], let R > 0, t ∈ [0, T ], x, x′ ∈ X, |x| ≤ R,

|x′| ≤ R, ε > 0. We have〈
b
(
t, x′)− b(t, x),B

(
x − x′)〉≥ −∣∣b(t, x) − b

(
t, x′)∣∣−1

∣∣x − x′∣∣−1

≥ −∣∣B1/2∣∣∣∣b(t, x) − b
(
t, x′)∣∣∣∣x − x′∣∣−1

≥ −2LR
∣∣b(·,0)

∣∣∞|B|∣∣x − x′∣∣−1,

(A.1)
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where we used (iv). Moreover, for X,X′ ∈ S(H) such that, for some N ∈ N \ {0},
X = P ∗

NXPN , X′ = P ∗
NX′PN and

−3

ε

(
BPN 0

0 BPN

)
≤
(
X 0
0 −X′

)
≤ 3

ε

(
BPN −BPN

−BPN BPN

)
,

we obtain, by standard computations,

Tr
[
σ
(
t, x′)σ ∗(t, x′)X′ − σ(t, x)σ ∗(t, x)X

]
≥ −3

ε
|B|∣∣σ(t, x) − σ

(
t, x′)∣∣2

L2(K;H) ≥ −3

ε
L|B|∣∣x − x′∣∣2−1.

(A.2)

Considering (iii), (A.1), (A.2), we see that Hypothesis 3.48 in [18] is satisfied.
Hypothesis 3.49 in [18] is satisfied with γ = 1. Indeed, for all t ∈ [0, T ], x ∈ H ,

r ∈ R, p,p′ ∈ H , X,X′ ∈ S(H), we can write

G
(
t, x, r,p + p′,X + X′)− G(t, x, r,p,X)

≤ ∣∣b(t, x)
∣∣∣∣p′∣∣+ 1

2

∣∣Tr
[
σ(t, x)σ ∗(t, x)X′]∣∣

≤ (
M + L|x|)∣∣p′∣∣+ 1

2

∣∣X′∣∣
L(H)

∣∣σ(t, x)
∣∣2
L2(K;H)

≤ (
M + L|x|)∣∣p′∣∣+ 1

2

∣∣X′∣∣
L(H)

(
M + |x|−1

)2
,

where M = supt∈[0,T ]{|b(t,0)| + |σ(t,0)|L2(K;H)}.
Condition (3.75) in [18] can be easily checked by using (5.6). Finally, (5.7)

implies (3.77) in [18].
(b) For the proof of existence, we refer to Theorem 3.66 in [18], whose assump-

tions are easy to verify in our case. �

PROOF OF THEOREM 6.3. For the existence and uniqueness of the solution,
and for the Lipschitz continuity of (6.9) in Z, uniform in (t,a); see [39], Theo-
rem 3.6. For the continuity in (t,Z), for fixed a ∈ U , see [39], Theorem 3.14.

We now show the equicontinuity of the family (6.10). Due to the Lipschitz con-
tinuity in Z, uniform in (t,a), to prove the latter (6.10) it is sufficient to prove the
equicontinuity of the family:

(A.3)
{
X·,Z,a : [0, T ] → Hp

P(H)
}

a∈U ,

for every fixed Z ∈ Hp
P(H). Let Z ∈ Hp

P(H), 0 ≤ t ≤ t ′ ≤ T , �Xt,t ′,Z,a
s :=

Xt,Z,a
s − Xt ′,Z,a

s , for s ∈ [0, T ] and a ∈ U . First, notice that, if s ∈ [0, t], then
�Xt,t ′,Z,a

s = 0. Moreover, by using the definition of mild solution and by apply-
ing standard estimates to the integrals appearing in equality (6.7), by means of the
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factorization formula ([18], Lemma 1.114) and of the Burkholder–Davis–Gundy
inequality for the stochastic integral ([18], Theorem 1.111), we obtain

E

[
sup

s∈[t,t ′]
∣∣�Xt,t ′,Z,a

s

∣∣p]≤ C

(
E

[
sup

s∈[t,t ′]
∣∣Zs − e(s−t)AZt

∣∣p]

+
(

1 + w
(
t ′ − t

) ∫ T

0

∣∣Xt,Z,a
r∧·

∣∣p
Hp

P (H)
dr

))
,

(A.4)

where C is a constant depending only on T ,p,M,M̂, γ, supr∈[0,T ] |erA|L(H), and
w is a modulus of continuity depending only on p,γ .

Moreover, by writing Xt,Z,a
s = X

t ′,Xt,Z,a
t ′∧· ,a

s , for s ∈ [t ′, T ], and by recalling the
uniform Lipschitz continuity of (6.9) with respect to Z, we have

(A.5) E

[
sup

s∈[t ′,T ]
∣∣�Xt,t ′,Z,a

s

∣∣p]≤ Ĉ
∣∣Xt,Z,a

t ′∧· − Zt ′∧·
∣∣p
Hp

P (H)
,

where Ĉ is independent of Z,a, t, t ′. Notice that the right-hand side of (A.5) can
be estimated through (A.4). We then finally obtain

∣∣Xt,Z,a − Xt ′,Z,a∣∣p
Hp

P (H)
≤ C(1 + Ĉ)

(
E

[
sup

s∈[t,t ′]
∣∣Zs − e(s−t)AZt

∣∣p]

+
(

1 + w
(
t ′ − t

) ∫ T

0

∣∣Xt,Z,a
r∧·

∣∣p
Hp

P (H)
dr

))
.

(A.6)

Estimate (A.6) provides the following information:

(a) Choosing t ′ = T and applying Gronwall’s inequality, we see that the set
{Xt,Z,a}t∈[0,T ],a∈U,Z∈B is bounded in Hp

P(H) for each B ⊂ Hp
P(H) bounded.

(b) Using the uniform boundedness just observed, we see from (A.6) that, for
fixed Z,

lim
t ′→t+

sup
a∈U

∣∣Xt,Z,a − Xt ′,Z,a∣∣
Hp

P (H) = 0,

which provides the desired equicontinuity of (A.3) and concludes the proof. �
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