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ABSTRACT: The study concerns the relaxation of electronic excited states of the DNA nucleoside Deoxycytidine (dCyd) and its 
methylated analogue 5-methyl-deoxycytidine (5mdCyd), known to be involved in the formation of UV-induced lesions of the ge-
netic code. Due to the existence of four closely lying and potentially coupled excited states, the deactivation pathways in these 
systems are particularly complex and have not been assessed so far. Here, we provide a complete mechanistic picture of the excited 
state relaxation of dCyd/5mdCyd in three solvents, water, acetonitrile, and tetrahydrofuran by combining femtosecond fluorescence 
experiments, addressing the effect of solvent proticity on the relaxation dynamics of dCyd and 5mdCyd for the first time, and two 
complementary Quantum Mechanical approaches (CASPT2/MM and PCM/TD-CAM-B3LYP). The lowest energy ππ* state is 
responsible for the sub-ps lifetime observed for dCyd in all the solvents. In addition, computed Excited State Absorption and Tran-
sient IR spectra allow, for the first time, to assign the tens-of-ps time constant, reported previously, to a dark state (nOπ*) involving 
the carbonyl Lone Pair. A second low-lying dark state, involving the Nitrogen Lone Pair (nNπ*), does significantly participate in the 
excited state dynamics. 267 nm excitation of dCyd leads to a non-negligible population of the second bright ππ* state, which affects 
the dynamics acting mainly as a ‘doorway’ state for the nOπ* state. The solvent plays a key role governing the interplay between the 
different excited states; unexpectedly, water favors population of the dark states. In the case of 5mdCyd, an energy barrier present 
on the main non-radiative decay route explains the six-fold lengthening of excited state lifetime compared to dCyd, observed for all 
the examined solvents. Moreover, C5-methylation destabilizes both nOπ* and nNπ* dark states, thus preventing them to be populat-
ed. 
 
1. INTRODUCTION.  

The remarkable photostability of DNA1 is likely one of the 
reasons for its selection to store genetic information.  Purine 
and pyrimidine nucleobases, responsible for the strong UV 
absorption of DNA between 200 and 300 nm, are photosta-
ble and characterized by very low (∼10-4) fluorescence quan-
tum yields and short excited state lifetimes (see below), 
indicating that non-radiative harmless decay routes can ef-
fectively dissipate into heat the energy deposited on the 
molecules by UV excitation.2,3 Due to the biological rele-
vance of these processes, a sheer number of experimental 
and computational studies have been devoted in the past 
decade to elucidate the excited state decays of nucleobases 
and polynucleotides, enabling significant advances in our 
knowledge of their photoactivated dynamics.4-9 On the other 
hand, not only for polynucleotides but also for isolated bases 
in solution, several basic issues require important assess-
ments. Cytosine (Cyt, Figure 1) is the nucleobase with the 
most debated excited state decay mechanism, and the disa-

greement does not concern minor details, as for the other 
bases, but also the main features of the deactivation route. 
Just to mention some of the most relevant open issues (see 
section 3.1.2 and SI for a more detailed discussion) all Quan-
tum Mechanical (QM) calculations show that for Cyt four 
different excited states, corresponding to two bright ππ* and 
two dark nπ* transitions, fall between 4.5 and 6.0 eV, i.e. in 
the region of the two lowest energy UV absorption bands 
(see Figure 2), and could be coupled.10-14 At least three dif-
ferent potentially accessible conical intersections (CoIn) with 
the ground state (S0) have been documented, and there is still 
debate on the preferential non-radiative decay route.11,14-20 
There are strong experimental indications that a significant 
amount of the photo-excited population is transferred to one 
of the two dark excited states, which, however, has not yet 
been unambiguously assigned.21-27 Moreover, the substituent 
effect on cytosine is also an important issue. For example, up 
to ca. 5% of cytosine may be methylated in the human ge-
nome and 5-methyl-cytosine plays such an important epige-
netic role that it is often referred as the, mobile, fifth base of 
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DNA.28-30  C5-methylation significantly alters the photoacti-
vated dynamics of solvated cytosine, leading to a remarkable 
increase of the excited state lifetimes.24,25,31 The factors re-
sponsible for this increase have never been fully disclosed, 
though this feature could contribute to the larger photoreac-
tivity of 5mdCyd in photodimerization,32,33 possibly related 
to a significant involvement of this base in carcinogenesis.34-

37 In short, we are in the presence of complex decay path-
ways and, despite the application of different Time Resolved 
(TR) spectroscopies, there are several important aspects that 
remain obscure, for example the effect of solvent proticity, 
which strongly modulates the exited dynamics of uracil 
derivatives38 and it has not been tackled so far. Moreover, 
whereas many computational studies of cytosine and its 
derivatives in the gas phase (GP) are available,11,13,14,39-45 the 
number of studies in solution is more limited,12,46,47 and, to 
the best of our knowledge, no comprehensive mechanistic 
study of the excited state decay of deoxycytidine (hereafter, 
simply, dCyd) and 5-methyl-deoxycytidine (5mdCyd) in 
solution has been published to date.  

 
The objective of this paper is to achieve a complete de-

scription of the excited state deactivation pathways both in 
dCyd and 5mdCyd. To this end, we study their photoactivat-
ed dynamics in three different solvents, water (WAT), ace-
tonitrile (ACN), and tetrahydrofuran (THF), combining 
femtosecond fluorescence upconversion (FU) experiments 
and static QM calculations, with two fully complementary 
computational approaches. For all solvents considered, the 
two molecules have been studied by TD-CAM-B3LYP cal-
culations, including solvation effects by the polarizable 
continuum model (PCM).48,49 In addition, in the case of 
water, we consider four water molecules of the first solvation 
shell (see Figure 1). Photoinduced deactivation routes in 
aqueous solution, the most biologically relevant environ-
ment, were also mapped for the first time resorting to a hy-
brid MS-CASPT2/MM scheme employing multireference 
dynamically correlated energies and gradients, and account-
ing explicitly for solvation and substitution effects. A large 
number of solvent molecules were explicitly included in the 
calculation using a classical force field (adopted also for the 
sugar). Besides interpreting the new FU results, we have also 
computed the Excited State Absorption (ESA) and the Tran-
sient Infra-Red (TIR) spectra from the most relevant station-
ary and pseudo-stationary points of Potential Energy Surface 
(PES) of the four lowest energy excited states. We shall 
focus exclusively on the singlet excited states. Triplet states, 
which could play an important role in the gas phase,18 are 
indeed produced with extremely small quantum yields in 
solution, both in water50-52 [quantum yield ~10-2] and in non-
polar solvents as chloroform.26  

 After summarizing the experimental and computational 
details, in the first subsection of the Results section, we shall 
report the steady-state absorption and fluorescence spectra of 
dCyd and 5mdCyd in the three different solvents examined 
and also FU decays in WAT and ACN. Then, we review the 
most relevant experimental results available in the literature 
and introduce the four lowest energy excited states in the 
Frack-Condon (FC) region according to our calculations. On 
this ground it will be easier to grasp the significant open 
issues in dCyd photophysics. Subsequently, we characterize 
the PES of the four lowest excited states in all solvents, 
locating their stationary points and crossing regions for both 
dCyd (section 3.2 and 3.3) and 5mdCyd (section 3.4). The 

computed ESA and IR spectra are reported in section 3.5. In 
the last sections we sketch a general mechanism for the 
photoactivated decay of dCyd and 5mdCyd, explicitly ad-
dressing the main open issues.  

Our experiments show that although the steady-state ab-
sorption and fluorescence spectra change significantly when 
going from polar, protic to polar non-protic solvent, the 
lifetime of the bright states is only slightly modulated. For 
the first time, we can provide a detailed and comprehensive 
picture of the excited state decay of dCyd, explaining the 
effect of C5-methylation. We show that the most significant 
ultrafast non-radiative decay channel involves an ‘ethene-
like’ CoIn between the lowest energy ππ* excited state and 
S0, whereas other crossings are much less relevant. For dCyd 
this path is barrierless whereas for 5mdCyd it features a 
sizeable energy barrier, explaining the longer excited state 
lifetime compared to dCyd. In dCyd, the second bright excit-
ed state plays an important role, being the main ‘doorway’ 
state for the population of the dark excited state, which is 
unambiguously identified as that involving the carbonyl 
Lone Pair. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 1. Representative schemes for cytosine molecule used in 
CAM-B3LYP PCM+4·H2O (atom labeling is also shown) and 
CASPT2/MM calculations: low layer (LL) in sticks, the medium 
layer (ML) in tubes, and high layer (HL) in ball and sticks. Geome-
tries of the most relevant stationary points of the dCyd excited state 
PES.  

 
2. EXPERIMENTAL AND COMPUTATIONAL 
DETAILS. 

 
Experimental Details: dCyd and 5mdCyd were purchased 

from Sigma-Aldrich and Fluorochem, respectively. Acetoni-
trile and tetrahydrofuran were obtained from Merck (UVA-
sol grade). All chemicals were used without further purifica-
tion. For the preparation of the aqueous solutions ultrapure 
water was used produced by a Milli-Q Synthesis system. 

Absorption spectra were recorded with a Perkin Lambda 
850 spectrophotometer. The fluorescence spectra were 
measured upon 267 nm excitation, with a Fluorolog-3 (Hori-
ba, Jobin-Yvon) fluorimeter. For the fluorescence quantum 
yield  measurements (Table 1), thymidine monophosphate 
(TMP) was used as reference (φfluo= 1.54 × 10-4).53  

The femtosecond fluorescence upconversion apparatus has 
been described earlier.54 The samples were excited at 267 nm 
which was generated as a third harmonic of a femtosecond 
mode-locked Ti-sapphire laser (Coherent MIRA 900). The 
average excitation power was set to 40 mW for dCyd and to 
25 mW for 5mdCyd due to its higher photoreactivity.  The 
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concentration of the solutions was varied between 10-4 and 
10-3 mol·L-1 and 25 to 50 mL solution was circulated in a 
flow system to avoid photodegradation which was especially 
important for 5mdCyd. The fluorescence decays were rec-
orded between 330 and 380 nm. Parallel and perpendicular 
excitation/detection configurations were realized by control-
ling the polarization of the exciting beam with a zero-order 
half-wave plate, then the total fluorescence kinetics and the 
anisotropy decays were calculated.55  

The decays were analyzed following a non-linear fit-
ting/deconvolution procedure using multi-exponential func-
tions, 𝐹 𝑡 = 𝑎!exp −𝑡 𝜏!!

!!! , convoluted with a Gauss-
ian apparatus function. The fitting parameters as well as the 
average decay time, defined as 𝜏 = 𝑎!𝜏!!

!!! 𝑎!!
!!!  

where 𝑎! = 1!
!!! , are given on Table 2 (and S1-3). 

 
Computational Details: TD-DFT. CAM-B3LYP and TD-
CAM-B3LYP were used to characterize the ground and 
excited state minima of dCyd and 5mdCyd, using the 6-
31G(d) basis set for geometry optimizations (TDCAM su-
perscript), which was enlarged up to 6-311+G(d,p) for spe-
cific cases (see section 2.1 and  Table S7 in SI). Polarizable 
Continuum Model (PCM)48,49 was used to simulate the dif-
ferent solvents and in the case of WAT, we included 4 ex-
plicit water molecules into the model (see Figure 1). All the 
calculations were performed with the Gaussian09 package.56 
After checking for dCyd in WAT that substitution of the 
sugar with a methyl group has a small effect on the excited 
state behavior (see Table S4), in order to decrease the com-
putational cost, the remaining of our analysis was performed 
on 1-methyl-cytosine and 1,5-dimethyl-cytosine. However, 
since it is known that the presence of the sugar group can 
affect the photophysics of cytosine,24 a detailed comparison 
between 1-methyl-cytosine and dCyd results can be found in 
section 3.1 of the SI. 

CASPT2/MM. MM dynamics simulations (100 ns) were 
performed using the Amber-1157 suite of programs and the 
FF9958 force field for dCyd and 5mdCyd surrounded by a 
cubic box of TIP3P59 water molecules. Cluster analysis (see 
section 2.2 in SI) provides the initial geometry for the 
QM/MM calculations (we have tested 4 different clusters). In 
this case a three-layer approach is used: the pyrimidine base 
considered at the QM level in the High Layer (HL), the sugar 
and the closest water molecules (5Å) into the mobile Medi-
um Layer (ML), and the frozen Low Layer (LL) containing 
the rest of the solvent box. Both ML and LL were treated at 
the MM level. The QM part is coupled to the MM sub-
system through electrostatic embedding, the point charges 
being considered in the QM computations as described else-
where.60 For the QM part the complete active space second-
order perturbation theory (CASPT2)61,62 was used with an 
active space of 14 electrons in 10 orbitals (see Figure S3) 
selected (CASPT2 superscript). Further details on the state-
average (SA), zeroth-order Hamiltonian and level shifts 
employed are given in the SI (Section 3.7 and Tables S6, 
S12-S35). The 6-31G(d) basis set was used for numerical 
CASPT2 gradients and geometry optimizations, whereas the 
larger ANO-L-VTZP basis was considered for refining the 
final CASPT2 energies. If not specified the multi state (MS) 
version of the CASPT2 method was considered (see SI for 
details).63 The COBRAMM64 interface was used for 
QM/MM energy and gradient calculations, combining Am-
ber-11 (FF9958 and TIP3P59 force fields), MOLCAS865 (elec-

tronic structure CASPT2 calculations) and Gaussian09 (ge-
ometry optimization) packages.  

 
All the computational analysis has been performed on the 

keto-amino tautomers, the most stable in all the solvents 
examined (see section 3.5 in the SI). 
 
3. RESULTS 

3.1.1. Steady State and Time Resolved Spectroscopic 
properties.  

The absorption and fluorescence spectra of dCyd and 
5mdCyd in the three solvents examined are shown in Figure 
2 (and S1) and the spectroscopic parameters in Table 1 (and 
S1-2). The absorption spectrum of dCyd in WAT shows a 
maximum at 270 nm and a shoulder around 230 nm of simi-
lar intensity, hereafter labeled as band I and II, respectively. 
The absorption spectrum of 5mdCyd is similar to that of 
dCyd, but both bands I and II are red-shifted compared to 
dCyd.31 In the non-protic ACN and THF solvents, the ab-
sorption spectra are significantly red-shifted and the relative 
intensity of band II increases, appearing as a clear maximum 
(Figure 2a and 2c). In THF, for both dCyd and 5mdCyd, 
band II further shifts to longer wavelengths, without affect-
ing the position of band I.  

The fluorescence spectrum of 5mdCyd (Figure 2d) in non-
protic solvents is red-shifted compared to WAT, as previous-
ly discussed.66 For dCyd a similar red-shift is observed when 
going from WAT to THF (Figure 2b), but a significant (12 
nm) blue-shift is found in ACN, accompanied by a 50 % 
increase of the fluorescence quantum yield (from 0.6 × 10-4 
to 0.9 × 10-4).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Steady-state absorption (a, c) and fluorescence (b, d) 
spectra of dCyd (top) and 5mdCyd (bottom) in WAT (black), ACN 
(red) and THF (green). The excitation wavelength (267 nm) of the 
fluorescence experiments is indicated by a purple arrow. 
 
Table 1. Summary of the steady-state spectroscopic parameters of 
dCyd and 5mdCyd: 𝜆!"#!  and 𝜆!"#!!  are the peak wavelengths of the 
 dCyd 5mdCyd 

 Absorption Fluorescence Absorption Fluores-
cence 

 𝜆!"#!  𝜆!"#!!  𝜆!"#
!"#$ φfl 𝜆!"#!  𝜆!"#!!  𝜆!"#

!"#$ φfl 

WAT 271 
(4.58) 
() 
() 

230 
(5.39) 

323 
(3.81) 

0.6 278 
(4.46) 

242  
(5.12) 

344 
(3.60) 

6.4 

ACN 277 
(4.48) 

239 
(5.19) 

311 
(3.99) 

0.9 283 
(4.38) 

238 
(5.21) 

352 
(3.52) 

4.9 

THF 277 
(4.48) 

243 
(5.10) 

328 
(3.78) 

0.7 284 
(4.37) 

241 
(5.15) 

351 
(3.53) 
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absorption of band I and band II respectively in nm (eV), 𝜆!"#
!"#$ is 

the peak wavelength of the fluorescence and φfluo is the fluorescence 
quantum yield ×10-4. 

 
Table 2. Parameters derived from the fits of the fluorescence decays 
of dCyd at 330 nm and 5mdCyd at 350 nm with bi-exponential 

functions, in water (WAT) and acetonitrile (ACN). τ1 (p1%), 
τ2 (p2%): time constants (and its corresponding weights). <τ>: 
average fluorescence lifetime. r0: initial anisotropy.  

a) The average fluorescence lifetime at 380 nm are: a) 6.2±0.1 ps 
and b) 5.9±0.1 ps. 

 
The fluorescence decays and anisotropies recorded at the 
fluorescence maximum, 330 and 350 nm, for dCyd and 
5mdCyd, respectively, are shown in Figure 3. All fluores-
cence decays show non-exponential behavior and they were 
best fitted using a biexponential model (vide supra). The 
obtained parameters are shown in Table 2 and S3. 

The time components of dCyd in WAT are about 0.2 (τ1) 
and 1 ps (τ2), with an average fluorescence lifetime (<τ>) of 
0.37 ps at 330 nm; they do not show any significant depend-
ence on the emission wavelength (see Table S3). In ACN the 
fluorescence decay is slower than in WAT (Figure 3a), being 
<τ> 0.53 ps at 330 nm. The fluorescence decays of 5mdCyd 
are remarkably slower compared to dCyd both in WAT and 
ACN. Contrary to dCyd, the fluorescence decay of 5mdCyd 
is slightly slower in WAT than in ACN (see Figure 3c). The 
τ1 and τ2 decay times vary (depending on the emission wave-
length) between 0.8 and 1.3 ps and 6.5 and 8.2 ps, respec-
tively (see Table S3). The average fluorescence lifetime 
increases from ~3 to 6 ps with increasing emission wave-
length in both solvents, following the same tendency de-
scribed in water by Sharonov et al.31 
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Figure 3. Time-resolved fluorescence decays (a, c) and fluores-
cence anisotropies (b, d) of dCyd (top; at 330 nm) and 5mdCyd 

(bottom; at 350 nm) in WAT (black) and ACN (red).  Excitation 
wavelength: 267 nm 

 
 

The zero-time fluorescence anisotropy (r0) of dCyd is ra-
ther high, ∼0.33 in WAT and in ACN, in agreement with 
previous results in water and methanol.24 The anisotropy 
does not show any noticeable dependence on the emission 
wavelength and it remains constant up to 1 ps: beyond this 
time, the anisotropy signals become too noisy to be deter-
mined. 

The r0 obtained for 5mdCyd depends on the proticity of the 
solvent, being much lower in ACN (0.26) than in WAT 
(0.33). The latter value is similar to that found in other protic 
solvents.24  

We highlight that while the steady-state spectroscopic pa-
rameters of dCyt and 5mdCyd are relatively strongly modu-
lated when going from polar, protic solvent (water) to polar, 
non-protic solvents (ACN and THF), the fluorescence life-
time is not significantly affected. Interestingly, this effect 
contrasts with the behavior of uracil derivatives, namely 
thymine and 5-fluorouracil for which going from water to 
acetonitrile show a significant decrease of the bright state 
lifetime.38  

 
3.1.2. The excited states in the Franck-Condon region. 
In Table 3 we report the Vertical Absorption Energies 

(VAEs) of the four (five in WAT) lowest energy excited 
states in the FC region, computed in the three solvents at the 
PCM/CAM-B3LYP/6-31G(d) level and in WAT at the MS-
CASPT2/MM level (see also Table S5).  

According to our calculations, for both dCyd and 5mdCyd, 
in all three solvents, 2 bright ππ* transitions (the correspond-
ing excited state will be denoted hereafter ππ1* and ππ2*) 
can be associated to band I and band II, respectively. ππ1* 
derives from a HOMO→LUMO excitation (Figure S3), with 
a significant bonding/antibonding character for the C5=C6 
double bond. For ππ2* the excitation involves HOMO-1 and 
LUMO orbitals. In agreement with the experimental spectra, 
our TD-CAM calculations predict that C5-methylation leads 
to a red-shift of ππ1* by 0.11 eV (0.27 eV at MS-CASPT2), 
whereas the remaining excited states are less affected. This 
effect can be explained by the larger antibonding contribu-
tion of methyl orbitals to the HOMO, decreasing the 
HOMO/LUMO gap (Figure S3).  

From a quantitative point of view, MS-CASPT2/MM re-
sults (Table S6) are very close to the experimental absorption 
maximum of band I (overestimated by ~0.12 eV only), 
which would lead to a weak underestimation (∼0.15 eV) 
once included vibrational and thermal effects (see below).  
PCM/TD-CAM-B3LYP/6-31G(d) VAE are instead blue-
shifted by ∼0.7 eV, and when using a more-extended basis 
set, by ∼0.5 eV (Table S7). This residual error is mainly due 
to the lack of vibrational and thermal effects, whose inclu-
sion would lead to an additional red-shift of the computed 
maximum, which would become very close to the experi-
mental one (see the discussion in ref. 66). In ref. 66 we have 
already discussed how an increase of the solvent polarity 
and, especially, solute-solvent Hydrogen bonds explains the 
blue-shift of band I in WAT (see also SI). We here simply 
note that our calculations can reproduce the solvent effect 
also for dCyd, further supporting their reliability.  

In ACN and THF, at the PCM/TD-CAM-B3LYP level, 
two dark excited states fall within these first four excited 

 dCyd 

 τ1 / ps τ2 / ps <τ> / ps r0 

 WAT  0.22±0.01 (49±4) 
 

0.96±0.07 (51±4) 
 

0.37±0.02 0.33±0.01 

ACN 0.22±0.02 (22±3) 
 
 

0.91±0.04 (78±3) 
 

0.53±0.03 0.33±0.01 

 5mdCyd 

WAT 1.25±0.04 (11±1) 8.0±0.1 (89±1) a5.1±0.1 0.33±0.01 

ACN 1.12±0.10 (8±1) 6.5±0.1 (92±1) b4.7±0.1 0.26±0.01 
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states of dCyd. The excitations have a mixed character (the 
corresponding transition densities are shown in Figure S4); 
in the FC region, the lowest nπ* (S2) state mainly involves 
an excitation from the Lone Pair on the N3 atom to the 
LUMO. We shall label this state as nNπ*. S4 receives contri-
bution from excitation from the Lone Pair of the O7 atom to 
the LUMO and LUMO+1. This state (labelled in the follow-
ing as nOπ*) is close in energy (0.08/0.09 eV) to ππ2* (S3). 
C5-methylation does not qualitatively affect the shape of 
nNπ* and nOπ* states, but decreases their relative stability 
with respect to ππ1* by ~0.1 eV. In W9AT, both dark states 
are destabilized with respect to the ππ* transitions and be-
come strongly coupled with the higher bright excited states. 
S2 and S3 are then a mixture of the nNπ* and ππ2* diabatic 
states (see Figure S4). S4 corresponds to another ππ∗ transi-
tion (HOMO→LUMO+1 excitation, ππ3*) that is strongly 
stabilized in WAT, whereas nOπ* (where the weight of the 
nO→LUMO+1 excitation increases) corresponds to S5. In-
creasing the basis set (Table S7) does not qualitatively 
change the description of the FC region. A strong coupling 
between the different excited states at the FC is confirmed by 
CASPT2/MM calculations (see Table S6) whose state order-
ing/energies (especially for the case of the ππ2* state) are 
dependent on the details of the computations (number of 
roots, basis set, SS/MS…etc, see Section 3.7 of the SI). The 
dependence on the QM/MM cluster used in the calculations 
is instead less significant (see SI). In Table 3 we report the 
MS-CASPT2/SA(8)CASSCF results, providing the same 
state ordering as the one described above for PCM/TD-
CAM-B3LYP, since it has been used to compute the excited 
states’ PES, though this level of calculations underestimates 
the absorption energy of ππ2*. Further calculations providing 
less mixing between states and allowing, then, to obtain a 
more accurate estimate of its energy (see SI) placed the at 
ππ2* state above in energy compared to the nNπ*. 

In agreement with what has been found for other pyrim-
idines,4,46 an increase of the solvent polarity and, especially, 
the presence of solute/solvent hydrogen bonds relatively 
destabilize nπ* transitions of dCyd with respect to ππ* tran-
sitions.47   

On the ground of the data just reported, it is easier to ap-
preciate some of the peculiarities of dCyd and to understand 
which the most debated issues are (see SI section 3.6 for a 
more detailed discussion). First of all, band II (associated to 
ππ2*) is rather close in energy to band I and, especially in 
ACN and THF, more intense. Excitation at 267 nm (Figure 
2) brings an important part of the population to ππ2*. Fur-
thermore, the absorption spectrum is very broad, with a 
significant overlap between band I and II. Considering that at 
least two dark excited states fall very close to 267 nm, a 
significant vibronic coupling between the different bands is 
expected. It is thus clear that a complete study of dCyd pho-
tophysics requires that the interplay between all the five 
lowest energy states (i.e. S0, ππ1*, ππ2*, nNπ* and nOπ*) is 
considered. This obviously increases the number of possible 
deactivation routes (see the next section), and explains why, 
for instance, the main CoIn for the non-radiative decay of the 
bright excited states has not been assessed so far. The rea-
sons for the experimental bi-exponential fluorescence decay 
have also been discussed; according to a recent proposal the 
fastest component is associated to a part of the photoexcited 
state population decaying directly from the FC region to S0,24  
whereas the longer component passes through a minimum on 
ππ1*.  

The involvement of dark states along the decay mechanism 
of dCyd is another major point of debate, being the focus of 
many theoretical studies.11,13,14,16,39,44 Although the most 
recent contributions agree in assigning the long excited state 
lifetime (from tens to hundreds of ps) to a dark singlet state, 
the nature (i.e. nNπ* or nOπ*) of this state remains elusive.20-

27  
Finally, it is important to understand why excited-state de-

cay is slower in 5mdCyd and no significant involvement of 
dark nπ* state is found (see below), as discussed in a very 
interesting and thorough recent experimental study.24 
 
Table 3. Vertical absorption energy (in eV) and oscillator strength 
(in parentheses) of the four lowest excited states computed at the 
PCM/TD-CAM-B3LYP or at the MS-CASPT2/MM level. 

 
 dCyd 

 THF/CAM-
B3LYP 

ACN /CAM-
B3LYP 

WAT/CAM-
B3LYP+ 4 H2O 

WAT/MS-
CASPT2/MM 

ππ1∗ 5.12 (0.14) 5.15 (0.14) 5.27 (0.21) 4.46 (0.07) 

nNπ∗ 5.64 (0.00) 5.70 (0.00) a6.10 (0.09) e5.65 (0.02) 

ππ2∗ 6.08 (0.22) 6.11 (0.22) a6.00 (0.09) e4.79(0.15) 

nOπ∗ 6.16 (0.00) 6.20 (0.00) b6.61 (0.00)  d5.98 (0.00) 

 5mdCyd 

ππ1∗ 5.02 (0.14) 5.04 (0.14) 5.16 (0.20) 4.19 (0.07) 

nNπ∗ 5.61 (0.00) 5.66 (0.00) a5.96 (0.07) a5.55 (0.01) 

ππ2∗ 6.09 (0.18) 6.11 (0.18) a6.08 (0.11) a4.79 (0.07) 

nOπ∗ 6.14 (0.00) 6.19 (0.00) c6.64 (0.00) f5.77 (0.00) 

a) Strong mixing between ππ2* and  nNπ*; b) S5, with strong mix-
ing to LUMO and LUMO+1 excitation. S4 (6.55 eV, 0.18) in this 
case corresponds to ππ3* transition  HOMO→LUMO+1; c) S5, with 
strong mixing to LUMO and LUMO+1 excitation. S4 (6.48 eV, 
0.28) in this case corresponds to ππ3* transition  
HOMO→LUMO+1 d) S5, with strong mixing to LUMO and 
LUMO+1 excitation. S4 (5.41 eV, 0.08) in this case corresponds to 
ππ3* transition  HOMO→LUMO+1 e) not mixed at the MS-
CASPT2 level of theory but strongly mixed at the SS-level (see 
Table S6) f) S4 (5.59 eV, 0.) in this case corresponds to ππ3* transi-
tion  HOMO→LUMO+1. 

 
3.2 The decay of Bright Excited States of dCyd  
 
3.2.1 The lowest energy bright excited state: ππ1*    
 
For dCyd both PCM/TD-CAM-B3LYP and CASPT2/MM 

calculations predict that a steep path leads the ππ1* state 
from the FC region to a pseudo minimum (the energy gradi-
ent ~4×10-4 a.u., see Figure 4a) min-ππ1*-pla, where the 
pyrimidine ring remains almost planar and the main geome-
try shifts concern the C5C6 bond (see Figure 1), in line with 
the bonding/antibonding nature of the MO’s involved in the 
transition).11,16,42-44 

Vertical Emission Energy (VEE) from the ‘planar’ region 
would fall at 3.58 eV (∼346 nm) at the CASPT2/MM level, 
nicely matching observations, and at 4.57 eV at the 
PCM/TD-CAM-B3LYP level. In the following we abbrevi-
ate the level of theory as TDCAM for the PCM/TD-CAM-
B3LYP/6-31G(d) and CASPT2 for the MS-
CASPT2(14,10)/ANO-L/MM calculations. As discussed 
above, at TDCAM level (without considering vibronic and 
thermal effects) the VAE is significantly blue-shifted with 
respect to experiments. Our analysis is therefore mainly 
based on the comparison between the computed Stokes shift 
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with the difference between the experimental absorption and 
fluorescence maxima. The computed Stokes shift at min-
ππ1*-pla is TDCAM0.70 eV and CASPT20.88 eV, both consistent 
with an experimental Stokes shift of 0.76 eV. Min-ππ1*-pla 
is not the global minimum, which instead (min-ππ1* in Fig-
ure 4a) presents a ‘bent’ pyrimidine ring (Figure 1). Howev-
er, min-ππ1* is almost degenerate with min-ππ1*-pla, but the 
VEE is significantly smaller (by ∼0.6-0.8 eV both at the 
TDCAM and CASPT2 levels); as a consequence the com-
puted Stokes shift at min-ππ1* are significantly larger 
(TDCAM1.47 eV and CASPT21.45 eV). The path from the FC 
region to both minima, min-ππ1*-pla/min-ππ1*, does not 
significantly affect fluorescence anisotropy (TDCAM 
0.394/0.399 and CASPT20.386/0.380 for min-ππ1*-pla/min-
ππ1*, respectively). Please note that the CAPST2/MM pic-
ture does not depend on the cluster used as starting point in 
the geometry optimizations. 

We have then explored how these minima could further 
deactivate towards the S0. In analogy with the results ob-
tained in the GP,6,11,13,14 we located a crossing region with S0, 
the well-known ethene-like conical intersection (Eth-CoIn, 
Figure 1), characterized by the out-of-plane deviation of the 
C5-C6 bond substituents. Eth-CoIn is more stable than min-
ππ1* by ~0.2 eV at the TDCAM and CASPT2 levels. (Figure 
4a) Furthermore, TDCAM Linear Interpolation Cartesian 
Coordinates (LICC) (see SI) indicate that this crossing re-
gion is separated from min-ππ1* by a vanishingly small 
energy barrier (< 0.1 eV), considering that this procedure 
provides upper limits of the ‘real’ energy barrier. The energy 
barrier between min-ππ1* and the Eth funnel is slightly larger 
(0.18 eV) according to the optimized CASPT2 transition 
state (TS).  

 
The picture provided by our calculations is fully consistent 

with the experimental fluorescence spectra. A large plateau, 
giving account of the broad steady-state spectrum, separated 
by a very small (or zero) energy barrier from an effective 
CoIn, explains the sub-ps excited state lifetime.  

The global decay picture is almost unaffected by changing 
the solvent from WAT to ACN and THF. PCM/TDCAM 
calculations in ACN and THF also locate both planar (4.74 
and 4.70 eV) and non-planar minima (4.73 and 4.69 eV) and 
connect them to the Eth funnel (4.57 and 4.46 eV) without 
any significant energy barrier. 

 
3.2.2. The second bright excited state ππ2*  
 
In WAT, TDCAM predicts that optimization of the ππ2* 

state leads barrierless to a crossing with ππ1* (after crossing 
nΝπ*) followed by subsequent decay to the ππ1* minimum. 
Interestingly, close to the energy of the ππ2* state at the FC 
region (6.00), a crossing between ππ2*/ nOπ states is located 
(~6.30eV). The first part of the mechanisms is similar at the 
CASPT2. The ππ2* state crosses the nΝπ* state (at the level 
of theory used in the CASPT2optimization at FC nΝπ* is more 
stable than ππ2*), and then reaches the ππ2*/ππ1* funnel. 
From there two paths are accessible: i) one leads to the min-
ππ1* and ii) another one populating a local minimum on the 
ππ1* PES, min-ππ1*-2 at 4.23 eV, less stable than min-ππ1*-
pla and min-ππ1*. This new minimum, where the ππ1* is 
more strongly coupled with the nOπ* state, is connected to 
the S0 through a different CoIn, the so-called semi-planar-
CoIn funnel (4.80 eV), described below in detail. Its emis-

sion energy is 3.68 eV, which gives a Stokes shift of 0.78 
eV.  

 
Absorption to ππ2* followed from emission from the min-
ππ1*-pla is associated to a negative fluorescence anisotropy: 
-0.02 and -0.18 according to TDCAM and CASPT2, respec-
tively.  

TDCAM in ACN and THF provides a behavior similar to 
that found in WAT, with a very steep path leading ππ2* to a 
crossing with ππ1*, followed to decay to min-ππ1*. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
Figure 4. Main deactivation pathways along the ππ1* for dCyd (a) 
and 5mdCyd (b) predicted by TD-CAM-B3LYP/6-31G(d) calcula-
tions in water (dashed lines) and QM (MS-CASPT2(14,10)/ANO-
L)/MM calculations (energies in parenthesis and solid lines). Ener-
gies relative to the S0 (in eV). 

 
3.3 The decay of dark Excited States of dCyd  
 
Independently of the adopted computational method, in 

WAT nNπ* (in the FC region TDCAM6.10; CASPT25.65 eV) is 
predicted to decay towards its minimum (min-nNπ*) in the S1 
PES (see Figure 5a), after crossing ππ1*. This crossing 
(whose absolute energy is ~ TDCAM5.61/CASPT24.72 eV) is 
characterized by the lengthening of the N3-C4 and N1-C6 
bonds by 0.03-0.04 Å. In min-nNπ*, in addition to a further 
increase of these bond lengths, N3 atom (also C2 and C4 to a 
lesser extent) significantly moves out of the molecular plane 
(see Figure 1). At the TDCAM min-nNπ* and min-ππ1* are 
almost degenerate, whereas according CASPT2/MM min-
nNπ* is ~0.5 eV less stable than min-ππ1*. 

The closest crossing region with S0 for min-nNπ* is the so-
called SofaLike-CoIn, see Figure 1, which still shows its 
typical N3 out of plane but slightly recovers the planarity of 
the rest of the cycle. According to both TDCAM and 
CASPT2 the SofaLike-CoIn is significantly higher in energy 
(~0.60 eV) than min-nNπ* (Figure 5a).  

LICC calculations (see Table S9) provide a barrier of 
TDCAM0.47 eV and CASPT20.34 eV on the path connecting min-
nNπ* and min-ππ1*, decreasing to TDCAM0.36 eV upon loca-
tion of the TS (AE TDCAM5.19 eV).  

Geometry optimizations of nOπ* leads to a minimum, min-
nOπ* (also corresponding to a S1 minimum), after crossing 
all the lower-lying excited states (see SI). Min-nOπ* is char-
acterized by the lengthening of the C-O bond and by an out 
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of plane distortion of the carbonyl group (Figure 1, the dihe-
dral angle dO7C2N3N1 -131°).  

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 

 
 
 
Figure 5. Main deactivation pathways along the dark states (nNπ* 
and nOπ*) for dCyd (a) and 5mdCyd (b) predicted by TD-CAM-
B3LYP/6-31G(d) calculations in water and QM (MS-
CASPT2(14,10)/ANO-L)/MM calculations (energies in parenthe-
sis). Energies and relative to the S0 (in eV).  

 
 
The structure of min-nOπ* does not depend on the cluster 

used in the CASPT2/MM optimizations, whereas its adia-
batic stabilization with respect to the FC point exhibits a 
more significant dependence (0.9∼1.5 eV) on the water ar-
rangement (see table S39 in the SI).  

According to TDCAM, a crossing region with S0 can be 
reached from min-nOπ* (Figure 5a) after further distorting 
the dihedral (dO7C2N3N1 to -105°) (oopO-CoIn in Figure 1), 
0.3 eV less stable than min-nOπ*. At the CASPT2 level this 
funnel seems inaccessible (1.2 eV higher than min-nOπ*). 
According to CASPT2, another CoIn is instead more easily 
accessible, the semi-planar three-state CoIn (4.80 eV), which 
can be reached after overpassing a 0.5 eV TS. This CoIn 
(already discussed in GP studies on cytosine) 15,67 connect 
ππ1*, nOπ* and S0; the pyrimidine ring has a semi-planar 
arrangement, with the H6 atom out of the molecular plane, 
but its main characteristic is a significantly elongated C-O 
bond (1.65 Å). The semi-planar-CoIn at the TDCAM level is 
instead hugely destabilized, being more than 1 eV higher in 
energy than min-nOπ*.  

LICC calculations on the path connecting min-nOπ* and 
min-ππ1* suggests a substantial energy barrier (TDCAM0.50 eV 
and CASPT20.27eV), decreasing again to TDCAM0.20 upon loca-
tion of the TS (TDCAM5.31eV).  

TDCAM calculations in ACN and THF show that the de-
cay mechanism is not qualitatively affected by the solvent 
(see SI). The energy barriers from the minima towards the 
crossing region with S0 are also similar. The most significant 
differences with respect to WAT concern the path connect-
ing the dark and bright excited state minima. In ACN and 
THF the energy barrier in the path connecting min-ππ1* and 

min-nNπ* is much lower than in WAT (0.08eV vs 0.36eV). 
Analogously, the LICC min-nOπ*/min-ππ1* provides a much 
smaller energy barrier (0.10 eV in ACN/THF vs 0.50 eV in 
WAT), making impossible to optimize the TS. 

 
 
3.4 C5-methylation: Bright and Dark Excited States of 

5mdCyd.  
In 5mdCyd we obtain for ππ1* and ππ2* (see SI) a qualita-

tively similar picture (Figure 4b) to that depicted above for 
dCyd, but with two significant quantitative differences. A 
steep path on ππ1* leads to a pseudo-planar minimum and to 
a ‘bent’ minimum. For 5mdCyd, however, the absolute min-
imum is close to be planar (the deviation from planarity is 
only ∼10°), and, consequently the computed Stokes shift in 
the two structures is similar (TDCAM0.81 and TDCAM0.96 eV; 
CASPT20.89 and CASPT20.95 eV) to the experimental value at 
0.84 eV. The most accessible CoIn (Eth-CoIn) is similar to 
that found for dCyd, but in this case a larger energy barrier 
(TS) separates the crossing region from min-ππ1*, TDCAM0.08 
eV and CASPT20.3 eV. The C5-methyl moiety, due to its elec-
tronic interaction with C5C6 double bond, increases the ten-
dency of the pyrimidine ring to remain planar, and, conse-
quently, the energetic cost for out-of-plane distortion of the 
C5 group.  The global decay picture is almost unaffected in 
ACN and in THF; in these two latter solvents min-ππ1* and 
the Eth-CoIn funnel are separated by an energy barrier of 
TDCAM0.07 eV.  

 
Our calculations predict that ππ2* decays to ππ1* in all the 

solvents. 
 
C5-methylation does not significantly affect the decay 

paths of nNπ* and nOπ* (Figure 5b and SI). The only signifi-
cant difference concerns the most easily accessible CoIn 
from min-nOπ* according to CASPT2, which is now the 
oopO-CoIn (Figure 1), in agreement with the TDCAM pre-
dictions. The two methods provide also a similar estimate of 
the energy necessary to reach this funnel from min-nOπ* 
(CASPT20.4 eV and TDCAM0.3 eV).  
 

3.5 Time Resolved Spectroscopic Properties: TIR and TA 
spectra of dCyd and 5mdCyd.  

 
Looking for a general mechanistic model for the excited 

state decay of dCyd and 5mdCyd, as a next step of our anal-
ysis we have simulated the transient IR (TIR) and the Tran-
sient absorption (TA) spectra relative to the different station-
ary and pseudo-stationary points of the PES.  Experimental 
TIR spectra show the signature of a long-living excited state 
(30-40 ps), traditionally attributed to one of the two dark 
states, nNπ* or nOπ*.22,23 The difference IR spectra computed 
by TDCAM in WAT for min-nNπ* and min-nOπ* present 
very similar negative features (corresponding to the ground 
state bleaching) but the positions of the positive marker 
bands (due to the excited state vibrational modes) are differ-
ent. For nNπ* we find two peaks at 1641 cm-1 and 1542 cm-1, 
whereas a single strong positive peak at 1572 cm-1 is found 
for nOπ*, assigned to in-phase stretching of C2O7, C5C6 and 
C4N3 bonds. As shown in Figure 6, the TIR spectra comput-
ed for nOπ* is extremely close to the experimental spectrum 
of dCyd extracted from ref. 23.  

TA experiments have been interpreted in the framework of 
two different time-regimes.24 On a <4 ps time-scale, the 
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(d)	  TIR	  5mdCyd	  

spectra are dominated by a negative peak at 350 nm, due to 
stimulated emission, and two positive features, at 300 nm 
and a broad one between 400-500 nm. As shown in Figure 
6a, the CASPT2 computed excited state absorption (ESA) 
for min-ππ1* and min-ππ1*-pla is fully consistent with the 
experimental spectrum (the stimulated emission is not con-
sidered at this stage). Concerning the long-living features, 
displayed on the same time-scale of the state responsible of 
the TIR spectra, a weak positive signal, decreasing when 
going from 300 nm towards 600 nm is found. The computed 
CASPT2 ESA for nOπ* is consistent with the experimental 
one, whereas that obtained for nNπ* is too weak and does not 
exhibit any maximum at ~300 nm . 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. CASPT2/MM calculated excited state absorption spectra 
(at the MS-CASPT2 optimized geometries for the different station-
ary points) for dCyd (a) and 5mdCyd (b) and TDCAM transient 
infrared spectra (at the TDCAM optimized geometries) for dCyd (c) 
and 5mdCyd (d). See the central panel for color code. In dots, ex-
perimental TA and TIR spectra (excitation at 267 nm) extracted 
from Ref 24 and Ref 23, respectively.  
 
The same kind of spectra for 5mdCyd can be found in Figure 
6b and d being similar to the ones computed for dCyd. Our 
CASPT2 ESA present absorptions at ~450 nm in agreement 
with the experimental one,24 corresponding to both the min-
ππ1* and min-ππ1*-pla. TDCAM TIR spectra for the dark 
excited states nNπ* is also similar to the one computed for 
dCyd. In this case, the nOπ* TIR does not present a signifi-
cant signature at ~1550 cm-1, since the correspondent stretch-
ing mode intensity is very weak. Unfortunately, there is no 
experimental TIR data for this compound to compare with. 

 
 

4. DISCUSSION 
 
As reported in Section 3.1, several basic questions con-

cerning the excited state decay of dCyd and 5mdCyd in 
solution were still unanswered. They can provide a useful 
framework for discussing the main results of our joint exper-
imental and computational study.  

 
What is the path responsible of the sub-ps features in 

dCyd? Our calculations show that, for all solvents exam-
ined, an almost barrierless path on ππ1* connects the FC 
region to a CoIn (Eth-CoIn) with S0. On the other hand, 
while the first part of the PES, leading to a planar plateau, is 
steep, the latter portion is rather flat and another shallow 

minimum is present. This picture is consistent with (and 
explains) the experimental fluorescence results, that are i) an 
ultrafast decay (0.40-0.70 ps), ii) very low fluorescence 
quantum yield (~10-5) and iii) a very broad fluorescence 
spectrum.  Computed ESA spectra at the ππ1* minima are 
also consistent with the corresponding experimental 
signals,24 confirming its population. Concluding, the ππ1* 
state (and the Eth-CoIn funnel) is driving the fastest decay of 
the fluorescence in all examined solvents, whereas the other 
states and CoIns documented here (e.g., the Sofa-like CI) are 
not significantly involved in these deactivations.  

 
What is the role of the higher lying bright excited 

states? In agreement with the experimental absorption spec-
tra, both computational methods predict that, following 267 
nm excitation, the ππ2* state, close in energy (further details 
on the energy gap at the CASPT2 level are given in the SI) to 
the lower lying ππ1* state and with significant oscillator 
strength, is populated. In order to explore the effect of ther-
mal fluctuations in the FC region, a MD dynamics has been 
run (see section 3.3 in the SI) and subsequently we have 
analyzed both the mixing between the ππ1* and ππ2* spectro-
scopic states and the overlap of the two absorption bands in 
the spectra. The results show that ππ2* is significantly mixed 
with ππ1* (averaged weight ~0.1 Figure S6) and that the 
excitation wavelength 267 also covers part of the second 
absorption band (see Figure S5). Then, a priori this state can 
be populated either at FC or at its vicinity. However, 
TDCAM does not suggest any significant role of the ππ2* 
population in the photoactivated dynamics in all solvents 
examined for times longer than 100 fs; there is no minimum 
on ππ2*, whereas a steep path (suggesting a very effective 
ultrafast decay) leads to a crossing with ππ1*, the system 
then following the same route described above. Actually, 
assuming a very fast ππ2*→ππ1* decay would provide zero-
time fluorescence anisotropies fully consistent with the ex-
perimental results. CASPT2 also suggests a fast ππ2*→ππ1* 
decay, thus confirming ππ1* as the main route for the ultra-
fast decay in dCyd. A different ππ1* minimum (min-ππ1*-2) 
can be populated though. According to our calculations, 
Min-ππ1*-2 does not play a significant role in the fastest 
decay in dCyd, since it is separated by an energy barrier of 
0.6 eV from the closest CoIn. On the other hand, its presence 
could affect the ππ2*→ππ1* decay, contributing to the multi-
exponential fluorescence decay observed and, in particular, 
to the slower ultrafast decay component observed in dCyd 
(τ2, Table 2). Min-ππ1*-2 could also act as ‘doorway’ to 
nOπ*, since it is characterized by a longer CO distance. In 
general, as discussed below, our calculation suggests that 
ππ2* is the main responsible of the population of nOπ*, not 
only because gives access to Min-ππ1*-2, but also for the 
presence of ππ2*/ nOπ* in the vicinity of the FC region.  

 
What is the role of the dark excited states? The two 

lowest energy dark excited states, nNπ* and nOπ*, are placed 
at FC (in WAT) almost 1 eV higher than ππ1*. However, the 
dark states are significantly mixed with all the bright excited 
states (ππ1*, ππ2*, ππ3*) in this region, according to both 
TDCAM and CASPT2, enabling their population. A prelimi-
nary analysis based on CASSCF wavefunction coefficient of 
the different excitations suggests a strong mixing, also close 
to the FC region, for what concerns especially nOπ* and ππ2* 
states. These two states exhibit the largest mixing for all the 
structures sampled by the MD dynamics (0.4, Figure S6). 
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Actually, TA and TIR experiments show the presence of a 
long-living state, decaying on a 30∼40 ps time scale, which 
is not observed by FU and points out to be a dark state.  
Our ESA and TIR calculations allow unambiguously assign-
ing this state to nOπ*. Although in the FC region nOπ* is  less 
stable than the spectroscopic states, the analysis of the wave-
function coefficients shows that nOπ* is much more mixed 
with the bright states compared to nNπ* (coefficients 3-4 
times larger), and, therefore, much more likely to be popu-
lated. A purposely tailored quantum dynamical study in 
solution could provide definitive insights on the effects re-
sponsible for nOπ* population. In this respect it is noteworthy 
that semiclassical dynamical studies in the gas phase have 
shown that the nOπ* is populated along a non-negligible 
percentage of trajectories18 despite being also higher in ener-
gy than the ππ* state at the FC region. Furthermore, at dif-
ference of min-nNπ*, min- nOπ* is separated by sizeable 
energy barriers from the other excited states. PCM/TD-
CAMB3LYP calculations also show that, once nOπ* is popu-
lated, solvent degrees of freedom strongly stabilizes its min-
imum, characterized by a significant lengthening of the 
carbonyl bond-length, suggesting a partial dipolar character 
of the single bond (C+-O-), increasing its lifetime. This is 
further confirmed by additional QM/MM CASPT2 computa-
tions with different water arrangements (see SI section 3.7), 
confirming that a proper treatment of nOπ* requires the ex-
plicit inclusion of the water molecules hydrogen-bonded to 
the carbonyl group. 

For the other solvents, unfortunately no TIR experiments 
are available. Our calculations show that dark states are 
relatively stabilized with respect to WAT, but, at the same 
time, the energy barrier separating the minima from the ππ1* 
funnel are very small. Thus, even if populated with an appre-
ciable yield in the FC region, in ACN they could rapidly 
decay to ππ1*, without giving rise to any long living features. 
At the same time, this repopulation could modify the shape 
of the S1 PES, increasing the size of the region that the 
WavePacket (WP) on ππ1* can explore, leading to a small 
slowing down of the decay (see below). 

 
What is the effect of methylation? In all solvents exam-

ined experiments show that C5-methylation leads to a ~6-
fold increase of the excited state average lifetime (from 0.4-
0.7 ps to 3.6-6.2 ps). Our calculations explain this effect with 
a larger energy barrier on the ππ1* path towards the ground 
state, present in all investigated solvents.  This reasoning is 
based on static computations and it highlights the effect that 
methylation has on the excited state PESs of Cyd. Kinetic 
effects that could also play a role in the decay mechanism are 
not discussed here. Previous experiments24 show that no 
signature of dark state population is found for 5mdCyd. Our 
calculations show that C5-methylation does not significantly 
affect the decay paths of the dark state. However, 5mdCyd 
dark states are destabilized in the FC region with respect to 
all the bright excited states, making them less likely to be 
populated. By inspecting Figure S6, it can be seen that no 
significant mixing is observed between any bright ππ* and 
dark nπ* states, in contrast to dCyd. 

 
  
What are the main difference between the excited state 

decay of dCyd in the gas phase and in water? 
 

TR experiments for C in the gas phase find multi-exponential 
decay, with one constant < 100fs, one constant ∼1 ps and, 
according to some studies, a third time constant (3ps or 55 
ps).68-70 This is a very different picture with respect to that 
documented here and by Kwok and co-workers24 in WAT. 
Without entering in the interpretation of the gas phase exper-
iments,4 our calculations show that solvent is expected to 
strongly affect photoactivated dynamics.  
A first point to remind is that, as opposed to gas phase, in 
water the keto-amino tautomer is the most stable. For what 
concerns the excited states, the dark nNπ* state is radically 
different and is largely destabilized by solvent. For instance, 
the SofaLike-CoIn is CASPT21eV higher in energy with respect 
to the min-ππ1* in WAT, whereas previous work reported 
values significantly lower 0.2-0.5 eV for this barrier in gas 
phase.11,14,45,71 A much larger barrier also separates the nNπ* 
and ππ1* minima. 
The changes found in the nNπ* PES affects also the path 
leading from min-ππ1* to Eth-CoIn, although the barrier 
(CASPT20.15 eV) is similar to that obtained in the gas phase for 
cytosine at the MS-CASPT2 level (~0.1 eV).11,14,45,71 In the 
gas phase an interplay between nNπ*and ππ1* is possible and 
the PES of the S1 adiabatic state is flatter than in water.11,13 
Also for the other dark state, nOπ*, the barrier to access the 
semiplanar-CoIn is much larger in WAT (0.5 eV) than in gas 
phase (0.2 eV) according to CASPT2 calculations.14  
 

What is the effect of the different solvents on the excit-
ed state decay? Our calculations show that the decay path 
on ππ1* is not significantly affected by the solvent; both for 
dCyd and 5mdCyd the energy barrier separating min-ππ1* 
from Eth-CoIn has a similar value in all the three solvents 
examined. Time Resolved experiments provide a similar 
conclusion, since both in WAT and in ACN the fluorescence 
decays on the sub-ps scale for dCyd and on ∼5 ps scale for 
5mdCyd. The only significant feature evidenced by FU 
experiments is a small ‘slowing-down’ of the dCyd decay in 
ACN, mirrored by a larger fluorescence quantum yield. 
According to our calculations, this result can be explained by 
a small involvement of nNπ* in the ultrafast dynamics. In 
ACN, nNπ* is indeed much closer to ππ1* in the FC region, 
increasing the possibility of its population, followed by 
decay to min-nNπ*. However, in WAT, min-nNπ* is destabi-
lized and substantial energy barrier separates min-nNπ* from 
the crossing with S0 (0.6 eV) and with ππ1*(0.3 eV). Contra-
ry, in ACN min-nNπ* and min-ππ1* are instead separated by 
a much smaller barrier (<0.1 eV); we are in the presence of a 
flat S1 PES (see SI), where the WP can be spread, before 
decaying through Eth-CoIn, in line with a slightly longer 
lifetime. Solvent has a somewhat similar effect also for 
nOπ*; in WAT, the energy barrier separating min-nOπ* and 
min-ππ1* (0.20 eV) is significantly larger than in non-protic 
solvents (LICC providing barriers <0.1 eV), mainly thanks to 
the stabilization of min-nOπ*. Solvent can affect at different 
levels the excited state dynamics, and the final outcome 
cannot be predicted only by analyzing a single particular 
feature (e.g. the relative stability of the excited states in the 
FC region). It is now well known that hydrogen-bonding 
(HB) solvents decrease the stability of the nπ* states involv-
ing a carbonyl lone-pair in the FC region.4 On the other 
hand, we here show that the lengthening of the CO bond, the 
most significant structural shift found in min-nOπ* is favored 
by solute-solvent hydrogen bonds. Since the main doorway 
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for nOπ* population is ππ2*, nOπ* can be populated also in 
WAT. Once it is populated, we predict that its lifetime is 
longer in WAT than in non HB solvents. Solvent thus affects 
dCyd excited state decay mainly by modulating the interplay 
between the dark and the bright PES; in hydrogen bonding 
solvents repopulation of the bright excited states from the 
dark ones is more difficult, and the involvement of the latter 
in the slower dynamics is more likely. Solvent proticity is 
thus more important than the static dielectric constant, as 
confirmed by the similar fluorescence decay found in water 
and methanol by Ma et al.24 Analogously, the necessity of 
rearranging the solute-solvent hydrogen bond network ex-
plains why the energy barriers separating the different mini-
ma are larger in water than in non-protic solvents.  

 
The fluorescence lifetime of 5mdCyd in ACN and WAT is 

extremely similar, the former being less than 10% shorter 
than that in WAT. 5mdCyd excited state dynamics is ruled 
by the energy barrier towards Eth-CoIn, which, according to 
our calculations, is very similar in both solvents. The slightly 
shorter lifetime in ACN could be explained by the red-
shifted absorption spectrum; at the same excitation wave-
length the initial excess of energy is larger in ACN than in 
WAT; the WP has thus a larger kinetic energy, helping to 
overcome the energy barrier. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. General Scheme for the possible deactivation mechanisms 
and experimental lifetimes in dCyd and 5mdCyd in WAT.  
 
 
5. CONCLUSIONS 
 

In the present study, by combining FU experiments and 
QM calculations we provide for the first time a general and 
comprehensive mechanistic description of the excited state 
decay of dCyd and 5mdCyd in different solvents. Our exper-
imental results have shown that the dynamics of the bright 
states of dCyt and 5mdCyd is less sensitive to solvent pro-
ticity compared to uracil derivatives. According to our pic-
ture, summarized in Figure 7, the four lowest energy excited 
states -two bright (ππ1* and ππ2*) and two dark (nNπ* and 
nOπ*) are strongly vibronically coupled in the FC region. 
Independently of the solvent, the main ultrafast decay route 
involve ππ1* and the ethene-like CoIn. This path is almost 
barrierless for dCyd and provides a small energy barrier for 
5mdCyd, explaining the longer lifetime and the larger fluo-
rescence quantum yield recorded for 5mdCyd. The bright 
excited state, ππ2*, which is noticeably populated in the FC 

region, is predicted to decay either to ππ1*, possibly account-
ing for the slower ultrafast decay in dCyd, or to act as door-
way state for nOπ*. Comparison between the computed ESA 
and TR-IR spectra and their experimental counterpart allows 
identifying in nOπ* the dark state experiments shown to be 
populated in protic solvents.24 Although in WAT nOπ* is 
significantly less stable than ππ1* and ππ2*, our calculations 
show a significant mixing with the bright excited states 
(much larger than that found for nNπ*), suggesting a larger 
coupling and that nOπ* state can be populated in dCyd  al-
ready in the proximity of the FC region. nOπ* minimum is 
very stable with respect to either decay to the GS or to re-
populate other minima, and then accounts for the tens of ps 
signal in TA and TIR spectra. On the opposite nNπ* is not 
predicted to be significantly involved in the slower dynam-
ics, but, in non protic solvents, could contribute to a slight 
slowing down of the sub-ps features.  

Methylation at position C5 decreases the probability of 
populating dark states, increasing the population of ππ1* and, 
as discussed above, its lifetime. Since ππ1* contributes to the 
exciton giving rise to cyclobutane pyrimidine dimers (CPD) 
formation,32 these two features could play a role in the well-
known larger photochemical reactivity of 5mdCyd towards 
CPD formation. 

Considering the good agreement between the pictures pro-
vided by two very different computational approaches, our 
static calculations provide, together with the computed ESA 
and TR-IR spectra, a consistent framework for the interpreta-
tion of the TR experiments. On the other hand, it is clear that 
excited state molecular dynamic simulations would be fun-
damental to fully elucidate the details of the photoactivated 
dynamics of dCyd in solution and to provide a direct com-
parison with the TR-experiments. In this respect, the present 
study shows that dCyd pose huge difficulties to dynamical 
calculations, due to the large number of excited states to be 
considered on the same foot, the significant vibronic cou-
pling among them, the strong dependence on the adopted 
electronic method and the necessity of a reliable inclusion of 
dynamical solvation effects. 

By assessing all the most relevant open issues concerning 
the excited state decay of dCyd and 5mdCyd, this study also 
provides a solid ground for understanding the behavior of 
these bases in DNA single and double strands.    

 

ASSOCIATED CONTENT  
Supporting Information 
Experimental and computational details, additional computa-
tional results, further analysis of the Frank-Condon Region and 
the different connective pathways together with the study of the 
sugar effect into the main deactivation pathways can be found in 
the Supporting Information. 
 
The Supporting Information is available free of charge on the 
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