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Abstract

We present a HJM approach to the projection of multiple yield curves developed to

capture the volatility content of historical term structures for risk management purposes.

Since we observe the empirical data at daily frequency and only for a finite number of

time-to-maturity buckets, we propose a modelling framework which is inherently discrete.

In particular, we show how to approximate the HJM continuous time description of the

multi-curve dynamics by a Vector Autoregressive process of order one. The resulting

dynamics lends itself to a feasible estimation of the model volatility-correlation structure

and market risk-premia. Then, resorting to the Principal Component Analysis we further

simplify the dynamics reducing the number of covariance components. Applying the

constant volatility version of our model on a sample of curves from the Euro area, we

demonstrate its forecasting ability through an out-of-sample test.
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1 Introduction

Future yield curve scenarios are a necessary ingredient for many activities which are carried

out in the financial risk management area. Indeed the price of several securities depends on

the future values of interest rate term structures. As a consequence, expected exposures of

portfolios made of such instruments and in turn risk measures like VaR and Expected Shortfall

are tightly related to the future distributions of underlying interest rates. Financial institutions

thus need to forecast confidence intervals for yields with various times-to-maturity, ranging from

few days up to 30 years, for a series of fixed dates in the future.

The main issue when building a model to describe the evolution of the yield curve is the

large number of degrees of freedom. The dynamics which drives the term structure is inherently

multivariate and thus one needs to model both the volatility of the individual yields and the

correlation among yields with different maturities. For this reason many of the approaches that

have been proposed in the literature reduce substantially the dimension of the curve by relying

on factor models. The choice of the factors is either based on well known dimensional reduction

techniques, such as Principal Component Analysis (PCA) or Factor Analysis [1, 2, 3, 4, 5, 6],

or driven by economic intuition. The latter approach is the one firstly proposed by Nelson

and Siegel [7] and developed later on by Diebold and Li [8]. It describes the yield curve in

terms of three dynamical factors - level, slope and curvature - combined using factor loadings.

The three factors evolve following a Vector Autoregressive dynamics estimated on the historical

time series of yields, whereas the structure of the loading functions is fixed. Related works on

factor models are [9, 10, 11, 12, 13], but nearly none of them consider forecasting directly. More

recently an enriched dynamics has been proposed for the three-factor models à la Nelson and

Siegel, in order to account for regime changes induced by central banks interventions [14, 15].

A hidden Markov chain is introduced to mimic the evolution of macroeconomic variables, such

as GDP and CPI growth, which influence the factor dynamics. A systematic study of regime

switching factor models which include long memory effects and heteroskedasticity has been

carried out in [16, 17].

The characterisation of the factor dynamics, either for factors coming from unrestricted

analysis or selected on the basis of economic intuition, is usually performed parametrically

exploiting the information content of the empirical data. A different approach is the non-
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parametric filtered historical simulation, proposed by Barone-Adesi et al. in [18, 19]. This

approach preliminarily computes the standardized residuals in a yield curve model with state

dependent conditional means and volatilities. Then, residuals are bootstrapped to generate

out-of-sample scenarios for yields with different maturities. This method does not rely on any

distributional assumption and it is thus capable to account for a quite broad variety of historical

patterns. A recent application of filtered historical simulation can be found in [20], where the

authors compute standardised residuals using the Functional Gradient Descent method.

A quite different, yet related, stream of literature dealing with future yield curve forecasting

employs classical modelling approaches, such as short rate affine models or instantaneous for-

ward rate models. In these frameworks, absence of arbitrage is automatically embedded in the

stochastic differential equations which govern the evolution. Absence of arbitrage may indeed

represent a desirable property to obtain reliable P&L distributions for interest rate dependent

portfolios, as explained in [21]. In affine models, such as [22], the yield curve is related to the

short rate r(t) by an exponential relation, P (t, T ) = exp{A(t, T ) − B(t, T ) r(t)}, where the

functional form of A(t, T ) and B(t, T ) is fixed to ensure absence of arbitrage. In the second

class of models, firstly introduced by Heath Jarrow and Morton (HJM) [23], the term structure

is related to the instantaneous forward curve by P (t, T ) = exp{−
∫ T
t
du f(t, u)}. The absence

of arbitrage here constraints the drift coefficient of f(t, T ) in the risk-neutral measure in terms

of its volatility functions. To obtain a model capable to describe the evolution of the yield curve

under the objective probability measure, one has to add a drift correction proportional to the

market price of risk. The problem of measuring the price of risk implied by historical data is in

general quite challenging. Attempts to build a viable estimation procedure have been discussed

in [24], where the authors consider a multi factor dynamics for r(t) and a number of different

parametrisations for the market price of risk. In this respect, one advantage of HJM models is

that they are less sensitive to a misspecification of the price of risk. As explained in [21], an

error on its estimation affects the evolution of forward rates comparatively less than the evolu-

tion of the short rate. A recent attempt to generate interest rate scenarios in a HJM framework

can be found in [21]. In this paper we propose a feasible Maximum Likelihood methodology

which provides a statistically significant estimate of the market risk-premia and also returns

its historical evolution. As we describe in Section 3 the interest rate market – especially in the
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time window centered around the credit crisis – implicitly quotes strongly positive risk-premia.

This implies a strong negative correction to the drift of the HJM model which pushes future

rate curves downward with respect to the observed forward curve.

All the approaches we have discussed so far describe the evolution of a single yield curve.

The liquidity/credit crisis of 2007-2008 has strongly changed the interest rate landscape and

“historically stable relationships between bank funding rates, government rates, Libor rates,

etc, have broken down” [25, 26] leading to a multiple yield curve scenario [27]. In old financial

markets, quotes of Forward Rate Agreements (FRA) and Zero Coupon Bond (ZCB) prices

were related by simple no-arbitrage rules. Under the pressure of both the liquidity issues and

the evidence that no counterparties could be still considered as risk-free entities, the post-

crisis money market appears as a place where each forward rate seems to act as a different

asset. As a consequence, a set of yield curves, instead of a single one, is today necessary to

accommodate for the prices of interest rate derivatives quoted on the market: A yield term

structure for overnight borrowing, and three-month-, six-month-, and one-year-tenor curves.

While the former is commonly assumed to be the best proxy for risk-free rates, the latter

three curves are sensitive to the credit and liquidity risks associated to longer tenors. For an

introductory discussion on this topic see [28, 29]. In Figure 1 we show the rise of the difference

in the Euro area between the two-year continuously compounded yield computed from the

curves with tenor ∆ = 3M, 6M, and 1Y and the Euro OverNight Index Average (EONIA) ZC

yield with the same time-to-maturity.

FIGURE 1 SHOULD BE HERE.

In literature, several authors have proposed different approaches to extend classical interest

rate models to the new multiple yield curve scenario. All these attempts share the pricing

perspective even though they capture different aspects: Libor Market Models [29, 30, 31],

HJM modelling [32, 33, 34, 35, 36, 37], multiplicative spreads [27, 38, 39], foreign currency

approach [40], SABR model extensions [41], and short rate model extensions [42, 43, 44, 45].

For a comprehensive review on the subject we refer to the book by Henrard [46]. As far as we

know, none of these models has been studied with the aim of producing reliable forecasts of

confidence intervals for all the yield curves simultaneously.

4



In this article we take as a starting point the multiple curve extension of the HJM framework

proposed in [36]. We develop a general Vector Autoregressive representation of such modelling

framework by rephrasing it in a discrete setting both for the time variable and the times-to-

maturity. As dynamical objects we take the instantaneous forward term structure, to describe

the risk-free curve, and forward rates, to describe the longer tenor curves. We thus derive a

joint Vector Autoregressive process of order one (VAR(1)) which accounts for the evolution

both of the risk-free and the longer tenor curves. This representation is tailored for a viable

Maximum Likelihood estimation of the volatility-correlation structure and market risk-premia

on the time series of yields, and is thus capable to generate density distributions for the future

values of the yields belonging to different term structures. To the best of our knowledge, this

is the first attempt to forecast yield confidence levels in the novel multiple curve environment

inclusive of market risk-premia and thus fully consistent with historical observations.

Our setting is also well suited to the application of the PCA. We show how to reduce

the number of Brownian shocks associated to each time-to-maturity bucket retaining only the

minimum number of principal components which suffice to explain at least 95% of the total

variance. More in detail, we chose constant (in time) volatilities and, for explanatory purposes,

we estimate the model in the Euro area on the available historical data for the EONIA and the

EUR3M term structures. Starting from a high dimensional object, namely we need 22 buckets

to describe two yield curves, we select a smaller number, i.e. always lower than 9, of principal

components which account for most of the correlation. After a significant reduction of the

model dimension, we devise a numerical procedure for the yield curve projection and, then,

we perform an out-of-sample test. To assess the forecasting power of our specific model, we

consider the unconditional coverage test, described in [47, 48]. For a coverage probability equal

to 95% and short forecasting horizons, we obtain very satisfactory results. Some inadequacies

of the approach arise for more extreme coverage probabilities and longer horizons, especially

for the shortest times-to-maturity of the EONIA curve. This effect can be attributed in part

to the fact that the monetary policy of the European Central Bank (ECB) largely determines

curve dynamics. The interventions of the ECB affect the level of the overnight rate in terms

of discrete shifts, which a model driven by Brownian shocks can hardly reproduce. In order to

explicitly incorporate the ECB policy one has to move to a modelling framework specifically
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designed to capture discrete movements in the target rate and shifts from tightening to easing

regimes [49]. Moreover, as far as the out-of-sample performance is concerned, [49, 50] prove that

the use of survey-based forecasts of the ECB policy rate enhances the out-of-sample forecasting

ability of future rates.

The paper is organised as follows. Section 2 presents the Heath-Jarrow-Morton modelling

framework and details the derivation of the first order Vector AutoRegressive (VAR(1)) repre-

sentation of the equations which govern the dynamics. We also discuss the numerical approach

used for the generation of future scenarios and the methodology employed for the estimation

of the model parameters. Section 3 presents our application to a data sample of yield curves

from the Euro area and shows the results of our back-testing procedure. Finally, in Section 4,

we conclude and draw future perspectives.

2 The Model

In this section we describe our model for the multiple yield curve environment. Preliminarily,

we review the standard formulation of the Heath Jarrow Morton setting, and we specify the

modelling in order to effectively describe the covariance structure of the historical time series.

We denote by Y (t, x) the (continuously compounded) yield observed at time t with time-

to-maturity x, whose relation with the price P (t, t+ x) of a ZCB is given by

P (t, t+ x) = exp{−xY (t, x)} ,

where T = t + x is the maturity of the contract. Since it is common to report the historical

yield term structures in terms of time-to-maturity buckets, in our description x plays a central

role. The most prominent quantity in the HJM framework is the instantaneous forward rate

f(t, x) defined as

f(t, x) := −∂x lnP (t, t+ x) , (1)

or, in equivalent terms as an explicit function of Y (t, x), as

f(t, x) = Y (t, x) + x ∂xY (t, x) . (2)
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2.1 Vector Autoregressive representation of the HJM framework

The starting point of our model is the Heath Jarrow Morton framework, where the dynamics

of the yield curve is rephrased in term of the instantaneous forward rate dynamics. Under the

risk-neutral measure the stochastic differential equation (SDE) driving the evolution of f(t, x)

reads as follows

df(t, x) =

[
σf (t, x) ·

∫ x

0

duσf (t, u) + ∂x f(t, x)

]
dt+ σf (t, x) · dW 0(t), (3)

where σf (t, x) and W 0(t) are N dimensional vectors of volatility functions and independent

Brownian motions, respectively 2. The drift term is made up of two components. The first

component corresponds to the HJM drift condition ensuring the absence of arbitrage, and it

is completely determined after the specification of the volatility vectors σf (t, x). The second

term is a differential correction originally introduced by Musiela [51, 52, 53] which accounts for

the description of the forward rate dynamics in terms of the time-to-maturity x. As far as the

diffusion coefficient is concerned, for the moment we put no restrictions on the volatility vectors

and they can be deterministic, local (i.e. σf (t, x) are functions of f(t, x)), or even depend on

some additional stochastic processes.

Academic and specialised literature provides several extensions of this modelling framework

to the multiple yield curve environment, as we mentioned in the introduction. In our paper we

refer in particular to the work of Moreni and Pallavicini [36].

The rate for overnight borrowing represents the underlying for Overnight Indexed Swaps

(OIS). An OIS is a swap contract exchanging fixed versus floating payments. OIS rates are

commonly assumed to be the best proxy for risk-free rates and the fact that they are usually

employed as rates in transactions secured with the safest available collateral – cash – has lead

to the market practice of OIS discounting [25]. By relying on bootstrapping techniques (e.g.

see [54]) we can obtain from OIS rates the term structure of OIS ZCB prices x 7→ P (t, t + x).

Then, employing relation (1), we compute the term structure of the instantaneous forward

rates. In addition, we consider fixed income instruments whose underlying Libor (Euribor)

rates are sensitive to tenors longer than the overnight one. Before the financial crisis Libor

rates associated to different tenors were related by simple no-arbitrage relations. In the post-

2The symbol · stands for the usual scalar product.
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crisis interest rate market, this is no longer the case and a specific yield curve is constructed

from market instruments whose underlying rate depends on a specific tenor. Among all financial

instruments, FRA’s, interest rate swaps, and basis swaps represent the most liquid interest rate

linear derivatives, whose simple structure naturally lends itself to a bootstrap approach (see,

again, [54]). For each tenor ∆ =3M, 6M, 1Y, we construct three risky curves, i.e. the three-

month, six-month, and one-year curves, and we denote with Y∆(t, x) the associated yields. In

the extension of the HJM modelling framework to the multiple yield curve environment that

we are considering, the evolution of the risk-free curve is described in terms of instantaneous

forward rates, whose dynamics corresponds to Equation (3), while the evolution of longer tenor

curves is provided in terms of Forward rates. By definition, the time t Forward rate with tenor

∆ and time-to-maturity x is given by

F∆(t, x) := EQt+x

t [L∆(t+ x−∆; t+ x−∆, t+ x)] ,

where Qt+x is the martingale measure whose numeraire P (t, t + x) is the ZCB price implied

by the risk-free curve, while L∆(t + x − ∆; t + x − ∆, t + x) is the Libor rate with tenor ∆

which applies for unsecured deposit rates over the period [t + x − ∆, t + x]. Since both the

instantaneous forward rates and the Forward rates are martingale under the same terminal

measure Qt+x, we express the joint dynamics as

df(t, x) = ∂x f(t, x) dt+ σf (t, x) · dW t+x(t) , (4)

dF∆(t, x) = ∂x F∆(t, x) dt+ σF
∆(t, x) · dW t+x(t) , (5)

where W t+x is an N dimensional Brownian motion under Qt+x 3.

With the aim of describing the historical evolution of the yield curves, we need to adjust the

risk-neutral dynamics including the contribution associated to the market price of risk. Thus, we

rewrite the Equations (4) and (5) under the risk-neutral measure employed in Equation (3), and

– as discussed in [53] – we add a drift correction equal to −λ · σf (t, x) dt and −λ · σF
∆(t, x) dt,

respectively. The N entries of the vector λ correspond to the risk-premia associated to the

instantaneous forward and Forward rate volatilities. Since historical data sets are typically

3As before, the drift terms appear because we parametrise the rate dynamics in terms of the time-to-maturity.
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constituted by observations of a finite number of time-to-maturity buckets collected at daily

or weekly frequency, we approximate the continuous time real-world dynamics by means of a

discrete time process. We preliminarily detail our approach for the risk-free curve dynamics,

and then extend it to the 3M, 6M, and 1Y curves. We denote with s the finite set of K time-

to-maturity buckets which describes the empirical risk-free term structure. Then, only those

x belonging to s are relevant for the rate dynamics, and the time t corresponds to a discrete

grid. Employing the Euler discretisation scheme, the Equation (3) corrected by risk-premia is

represented as a set of K equations

f(tk+1, si)− f(tk, si) =

[
σf (tk, si) ·

∫ si

0

duσf,int(tk, u)− λ · σf (tk, si) + ∂x fint(tk, x)
∣∣∣
si

]
∆t

+σf (tk, si) · ε(tk+1)
√

∆t , (6)

for i = 1, . . . , K with ε(tk+1) ∼ N (0, IN), IN being the N ×N identity matrix. It is important

to observe that in order to compute the first order derivate of the instantaneous forward rate

curve and integrate the volatility functions, we need to define interpolated versions of both

quantities, fint(tk, x) and σf,int(tk, x). As suggested in [55], a conventional choice corresponds

to the use of the Bessel cubic spline method. The spline representation allows to write the

derivative term in Equation (6) in matrix form (see Appendix A)

∂xfint(tk, x)
∣∣∣
x=si

= [Mf (s)f(tk)]i , (7)

where we have introduced the vector of instantaneous forward rates

f(tk) = [f(tk, s1), f(tk, s2), . . . , f(tk, sK)]ᵀ ,
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and Mf (s) is a tridiagonal K ×K matrix which depends only on the vector of buckets s 4

Mf (s) =



A1 B1 C1 0 0 . . . 0

A2 B2 C2 0 0 . . . 0

0 A3 B3 C3 0 . . . 0

...
...

0 0 . . . 0 AK−1 BK−1 CK−1

0 0 . . . 0 AK BK CK


. (8)

The same happens with the integral of the volatility functions

σf (tk, si) ·
∫ si

0

duσf,int(tk, u) =
K∑
h=1

[Pf (s)]ih σf (tk, si) · σf (tk, sh) =
[
Pf (s) Σf (tk) Σᵀ

f (tk)
]
ii
,

(9)

where Pf (s) is a K ×K matrix of the form 5 (see Appendix A)

Pf (s) =



[Pf ]11 0 0 0 0 . . . 0

[Pf ]21 [Pf ]22 [Pf ]23 0 0 . . . 0

[Pf ]31 [Pf ]32 [Pf ]33 [Pf ]34 0 . . . 0

...
...

[Pf ]K 1 [Pf ]K 1 [Pf ]K 2 . . . . . . . . . [Pf ]KK



, (10)

and Σf (tk) is a K ×N matrix of volatilities

Σf (tk) = [σf (tk, s1), σf (tk, s2), . . . ,σf (tk, sK)]ᵀ .

Then, the system (6) can be represented as a VAR(1) process

f(tk+1) = (IK +Mf (s) ∆t) f(tk) + µf (tk) ∆t+ Σf (tk) ε(tk+1)
√

∆t ,

4We drop the dependence of Ai, Bi and Ci on the vector s of time-to-maturity buckets for ease of notation.
5We drop the dependence of [Pf ]ij on the vector s for ease of notation.
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where the drift term µf (tk) is defined as

µf (tk) = diag
[
Pf (s) Σf (tk) Σᵀ

f (tk)
]
− Σf (tk)λ. (11)

The same procedure can be applied to each of the infinite-dimensional SDE’s which drive the

evolution of the Forward term structures associated to the 3M, 6M, and 1Y curves, and reduce

them to finite-dimensional systems. We employ the Bessel cubic spline interpolation method

on F∆(t, x), keeping in mind that for each curve we have in principle a different vector of

time-to-maturity buckets, denoted by s∆. We approximate the derivative term as

∂x F∆ int(tk, x)
∣∣∣
x=s∆,i

=
[
M∆(s∆) F̃∆(tk)

]
i
, (12)

where F̃∆(tk) is the K∆ dimensional vector of Forward rates

F̃∆(tk) = [F∆(tk, s∆,1), F∆(tk, s∆,2), . . . ,F∆(tk, s∆,K∆
)]ᵀ ,

and M∆(s∆) is a K∆×K∆ matrix which depends only on s∆ and has the same form of Mf (s),

see Equation (8). Beside the derivative component, the Forward drift under the real-world

measure contains an integral term that we can work out as we have done for the instantaneous

forward curve

σ∆(t, s∆,i)·
∫ s∆,i

0

duσf,int(t, u) =

K∆∑
h=1

[P∆(s, s∆)]ih σ∆(tk, s∆,i)·σf (tk, sh) = [P∆(s, s∆) Σf (tk) Σᵀ
∆(tk)]ii

where P∆(s, s∆) is a K∆ ×K matrix which depends on the vectors s and s∆. It is the analog

of Pf (s) defined in Equation (10). Here Σ∆(tk) is a K∆ × N matrix containing the Forward

rate volatilities

Σ∆(tk) = [σ∆(tk, s∆,1), . . . ,σ∆(tk, s∆,K∆
)]ᵀ .

Finally, the joint dynamics of the risk-free instantaneous forward curve and the Forward curves

under the real-world measure read as follows

f(tk+1) = (IK +Mf (s) ∆t) f(tk) + µf (tk) ∆t+ Σf (tk) ε(tk+1)
√

∆t,

F̃∆(tk+1) = (IK∆
+M∆(s∆) ∆t) F̃∆(tk) + µ∆(tk) ∆t+ Σ∆(tk) ε(tk+1)

√
∆t ,

(13)
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for ∆ = 3M, 6M, 1Y, where the drift coefficient µ∆(tk) of the Forward rates has the form

µ∆(tk) = diag [P∆(s, s∆) Σf (tk) Σᵀ
∆(tk)]− Σ∆(tk)λ. (14)

Equation (13) is one of the main contribution of this paper. It corresponds to a VAR(1)

representation of the HJM modelling framework extended to describe multiple yield curves by

including the Forward rate dynamics. It is conceived to describe the historical evolution of

the risk-free curve through the instantaneous forward rates and of the higher tenor curves by

means of the Forward term structures. The model is completely specified after choosing the

volatility matrices Σf (t) and Σ∆(t). As we will detail in the next sections, we consider the case

of constant (in time) volatility functions, both for the istantaneous and the 3M, 6M, and 1Y

curves.

2.2 Constant volatility model

In this section we specify the form of the volatility matrices Σf (t) and Σ∆(t). We consider

constant volatility functions both for the instantaneous forward curve and the Forward term

structures, i.e.

Σf (tk) ≡ Σf ,

Σ∆(tk) ≡ Σ∆ .

The major advantages of this choice are that it allows to devise a simple approach to estimation

and to reduce the dimensionality of the problem by means of the PCA [56, 57]. Indeed,

among the N Brownian drivers entering the rate dynamics, PCA permits to select a subset

of componets with dimension F << N which still explains a large fraction of the observed

variance.

Preliminarily, we define the following vectors which can be computed directly from the

available historical time series

yf (tk+1) = f(tk+1)− (IK +Mf (s) ∆t) f(tk) ,

y∆(tk+1) = F̃∆(tk+1)− (IK∆
+M∆(s∆) ∆t) F̃∆(tk), ∆ = 3M, 6M, 1Y.

(15)
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The advantage of introducing such vectors lies in the fact that now the Equations in (13) can

be expressed as covariance stationary processes

yf (tk) = µf ∆t+ Σf ε(tk)
√

∆t ,

y∆(tk) = µ∆ ∆t+ Σ∆ ε(tk)
√

∆t, ∆ = 3M, 6M, 1Y.

where µf and µ∆ correspond to the quantities defined in Equations (11) and (14), respectively,

dropping the dependence on time.

Now we can embed the four vectors of Equation (15) in a single vector with D = K+K3M +

K6M +K1Y components

y(tk) =
[
yᵀ
f (tk), y

ᵀ
3M(tk), y

ᵀ
6M(tk),y

ᵀ
1Y(tk)

]ᵀ
,

which also has covariance stationary dynamics

y(tk) = µ∆t+ Σ ε(tk)
√

∆t,

where µ is a D dimensional drift term

µ =
[
µᵀ
f , µ

ᵀ
3M, µ

ᵀ
6M,µ

ᵀ
1Y

]ᵀ
and Σ is a D ×N volatility matrix

Σ =
[
Σᵀ
f , Σᵀ

3M, Σᵀ
6M,Σ

ᵀ
1Y

]ᵀ
.

If we now assume that N = D, a convenient parametrization for the volatility matrix Σ is the

following one:

Σ = ΩR, (16)
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where Ω is a diagonal matrix containing the volatilities of the components of y

Ω =



ω1 0 . . . 0

0 ω2 . . . 0

...
. . .

...

0 . . . 0 ωD


,

whereas R is the lower triangular Cholesky decomposition of the correlation matrix Γ

RRᵀ = Γ.

With this choice the covariance matrix of the vector y reads

Cov [y(tk)] = Σ Σᵀ = Ω Γ Ω.

We also introduce the vector ω containing the volatilities ω1, . . . , ωD

ω = [ω1, . . . , ωD]ᵀ ,

in such a way that the matrix Ω can be rewritten synthetically as diag [ω]. If we now insert

Equation (16) inside the expression for µ we obtain

µ = ω ◦ (P ◦ Γ) ω − ω ◦Rλ, (17)

where ◦ denotes the Hadamard product between two matrices, i.e. (A ◦B)ij = Aij Bij, or

equivalently between two vectors, i.e. (a ◦ b)i = ai bi, whereas the P matrix is a D×D matrix

defined in terms of the matrices Pf and P∆

P =



Pf 0 0 . . . 0

P3M 0 0 . . . 0

P6M 0 0 . . . 0

P1Y 0 0 . . . 0


.
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Finally, it is useful to introduce the vector η(tk)

η(tk) = R ε(tk),

in order to write the generating process for y(tk) as follows

y(tk) = µ∆t+ ω ◦ η(tk)
√

∆t, (18)

with η(tk) ∼ N (0,Γ). From Equation (16), one can easily see that the covariance matrix

is parametrized in terms of D volatilities and D(D − 1)/2 correlation coefficients, whereas

Equation (17) states that D additional components of the market price of risk vector λ are

needed to determine the drift vector.

2.3 Simulation of future scenarios

2.3.1 Gaussian diffusive model

Equation (18) allows two different implementations of the forecasting procedure. The first

possibility is to carry out a step by step Monte Carlo simulation sampling iteratively from a

multivariate normal distribution whose mean and covariance structure can be computed from

the drift and diffusion coefficients. The second one is computationally more convenient and

relies on the following equation, which is an immediate consequence of the relation (18)

f(tk+1) = (IK +Mf (s) ∆t)k f(t1) + µf k∆t+
k−1∑
h=0

(I +Mf (s) ∆t)h Σf ε(tk−h+1)
√

∆t. (19)

Thus, the instantaneous forward rate vector at time tk+1 conditionally on the value of f(t1) is

normally distributed with mean vector and covariance matrix given by

E [f(tk+1)|f(t1)] = µf k∆t+ (IK +Mf (s) ∆t)k f(t1) ,

Cov [f(tk+1)] = ∆t
k−1∑
h=0

(IK +Mf (s) ∆t)h Σf Σᵀ
f

(
(IK +Mf (s) ∆t)h

)T
.

A similar result holds also for the Forward vectors and allows to perform Monte Carlo simulation

sampling directly over a long time horizon. Moreover, starting from Equation (19) we can
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compute the distribution of the ZC yield vector Y (tk+1) since

Yi(tk) =
1

si

∫ si

0

du fint(tk, u) =
1

si

K∆∑
h=1

[Pf (s)]ih f(tk, sh) =
1

si
[Pf (s)f(tk)]i .

From the expression above it is evident that also the ZC yields are multivariate normally

distributed random variables at each point in time, and we can explicitly compute the associated

conditional mean and covariance matrix.

The present model corresponds essentially to a Gaussian dynamics for the instantaneous

forward rates and for the 3M, 6M, and 1Y Forward curves. As a consequence, it allows for

negative rates, a feature which is not ruled out by data. Given the extremely low level of the

interest rates at the shortest maturities, especially at the time of writing, it can represent a

valuable characteristic of our model. The Mf (s) matrix, which appears in both expressions

of mean and covariance, plays a role in the time evolution of the forward rates variance. Its

effects depend crucially on whether the term structure is flat (little or no effect), upward sloping

(the variance grows faster than in a simple diffusion model) or downward sloping (slows down

the variance growth with respect to a purely diffusive dynamics) at a specific time-to-maturity

bucket. Similar conclusions can be drawn for the Forward curves.

2.3.2 Bootstrap of innovation vectors

The assumption of normally distributed disturbances may result inadequate under same cir-

cumstances, especially in presence of market turmoils. Moreover, the analysis of the residuals

computed after estimation exhibits evidences of excess of kurtosis and heteroskedastic behaviour

of rate volatilities. In order to partially capture these effects we consider a complementary

strategy to project interest rate term structures into the future. We resort to the bootstrap

technique and sample with replacement the vectors η(tk) from the historical time series [58].

We expect that this slight modification of the forecasting procedure improves the capability of

the model to capture the tail behaviour of rate distribution with respect to the multivariate

normal case. It is important to stress that our set up does not correct for the possible serial

correlation of residuals or heteroskedasticity of volatility time series. The results we present in

the next section are in line with these expectations.
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2.4 Estimation of model parameters

As explained in the previous sections, from the yield curve historical time series we need to

estimate the D ×D covariance matrix Σ, parametrized in terms of D volatilities, D(D − 1)/2

correlation coefficients, and D components of the market price of risk vector λ. We devise an

estimation procedure which consists in an iterative search of the maximum of the likelihood

function, computed by fixing all the parameters of the model except one.

We introduce the vector of parameters θ

θ = {λ1, . . . , λD, ω1, . . . , ωD}

neglecting for the moment the D(D − 1)/2 correlation coefficients Γ12,Γ13, . . . ,ΓD−1D. This

choice is motivated by the fact that the optimization algorithm will treat the vector θ and the

correlation coefficients in different ways during estimation.

The log-likelihood function of the series {y(tk)}Lk=1 changed by sign reads

L
(
y(tL), . . . ,y(t1)

∣∣∣θ,Γ)
=
LD

2
ln (2π) +

L

2
ln (det (Γ)) +

L

2

D∑
i=1

ln (ωi) +
1

2

L∑
k=1

η(tk) · Γ−1η(tk).

In what follows we will denote by θ(n) and Γ(n) the values of the parameters at step n of the

algorithm. To start the calibration we initalise the market price of risk vector to zero, whereas

volatilities and correlations are set equal to their Pearson estimates. At each subsequent step

all the components of θ except one, say θi, are fixed to the value obtained at the previous step


θi treated as a variable,

θj = θ
(n−1)
j , ∀j 6= i.

The correlation matrix is chosen as

Γ = ρ(n−1),

where the matrix ρ(n−1) is estimated at the step n− 1 and will be defined in a while. With this
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choice for θ and Γ the vector of residuals can be easily computed as

η̃j(tk; θi) =
yj(tk)− µj ∆t

ωj
√

∆t
, j = 1, . . . , D, k = 1, . . . , L.

The associated likelihood L is treated as a function only of θi, then we define θ?i as the value

which minimises it

θ?i = argminθi L
(
y(tL), . . . ,y(t1)

∣∣∣θ(n−1)
1 , . . . , θ

(n−1)
i−1 , θi, θ

(n−1)
i+1 , . . . , θ

(n−1)
2D , ρ(n−1)

)
.

Finally, the value of θi is updated θ
(n)
i = θ?i . Using the value θ(n) one computes the vector of

residuals

η
(n)
i (tk) =

yi(tk)− µ(n)
i ∆t

ω
(n)
i

√
∆t

, i = 1, . . . , D,

and then the sample mean of its outer product

Q
(n)
ij =

1

L

L∑
k=1

η
(n)
i (tk) η

(n)
j (tk).

The correlation matrix to be used at each step is then computed as follows

ρ
(n)
ij =

Q
(n)
ij√

Q
(n)
ii

√
Q

(n)
jj

.

We repeat the procedure until

∣∣∣θ(n)
i − θ

(n−1)
i

∣∣∣ < γ
∣∣∣θ(n−1)
i

∣∣∣ , ∀ i = 1, . . . , 2D,∣∣∣ρ(n)
ij − ρ

(n−1)
ij

∣∣∣ < γ
∣∣∣ρ(n−1)
ij

∣∣∣ , ∀ i = 1, . . . , D, j = 1, . . . , i,

with γ = 10−4. We denote the final value of the parameters as

θ̂ = {λ̂1, . . . , λ̂D, ω̂1 . . . , ω̂D}

Γ̂12, Γ̂13, . . . , Γ̂D−1D.

In the empirical analysis we make an additional assumption on the market price of risk vector, by

guessing that its component are step-wise constant. In particular, we introduce two components
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for the istantaneous curve, one accounting for the shortest maturities and the other for the

medium-term and long-term ones, and one component for each longer tenor curve. Specifically,

in the case of four curves the λ vector will be defined as follows

λ =

λs, . . . , λs︸ ︷︷ ︸
Ks

, λl, . . . , λl︸ ︷︷ ︸
K−Ks

, λ3M, . . . , λ3M︸ ︷︷ ︸
K3M

, λ6M, . . . , λ6M︸ ︷︷ ︸
K6M

, λ1Y, . . . , λ1Y︸ ︷︷ ︸
K1Y

,

ᵀ

Our choice is motivated by the idea that the market is more sensitive to and prices differently

the risk associated with the short-term and long-term components of the yield curves. This

assumption is also empirically supported by a preliminary analysis which shows that the relative

improvement in the likelihood function due to the inclusion of extra risk factors is negligible.

The errors on the estimated parameter are computed with the bootstrap technique. Once

we have obtained the values θ̂ and Γ̂, we sample the associated series of residuals {η̂(tk)}Lk=1

to build Nb = 500 time series of adjusted returns with the same length of the historical one.

We repeat estimation on each bootstrap copy and obtain a bootstrap sample of parameters

{θ̂i, Γ̂i}Nb
i=1. Conditionally on the non existence of a significant bias between the historical

estimate and the bootstrap mean, we take the standard deviation of the Nb estimates as a

proxy for the standard error of the parameters.

We have extensively tested the estimation procedure presented above on synthetic time

series computed via Monte Carlo. We have considered several different scenarios with high

and low volatilities, and with relatively high and low level of the market price of risk. For all

scenarios the estimate provided by the iterative algorithm was in statistical agreement with the

true parameter value and statistically different from zero.

In the next section we present the empirical results. We first carry out the estimation of

the model on the historical time series at our disposal, both in a single and multiple yield curve

framework. Then we move to the analysis of the forecasting ability for multiple yield curves

and test the model through an out-of-sample exercise.
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3 Empirical results

3.1 Data set

The data set at our disposal consists of daily time series of four ZC yield curves from the Euro

area: The EONIA curve, the EUR3M curve, the EUR6M curve, and the EUR1Y curve 6. For

computational reasons we limit our analysis to two curves, the EONIA and the EUR3M, but

the case with four curves straightforwardly follows the same line of reasoning. We report in

Table 1 the starting and ending dates of the two time series.

TABLE 1 SHOULD BE HERE

Each curve is made of a finite number of time-to-maturity buckets

• s′i 7→ Y (tk, s
′
i)

ZC yields of the EONIA curve for i = 1, . . . , K ′;

• s′3M,i 7→ Y3M(tk, s
′
3M,i)

ZC yields of the EUR3M curve, for i = 1, . . . , K ′3M.

The two vectors s′, and s′3M are reported in Table 2.

TABLE 2 SHOULD BE HERE

The instantaneous forward term structure can be obtained from the yields by means of Equa-

tion (2). As for the longer tenor curve, we compute the F3M rates following equation (20) where

P (t, t+ x) is substituted by P3M(t, x) := exp {−xY3M(t, x)}

F3M(t, x) :=
1

∆

(
P3M(t, t+ x−∆)

P3M(t, t+ x)
− 1

)
, (20)

with ∆ = three months. From the expression above it is evident that the quantity F3M(t, x) is

defined only for x ≥ ∆.

6Market quotes are taken from Bloomberg and Reuters.
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In order to speed up computation, we select a limited number of times to maturity, which

are collected in the vectors s and s3M reported in Table 3.

TABLE 3 SHOULD BE HERE

3.2 Estimation results

In this section we show the results of the procedure described in Section 2.4. We start from

the single curve case, i.e. we limit our analysis to the risk-free curve described by the EONIA

instantaneous forward term structure. In this setting the vector y reduces to the K = 12

dimensional vector yf . We thus need to estimate 66 correlation coefficient, 12 volatilities and

the market price of risk vector. We describe the vector λ in terms of two components, λs and

λl:

λ =

λs, λs︸ ︷︷ ︸
Ks=2

, λl, . . . , λl︸ ︷︷ ︸
K−Ks=10

ᵀ

.

The first component is associated to the two shortest buckets of the EONIA curve, the one-

month and two-month instantaneous rates, whereas the second one refers to the time-to-

maturity buckets ranging from three months up to 30 years.

Then we move to the multiple yield curve environment. Since K = 12, and K3M = 10, the

dimension D of the vector y is equal to 22. Thus the number of parameters to be estimated

amounts to 231 correlation coefficients, 22 volatilities and 3 components of the market price of

risk vector. Indeed we introduce only one additional component in the vector λ which accounts

for the entire FRA3M curve

λ =

λs, λs︸ ︷︷ ︸
Ks=2

, λl, . . . , λl︸ ︷︷ ︸
K−Ks=10

, λ3M, . . . , λ3M︸ ︷︷ ︸
K3M=10

ᵀ

. (21)

It is worth to observe that as λl refers to EONIA rates with time-to-maturity at least three

months, consistently λ3M is associated to Forward rates with time-to-maturity longer than three

months.
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3.2.1 Principal Components Analysis

The optimization we carry out generates an estimate of the volatility matrix Σ̂, as stated by

Equation (16). One can thus build the D ×D covariance matrix of y 7

Ĉ = Σ̂ Σ̂ᵀ,

and perform the Principal Component Analysis. PCA is a well-known dimensional reduction

technique which allows to identify the linear combination of the vector components which carries

the largest fraction of total volatility. Since Ĉ is symmetric and semi-positive definite, it can

be diagonalised with an orthogonal matrix Ô, so that we obtain

Ĉ = Ô diag [γ] Ôᵀ,

where γ = [γ1, . . . , γD]ᵀ contains the non-negative eigenvalues of Ĉ and the columns of Ô are

its eigenvectors. The PCA suggests that if we keep only the F largest eigenvalues, neglecting

the smaller K − F ones, we preserve a fraction of the total variance φ(F ) equal to

φ(F ) =

∑F
i=1

γi∑D
i=1

γi
.

In order to fix the number of principal components to be retained in the analysis, we chose

a threshold value for this quantity, e.g. φ(F ) ≥ 95%. We can thus define a sort of modified

volatility functions as

wm =
√
γm

[
Ô1m, . . . , ÔDm

]ᵀ
, m = 1, . . . , F, (22)

which basically are the first F eigenvectors of Ĉ rescaled by the relative eigenvalues.

3.2.2 Single curve

As a first step in the estimation procedure, we perform a rolling analysis on the time series

at our disposal. We start from the first day of the series and consider three years of weekly

spaced realizations of the vector yf . As described in Section 2.4, we perform the iterative

7Cov [y] = Ĉ ∆t.
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optimization and obtain the maximum likelihood estimation of the model parameters. Then,

we move one week ahead and repeat the same procedure. Finally, we obtain a sample of 290

historical covariance matrices on which we perform the PCA and compute the minimum number

of principal components needed to reproduce at least 95% of the historical variance. The plot

in Figure 2 shows how this minimum number changes across time. The date reported on the

x axis corresponds to the ending date of the three-year period of data used to compute each

point in the plot.

FIGURE 2 SHOULD BE HERE

As one can see from Figure 2, during the credit crisis the number of principal components

needed to account for a consistent fraction of the historical volatility rises up from 5 to 6,

and cools down to 5 afterwards. This result is in contrast to what typically happens in the

equity market. During periods characterised by declining markets, the number of principal

components which describes the return covariance in the equity sector diminishes and indicates

that the correlation among different assets has increased. Here we observe the opposite trend:

During the credit crisis the cross-correlation among rates sensitive to different tenors decreases.

This effect might be due to the ECB interventions on the monetary policy, which strongly

affects the short part of the curve during periods of economic downturn, whereas the long end

of the term structure evolves almost unaffected by those interventions. As a consequence, this

translates in a substantial lack of correlation among the two ends of the curve. Certainly,

this empirical evidence denotes the segmentation of the term structure, and might indicate

that market operators look at the different components of the curve as distinct investment

opportunities.

We fix now a specific estimation window, which starts on January 5 2010 and ends on the

same date in 2013. Keeping F = 5 principal components, we are able to preserve 96.74% of the

total historical volatility. In Figure 3 we plot the five modified volatility functionsw
(f)
1 , . . . ,w

(f)
5 ,

with the associated standard errors 8. The modified volatility functions represent the columns

of the matrix Ô which diagonalize the covariance matrix, scaled by their eigenvalue, see Equa-

8For the computation of the statistical errors affecting the principal components we refer to [56, 57].

23



tion (22).

FIGURE 3 SHOULD BE HERE

The first factor is characterised by a flat structure over the long part of the curve. Then it

declines to zero for small times-to-maturity, but does not change its sign. The second factor

switches sign around the five year bucket, thus accounts for the difference among the long

and short components of the curve. The humped shape of the third factor accounts for the

convexity of the curve. Thus, the first three components have been usually associated with

the level, slope, and convexity of the term structure. These evidences trace back to [1]. Since

then, the PCA has been largely used in interest rate applications, e.g. in [3, 4, 8], whereas,

from the modelling side, the link with the approach described in [7] have spurred a stream of

research about factor models, see again [8] or for recent achievements [14, 15] and references

therein. However, Figure 3 shows that these days a sufficiently large level of the total variance

can be captured only including higher order components and a clear interpretation of such

components is lacking. As we will see in the next section where we perform the PCA directly

on the multiple yield term structures, the number and shape of the principal components is

similar to the single curve case.

3.2.3 Multiple yield curves

In order to fix the number of principal components in the multiple yield curve case, we perform

the same analysis described for the single curve framework. In Figure 4 we report the minimum

number of principal components needed to capture at least the 95% of the total variance present

in the historical data for the four curves, i.e. the EONIA curve f(t, x) and the additional

Forward curve F3M(t, x).

FIGURE 4 SHOULD BE HERE

During the credit crisis the minimum number of principal components is stable around 8,

then it gradually declines starting from 2011 and at the beginning of 2013 it cools down at 5.
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Two comments are worth here. The first one is that in our analysis we consider 22 different

components (12 for the EONIA curve and 10 for the EUR3M), but – quite remarkably – during

the credit crisis only eight factors, and merely five immediately after, are sufficient to recover

95% of the variability of the data. This is an advantage of our formulation based on forward

rates, at variance with most of the analyses on term structure risk and simulation which are

based on spot rates, see for instance at [3]. Spot rates naturally overlap and because of that they

are more correlated than forward rates, in particular when these latter cover short portions of

the term structure and are only observed at very sparse times-to-maturity. The second comment

is that – with reference to Figure 2 – after the final quarter of 2012 the number of principal

factors required to explain the joint-variability of the EONIA and EUR3M curves reduces to

the number required to explain the variability of the EONIA curve alone. Thus, it is interesting

to stress that the extra-variability due to the spread between the Overnight and 3M curves is

relevant only up to 2011-2012 and it disappears after, as if the two curves were nowadays ruled

by almost static spreads. At the end of this section we will comment more and on a more

quantitative basis on this point.

We then fix the usual window ranging from January 5 2010 to January 5 2013, and compute

the associated modified volatility functions. In the two panels of Figure 5 we show the five

modified volatility functions needed to account for 95.67% of the total historical variance. For

a better visualisation of the functions, we split each principal component in two parts, the first

referring to the EONIA curve and the second one to the EUR3M curve

w(f)
m =

√
γm [O1m, . . . , OKm]ᵀ ,

w(3M)
m =

√
γm [OK+1m, . . . , OK+K3Mm]ᵀ ,

FIGURE 5 SHOULD BE HERE

Both the EONIA and EUR3M curves exhibit the same behaviour in terms of factors, confirming

that the first three eigenvectors could properly be interpreted as the level, the slope and the

curvature. Thus, this evidence may support the extension of factor model approach to the

description of multiple yield curves.
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We now move to the results of the maximum likelihood procedure. Let us start from the

vector of risk-premia, λ, which is parametrised in terms of three components λs, λl and λ3M,

as stated in Equation (21).

FIGURES 6, 7, and 8 SHOULD BE HERE

In Figures 6, 7, and 8 we report the results of the estimation performed on three-year rolling

samples with weekly overlapping returns. Let us focus on the first component, λs, the one

associated to the one-month and two-month buckets of the EONIA instantaneous forward curve.

It starts from almost zero and rises up to very high positive values as soon as the credit crisis

period is included in the calibration sample. Equation (17) allows a very neat interpretation of

this result. The −ω ◦Rλ term in the drift component gives a negative contribution for positive

values of Rλ and vice-versa for negative values. Let us consider the three-year sample starting in

september 2008, which gives rise to highest value λs ∼ 1.5. In the period 2008-2009 the EONIA

term structure changed sensibly its shape, going from an inverted curve towards a steep upward

sloping one, with short rates around 0.5% and long-term rates at nearly 4%. If at t?, e.g. a

day in September 2008, we were asked to forecast the one-month interest rate observed in one

year, our best guess would have been the forward rate implied by the yield curve at t? valid

between t?+ 1y and t?+ 1y+ 1m. In September 2008 the curve showed an inverted shape, with

the ten-year rate around 4.2%, the one-month rate at 4.3%, and the one-month rate implied

in one year around 4.9% whereas in the aftermath of the crisis the shortest rates cooled down

and reached the level of 0.35%. Thus our forecast would have needed a substantial downward

correction, which is provided by the −ω1 λs with λs > 0. The same argument holds true for the

period at the onset of the crisis, namely the years 2006-2007, during which the term structure

transformed its shape, going from a normal upward sloping curve towards a slightly inverted

one. As before, our naive forecast based on the forward rate would have needed a downward

correction, provided again by positive values of λs. However, since in that period the short

rates exhibited a smaller variation, from 3.5% to 4.2%, the magnitude of this correction turned

out to be smaller than the 2008-2009 one, and so it is our estimate of λs.

The misalignment between the forward and the realised rates explains the behaviour ob-
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served in Figure 6 where λs increases to large positive values. This effect is even more evident

when including the sovereign crisis of the Euro area in 2010-2011. As soon as the credit cri-

sis and the sovereign crisis are over, the level of the market price of risk associated with the

shortest maturities cools down, going back to low values. On the other hand the risk-premia

associated to the EONIA rates expiring in more than three months can be neglected, being not

statistically significant, as one can see from Figure 7.

Finally, Figure 8 shows that the risk-premium associated to the EUR3M Forward curve has

a similar behaviour to the shortest maturity premium of the EONIA curve. Again, this is due

to the fact that this component of the risk-premia vector must account for the change observed

between 2009 and 2013 in the shape – from normal to inverted and back – of the EUR3M term

structure.

Beside the components of the market price of risk, estimation provides also the values for

volatilities and correlation coefficients. We report the values of ω̂i and Γ̂ij for a short (three-

month) and a long (ten-year) maturity rate of the EONIA and EUR3M term structure in

Figures 9, 10, and 13 and Figures 11, 12, and 14, respectively.

FIGURES 9, 10, 11, 12, 13, and 14 SHOULD BE HERE

From the comparison of Figure 9 to Figure 11, and similarly from the comparison of Figure 10 to

Figure 12, we can have a rough insight about the volatility of the spread between the Overnight

and 3M curves. Starting from 2012, the volatilities of the EONIA and three-month-tenor rates

reach almost the same level and – at least visually – the correlation between the two time series

seems to be remarkably high. Under these circumstances, the volatility of the spread between

the two curves has to be low.

FIGURE 15 SHOULD BE HERE

To quantitatively test this hypothesis, in Figure 15 we report the historical evolution of the

volatility of the spread between the three-month forward rate implied by the EONIA curve
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and the corresponding rate from the EUR3M. The orange and violet lines correspond to the

three-month and ten-year time-to-maturity buckets, respectively. The plots have been obtained

by mean of a sample estimator, ŝ, of the standard deviation computed over a three-year rolling

window of weekly data. As it can be seen, after the peak of 95 bps reached in 2009 the volatility

of the three-month bucket decreases in a regular way, and reaches a stationary level slightly

larger than 35 bps. This level corresponds to a 60% drop in the spread variability. The drop of

the orange curve is even more pronounced and the volatility of the spread from the long part

of the curves plunges by 67%. The new level reached after 2012 corresponds to 27 bps and has

to be compared with the level of ω̂(10y) of the EONIA and EUR3M curves which still ranges

between 80 and 90 bps. These figures support the idea that, starting from 2012, the liquidity

market behaves as if the Overnight and EUR3M curves, especially in the long part, are driven

by almost static spreads.

3.3 Forecasting the yield curves: Out-of-sample test

We now investigate the predictive ability of our model performing an out-of-sample test. We

compare the confidence intervals for the yield curves predicted by our model with the realised

rates. In particular we put forward an overall frequency test, as described in [47, 48]. For

this analysis we consider a data set which is comprehensive of the EONIA yield curve and the

EUR3M Forward term structure recorded daily for the period February 8 2005 - December 27

2013. Starting from the beginning of the time series, we estimate the parameters of our model

on three-year samples ranging from tk−3 years and tk, with tk weekly spaced. For each of these

samples we compute by Monte Carlo simulation confidence envelopes for a forecasting horizon

of one week, three months, and one year. For the EONIA curve, we denote the confidence

intervals by

{
ltk+δ|tk(si; p), utk+δ|tk(si; p)

}
, k = 1, . . . , nobs , i = 1, . . . , K , and δ = 1w, 3m, 1y ,

where ltk+δ|tk(si; p) and utk+δ|tk(si; p) are the lower and upper bounds of the interval δ-periods

ahead forecast for the si bucket computed at time tk for time tk + δ with coverage probability
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p. For the longer tenor curve we compute confidence envelopes on the Forward term structure

{
l
(3M)
tk+δ|tk(s3M,i; p), u

(3M)
tk+δ|tk(s3M,i; p)

}
, k = 1, . . . , nobs , and i = 1, . . . , K

∆
, and δ = 1w, 3m, 1y ,

where l
(3M)
tk+δ|tk(s3M,i; p) and u

(3M)
tk+δ|tk(s3M,i; p) represent the lower and upper limits of the δ-periods

ahead interval forecast for the bucket s3M,i with coverage probability p. In the following analyses

we consider p = 0.95, 0.99. We remind that nobs = 290.

For each time tk we compare the observed rates (instantaneous forward or Forward) with

our forecasted interval and count the exceedances. In other words, we introduce the following

indicator variables

I
(δ)
k (si; p) =


1 if f(tk + δ, si) /∈

{
ltk+δ|tk(si; p), utk+δ|tk(si; p)

}
,

0 otherwise ,

and

I
(δ)
3M,k(s3M,i

; p) =


1 if F3M(tk + δ, si) /∈

{
l
(3M)
tk+δ|tk(s3M,i; p), u

(3M)
tk+δ|tk(s3M,i; p)

}
,

0 otherwise .

Assuming independence among the
{
I

(δ)
k (si; p)

}nobs

k=1
, we want to test whether E

[
I

(δ)
k (si; p)

]
=

1 − p against the alternative E
[
Iδk(si; p)

]
6= 1 − p, for each i = 1, . . . , K. We do the same for{

I
(δ)
3M,k(s3M,i; p)

}nobs

k=1
. This type of test is often referred to as unconditional coverage test. The

likelihood under the null hypothesis is given by

LUC(p; I
(δ)
1 (si; p), . . . , I

(δ)
nobs

(si; p)) = (1− p)n1 pn0 , i = 1, . . . , K,

and analogously for the 3M-tenor Forward curve, where n0 and n1 are the number of occurrences

of 0 and 1 in the sequence
{
I

(δ)
k (si; p)

}nobs

k=1
, respectively. The likelihood under the alternative

is instead

LUC(π; I
(δ)
1 (si; p), . . . , I

(δ)
nobs

(si; p)) = (1− π)n1 πn0 ,

with π = n0/(n0 + n1). This test can be formulated as a standard likelihood ratio test, where
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the log-likelihood ratio is asymptotically distributed as χ2(1)

LRUC = −2 ln
[
LUC(p; I

(δ)
1 (si; p), . . . , I

(δ)
nobs

(si; p))/LUC(π; I
(δ)
1 (si; p), . . . , I

(δ)
nobs

(si; p))
]
∼ χ2(1).

We perform the same test on the EUR3M curve.

In order to produce the confidence intervals required by the out-of-sample testing procedure,

we use two methods: The Gaussian diffusive model outlined in Section 2.3.1 and the bootstrap

methodology explained in 2.3.2. We then compare the outcomes of the test from these two

settings.

TABLES 4, 5, 6, 7, 8, and 9 SHOULD BE HERE

The results of the unconditional coverage tests for the EONIA instantaneous forward curve

are reported in Tables 4, 6, and 8 for the Gaussian diffusive model, whereas Tables 5, 7, and

9 contains the results obtained through the bootstrap procedure. The symbols (∗) and (∗∗)

correspond to statistical significance at 95% and 99%, respectively.

FIGURES 16, and 17 SHOULD BE HERE

In Figures 16, and 17 we show the time evolution of the three-month forecast confidence intervals

(blue lines) together with the realised rates (black line), in order to localise negative and positive

exceptions (red dots and crosses respectively). We select a short time-to-maturity rate, f(t, 1m)

and a long time-to-maturity one, f(t, 5y). In the first row we use a coverage probability of 95%

comparing the Gaussian diffusive model (left panel) to the bootstrap method (right panel),

whereas the second row show the results for the 99% coverage probability, comparing again

Gaussian diffusive (left panel) with bootstrap (right panel).

TABLES 10, 11, 12, 13, 14, and 15 SHOULD BE HERE
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As for the EUR3M Forward term structure, the results of the unconditional coverage tests are

reported in Tables 10, 12, and 14 for the Gaussian diffusive model, whereas Tables 11, 13,

and 15 contains the results obtained through the bootstrap procedure.

FIGURES 18, and 19 SHOULD BE HERE

Finally, in Figures 18, and 19 we report the time evolution of the three-month ahead forecast

confidence intervals for a short and a long time-to-maturity rate of the EUR3M curve, i.e.

F3M(t, 3m) and F3M(t, 5y).

As far as the EONIA curve is concerned, results of the test are very satisfactory at short

forecasting horizons (one week) with 95% of coverage probability for both methods (multivariate

Normal and bootstrap). When considering a higher value for the coverage probability , i.e.

p = 99%, the bootstrap methodology further improves the quality of the test. This fact

remains true also for longer forecasting horizons – three-month and one-year – even though the

results overall deteriorate. The reason behind such behaviour can be guessed looking at the

relation between the realised time series and the mean of the forecast distribution. Refer, for

instance, to the top-left panel of Figure 16. From October 2008 to April 2009 the ECB cuts

five times the reference short-term rate. Consistently, the short-term component of the EONIA

curve follows the rapid decline in the level of rates. However, whereas the historical time series

switches abruptly from a markedly upward trend to a markedly downward one, the forecast

rate does not follow immediately the same behaviour. It takes a while to the forecast to revert

the drift, i.e. to the risk-premium to rise to large positive values and provide a strong negative

correction. Indeed, from Figure 6 we see that the short term risk-premium does not increase

before the final quarter of 2009. Such a delayed adjustment of the premium in correspondence

of abrupt changes of the rate dynamics is responsible of the majority of forecast failures. As can

be readily understood the longer is the forecast horizon the more severe will be the mismatch

between forecast and realised rates. Thus, we conclude that a model which does not take into

account explicitly the possibility of abrupt rate movements due to the ECB monetary policy

cannot succeed in producing reliable long-run forecast. Quite consistently with the behaviour

observed for the EONIA curve, forecast results for the EUR3M curve are satisfactory at short
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forecasting horizons (one week) with 95%. For the three-month tenor curve, however, results

based on the Gaussian model performs slightly worse than those obtained with the bootstrap

forecasting methodology. Also in this case, when considering a higher value for the coverage

probability, the bootstrap methodology improves the quality of the test. Nonetheless, the

same conclusions drawn for the EONIA case for longer forecasting horizon apply also for the

three-month tenor term structure.

4 Conclusions

In this paper we propose a novel approach to the projection of interest rate term structures

which is tailored to the post-crisis world of multiple yield curves. As opposed to single curve

scenarios, where one relies on generating techniques based on factor analysis, filtered historical

simulation, or the popular RiskMetricsTM methodology, currently the quality and effectiveness

of interest rate risk management depends on the ability to describe properly both the risk-

free term structure, and the three-month, six-month, and one-year curves. To the best of

our knowledge this is the first attempt to capture the volatility-correlation structure of the

historical time series which is natively designed for the multiple yield curves. We present a

HJM modelling framework where we describe the discounting curve in terms of instantaneous

forward rates, while the dynamics of Forward rates determines the evolution of the longer tenor

term structures. We show how to approximate the continuous time infinite-dimensional SDE’s

in the HJM setting by a Vector Autoregressive process of finite dimension. The reduction to

a discrete time model significantly eases the estimation of the model parameters. Through an

iterative maximum-likelihood procedure we estimate volatilities, correlation coefficients, and

risk-premia. In particular, we display the evolution of the risk-premia in the Euro liquidity

market during the time period 2005–2013. A significantly positive risk-premium indicates that

the forward rates implied by the market term structures required a strong negative correction

in order to describe the realised evolution of the spot rates. Finally, we perform numerical

out-of-sample tests which prove the reliability of our approach over a forecasting horizon of

one week. Our Gaussian model can be further improved to capture tail events, if one employs

a simple bootstrap methodology in the forecasting procedure. As longer forecasting horizons

are considered, the performances of the model deteriorate. The empirical analysis strongly
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supports the hypothesis that the large majority of failures accumulates in correspondence of

abrupt changes in the rate dynamics. Such events – plausibly driven by shifts in the monetary

policy of the ECB – cannot be easily accommodated for within the current modelling approach.

As a future perspective of the current work, we plan to partially accommodate for regime shifts

augmenting our estimation procedure including survey-based forecasts of short-term yields. As

far as the evidence of stochasticity in the volatility time series is concerned, we are currently

working on a modified version of our discrete time setting able to capture the heteroskedastic

nature and possible asymmetries of forward rate volatilities.
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A Bessel cubic spline

We use the Bessel cubic spline method every time we need to interpolate a curve defined on a

finite set of points. Let us consider a generic curve g(u) defined through the following K points

{(s1, g(s1)), . . . , , (sK , g(sK))} .

The cubic spline interpolating function is defined by a set of K − 1 third order polynomials

gspline(x) = ah+bh (x−sh)+ch (x−sh)2+dh (x−sh)3, for sh ≤ x ≤ sh+1 and h = 1, . . . , K−1.

For each polynomial there are 4 coefficients to be determined, so that the total number of

constraints one needs to impose is 4K − 4. In [55] the authors discuss the constraints and

detail the derivation of the results which follow. While ai are simply equal to the values of
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the interpolated function at si, i.e. ai = g(si), the analytic expressions for the coefficients bi

correspond to

b1 =
1

s3 − s1

[
s3 + s2 − 2s1

s2 − s1

(g(s2)− g(s1))− s2 − s1

s3 − s2

(g(s3)− g(s2))

]
,

bi =
1

si+1 − si−1

[
si+1 − si
si − si−1

(g(si)− g(si−1)) +
si − si−1

si+1 − si
(g(si+1)− g(si))

]
for i = 2, . . . , K − 1,

bK = − 1

sK − sK−2

[
sK − sK−1

sK−1 − sK−2

(g(sK−1)− g(sK−2))− 2sK − sK−1 − sK−2

sK − sK−1

(g(sK)− g(sK−1))

]
,

The equations above can be rewritten as linear superpositions of grid points for three adjacent

buckets at tk with coefficients depending only on the times-to-maturity

b1 = A1(s1, s2, s3) g(s1) +B1(s1, s2, s3) g(s2) + C1(s1, s2, s3) g(s3),

bi = Ai(si−1, si, si+1) g(si−1) +Bi(si−1, si, si+1) g(si) + Ci(si−1, si, si+1) g(si+1), for i = 2, . . . , K − 1,

bK = AK(sK−2, sK−1, sK) g(sK−2) +BK(sK−2, sK−1, sK) g(sK−1) + CK(sK−2, sK−1, sK) g(sK),

where 
A1(s1, s2, s3) = 2s1−s3−s2

(s2−s1)(s3−s1)
,

B1(s1, s2, s3) = s3−s1
(s3−s2)(s2−s1)

,

C1(s1, s2, s3) = s1−s2
(s3−s2)(s3−s1)

,
Ai(si−1, si, si+1) = si−si+1

(si−si−1)(si+1−si−1)
,

Bi(si−1, si, si+1) = si−1−2si+si+1

(si−si−1)(si+1−si−1)
,

Ci(si−1, si, si+1) = si−si−1

(si+1−si)(si+1−si−1)
,

i = 2, . . . , K − 1,


AK(sK−2, sK−1, sK) = sK−sK−1

(sK−1−sK−2)(sK−sK−2)
,

BK(sK−2, sK−1, sK) = sK−2−sK
(sK−1−sK−2)(sK−sK−1)

,

CK(sK−2, sK−1, sK) = 2sK−sK−1−sK−2

(sK−sK−1)(sK−sK−2)
,
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The same reasoning applies for the coefficients ch and dh

c1 =
1

s1 − s2

[
g(s3)− g(s1)

s3 − s1

− g(s3)− g(s2)

s3 − s2

]
,

d1 = 0

ci =
1

si − si+1

[
2(g(si)− g(si−1))

(si − si−1)
− 2(g(si+1)− g(si−1))

si+1 − si−1

− g(si+2)− g(si)

si+2 − si
+
g(si+2)− g(si+1)

si+2 − si+1

]
,

di =
1

(si − si+1)2

[
g(si)− g(si−1)

(si − si−1)
− g(si+1)− g(si−1)

si+1 − si−1

− g(si+2)− g(si)

si+2 − si
+
g(si+2)− g(si+1)

si+2 − si+1

]
,

for i = 2, . . . , K − 1. Thus, both ch and dh can be written as linear superposition of the values

of four adjacent grid points with coefficients which depend exclusively on the time-to-maturity

buckets

c1 = A′1(s1, s2, s3) g(s1) +B′1(s1, s2, s3) g(s2) + C ′1(s1, s2, s3) g(s3),

ci = A′i(si−1, si, si+1, si+2) g(si−1) +B′i(si−1, si, si+1, si+2) g(si) + C ′i(si−1, si, si+1, si+2) g(si+1),

+D′i(si−1, si, si+1, si+2) g(si+2), for i = 2, . . . , K − 2,

cK−1 = A′K−1(sK−2, sK−1, sK) g(sK−2) +B′K−1(sK−2, sK−1, sK) g(sK−1) + C ′K−1(sK−2, sK−1, sK) g(sK),

where 
A′1(s1, s2, s3) = 1

(s2−s1)(s3−s1)
,

B′1(s1, s2, s3) = − 1
(s3−s2)(s2−s1)

,

C ′1(s1, s2, s3) = 1
(s3−s2)(s3−s1)

,

A′i(si−1, si, si+1, si+2) = 2
(si−si−1)(si+1−si−1)

,

B′i(si−1, si, si+1, si+2) = si−1+si−2si+2

(si−si−1)(si+1−si)(si+2−si) ,

C ′i(si−1, si, si+1, si+2) = − si−1+si+1−2si+2

(si+1−si−1)(si+1−si)(si+2−si+1)
,

D′i(si−1, si, si+1) = − 1
(si+2−si)(si+2−si+1)

,

i = 2, . . . , K − 2,


A′K−1(sK−2, sK−1, sK) = 1

(sK−1−sK−2)(sK−sK−2)
,

B′K−1(sK−2, sK−1, sK) = − 1
(sK−1−sK−2)(sK−sK−1)

,

C ′K−1(sK−2, sK−1, sK) = 1
(sK−sK−2)(sK−sK−1)

,
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and

d1 = 0,

di = A′′i (si−1, si, si+1, si+2) g(si−1) +B′′i (si−1, si, si+1, si+2) g(si) + C ′′i (si−1, si, si+1, si+2) g(si+1),

+D′′i (si−1, si, si+1, si+2) g(si+2), for i = 2, . . . , K − 2

dk,K−1 = 0,

where 

A′′i (si−1, si, si+1, si+2) = 1
(si−si−1)(si+1−si−1)(si+1−si) ,

B′′i (si−1, si, si+1, si+2) = si+2−si−1

(si−si−1)(si+2−si)(si+1−si)2 ,

C ′′i (si−1, si, si+1, si+2) = si+2−si−1

(si+1−si−1)(si+2−si+1)(si+1−si)2 ,

D′′i (si−1, si, si+1) = 1
(si+1−si)(si+2−si)(si+2−si+1)

,

i = 2, . . . , K − 2,

In conclusion, all coefficients can be expressed as a matrix-vector product

ah = [g]h , h = 1, . . . , K − 1,

bh = [M(s) g]h , h = 1, . . . , K,

ch = [M ′(s) g]h , h = 1, . . . , K − 1,

dh = [M ′′(s) g]h , h = 1, . . . , K − 1,

(23)
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where 9

g = [g(s1), . . . , g(sK)]ᵀ ,

M(s) =



A1 B1 C1 0 0 0 . . . 0

A2 B2 C2 0 0 0 . . . 0

0 A3 B3 C3 0 0 . . . 0

...
...

0 0 0 . . . 0 AK−1 BK−1 CK−1

0 0 0 . . . 0 AK BK CK


,

M ′(s) =



A′1 B′1 C ′1 0 0 0 . . . 0

A′2 B′2 C ′2 D′2 0 0 . . . 0

0 A′3 B′3 C ′3 D′3 0 . . . 0

...
...

0 0 . . . 0 A′K−2 B′K−2 C ′K−2 D′K−2

0 0 . . . 0 0 A′K−1 B′K−1 C ′K−1


,

M ′′(s) =



0 0 0 0 0 0 . . . 0

A′′2 B′′2 C ′′2 D′′2 0 0 . . . 0

0 A′′3 B′′3 C ′′3 D′′3 0 . . . 0

...
...

0 0 . . . 0 A′′K−2 B′′K−2 C ′′K−2 D′′K−2

0 0 . . . 0 0 0 0 0


.

The derivative of the spline version of the function g(u) at the interpolation points reduces to

the coefficients bi

∂x gspline(x)
∣∣∣
x=xi

= bi = [M(s) g]i , i = 1, . . . , K.

As for the integral, we need to compute the following quantity

∫ si

0

du gspline(u),

9We have dropped the dependence of Ai, Bi, . . . on s for ease of notation.
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where si is one of the interpolation points. We assume that s1 > 0, as it is the case in our

analysis, and chose to extrapolate the function flat from s1 down to 0 so that

∫ si

0

du gspline(u) =

∫ s1

0

du a1 +
i−1∑
h=1

∫ sh+1

sh

du
[
ah + bh(u− sh) + ch(u− sh)2 + dh(u− sh)3

]
= a1 s1 +

i−1∑
h=1

[
ah (sh+1 − sh) +

bh
2

(sh+1 − sh)2 +
ch
3

(sh+1 − sh)3 +
dh
4

(sh+1 − sh)4

]
.

Now we can use the explicit expression of the coefficients ah, bh, ch and dh as reported in

Equation (23) 10

∫ si

0

du gspline(u)

= g(s1)s1 +
i−1∑
h=1

[
gh(sh+1 − sh) +

[Mg]h
2

(sh+1 − sh)2 +
[M ′g]h

3
(sh+1 − sh)3 +

[M ′′g]h
4

(sh+1 − sh)4

]

= g(s1)s1 +
K∑
j=1

i−1∑
h=1

[
δjh(sh+1 − sh) +

Mhj

2
(sh+1 − sh)2 +

M ′
hj

3
(sh+1 − sh)3 +

M ′′
hj

4
(sh+1 − sh)4

]
g(sj)

≡
K∑
j=1

P (s)ij g(sj) = [P (s) g]i ,

with

P (s)ij = s1δj1+
i−1∑
h=1

[
δjh(sh+1 − sh) +

Mhj

2
(sh+1 − sh)2 +

M ′
hj

3
(sh+1 − sh)3 +

M ′′
hj

4
(sh+1 − sh)4

]
,

so that

P (s)11 = s1 and P1j = 0, j > 1,

P (s)2j = s2 δj1 +
1

2
M1j (s2 − s1)2 +

1

3
M ′

1j (s2 − s1)3 +
1

4
M ′′

1j (s2 − s1)4 ⇒ P2j(s) = 0 j > 3,

10We drop the dependence of M , M ′ and M ′′ on s for ease of notation.
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and so on and so forth for larger i and j. Finally, the form of the matrix P is given by

P (s) =



P (s)11 0 0 0 0 . . . 0

P (s)21 P (s)22 P (s)23 0 0 . . . 0

P (s)31 P (s)32 P (s)33 P (s)34 0 . . . 0

...
...

P (s)K 1 P (s)K 1 P (s)K 2 . . . . . . . . . P (s)KK



.

We obtain the results presented in Equations (7) and (12) replacing gspline(x) with the time

tk observation of the instantaneous forward curve fint(tk, x) and the Forward term structure

F∆,int(tk, x), respectively. Equation (9) is readily derived substituting gspline(x) with the time

tk observation of the components of σf,int(tk, x).
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Figure 1: Differences in basis points between the two-year continuously compounded yield
computed from the curves with tenor ∆ = 3M, 6M, and 1Y and the EONIA two-year rate.
(Blue → EUR3M, Orange → EUR6M, Purple → EUR1Y.)
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Figure 2: Minimum number of principal components of the EONIA covariance matrix Ĉ to be
retained in order to preserve a fraction of the original variance larger than 95%. The results
are obtained considering K = 12 buckets for the EONIA curve. Each point refers to three
years of data with weekly sampling frequency. The date reported on the x axis corresponds to
the ending date of the three-year period, which is then moved five days ahead to obtain the
consecutive point.
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Figure 3: First five modified volatility functions for the EONIA term structure in a single
curve framework. On the x axis we report the times-to-maturity on a yearly basis. The points
correspond to K = 12 buckets. Blue→ w

(f)
1 , Red→ w

(f)
2 , Green→ w

(f)
3 , Orange→ w

(f)
4 ,

Purple→ w
(f)
5 . Data refer to the three-year period January 5 2010 - January 5 2013 and are

sampled with weekly frequency.
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Figure 4: Minimum number of principal components of the covariance matrix Ĉ to be retained
in order to preserve a fraction of the original variance larger than 95%. The results are obtained
considering K = 12 buckets for the EONIA curve and K3M = 10 buckets for the EUR3M term
structure, making a total of D = 22 components. Each point refers to three years of data with
weekly sampling frequency. The date reported on the x axis corresponds to the ending date of
the three-year period, which is then moved five days ahead to obtain the consecutive point.
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Figure 5: First five modified volatility functions for the EONIA (K = 12) and the EUR3M
(K3M = 10) curves in a multiple curve framework. On the x axis we report the times-to-

maturity on a yearly basis. Left panel: w
(f)
m with m = 1, . . . , 5. Righ panel: w

(3M)
m with

m = 1, . . . , 5. Colours as in Figure 3. Data refer to the three-year period January 5 2010 -
January 5 2013 and are sampled with weekly frequency.
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Figure 6: Black line: Value of λs obtained estimating the model on three-year samples of weekly
spaced overlapping returns. Red line: Central value of the bootstrap estimator. Black dashed
lines: Black line ± one standard deviation computed with bootstrap.
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Figure 7: Black line: Value of λl obtained estimating the model on three-year samples of weekly
spaced overlapping returns. Red and black dashed lines as in caption of Figure 6.
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Figure 8: Black line: Value of λ3m obtained estimating the model on three-year samples of
weekly spaced overlapping returns. Red and black dashed lines as in caption of Figure 6.
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Figure 9: Black line: Value of ω(3m) for the EONIA curve obtained estimating the model on
three-year samples of weekly spaced overlapping returns. Red and black dashed lines as in
caption of Figure 6.
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Figure 10: Black line: Value of ω(10y) for the EONIA curve obtained estimating the model
on three-year samples of weekly spaced overlapping returns. Red and black dashed lines as in
caption of Figure 6.
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Figure 11: Black line: Value of ω(3m) for the EUR3M curve obtained estimating the model
on three-year samples of weekly spaced overlapping returns. Red and black dashed lines as in
caption of Figure 6.

2009 2010 2011 2012 2013 2014

0.008

0.0085

0.009

0.0095

0.01

0.0105

0.011

0.0115

Window ending date

Ω`
H1

0
y

L

Figure 12: Black line: Value of ω(10y) for the EUR3M curve obtained estimating the model
on three-year samples of weekly spaced overlapping returns. Red and black dashed lines as in
caption of Figure 6.
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Figure 13: Black line: Value of Γ(1m − 10y) for the EONIA curve obtained estimating the
model on three-year samples of weekly spaced overlapping returns. Red and black dashed lines
as in caption of Figure 6.

2009 2010 2011 2012 2013 2014

-0.2

-0.15

-0.1

-0.05

0.

0.05

0.1

Window ending date

G`
H3

m
-

1
0
y

L

Figure 14: Black line: Value of Γ(3m − 10 y) for the EUR3M curve obtained estimating the
model on three-year samples of weekly spaced overlapping returns. Red and black dashed lines
as in caption of Figure 6.
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Figure 15: Evolution of the historical volatility of the spread between the three-month forward
rate implied by the EONIA curve and the corresponding rate from the EUR3M for the three-
month (violet line) and ten-year (orange line) time-to-maturity buckets. The sample estimator
ŝ is computed over a three-year rolling window of weekly data.
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Figure 16: Solid blue line: Mean of the three-month ahead forecast distribution for the f(t, 1m)
rate. Blue dashed lines: Mean ± two standard deviations of the three-month ahead forecasted
distribution for the f(t, 1m) rate. Black solid line: Realised f(t, 1m) rate. Red dots (crosses):
Negative (positive) exceptions with coverage probability 95% and 99% on the first and second
row respectively. The plots in the left column refer to the Gaussian diffusive model, whereas
the ones in the right column to the bootstrap forecasting methodology.
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Figure 17: Solid blue line: Mean of the three-month ahead forecast distribution for the f(t, 5y)
rate. Blue dashed lines: Mean ± two standard deviations of the three-month ahead forecasted
distribution for the f(t, 5y) rate. Black solid line: Realised f(t, 5y) rate. Red dots (crosses):
Negative (positive) exceptions with coverage probability 95% and 99% on the first and second
row, respectively. Left and right columns as in Figure 16.
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Figure 18: Solid blue line: Mean of the three-month ahead forecast distribution for the
F3M(t, 3m) rate. Blue dashed lines: Mean ± two standard deviations of the three-month ahead
forecasted distribution for the F3M(t, 3m) rate. Black solid line: Realised F3M(t, 3m) rate. Red
dots (crosses): Negative (positive) exceptions with coverage probability 95% and 99% on the
first and second row respectively. Left and right columns as in Figure 16.

58



æ

æ
æ

æ

´
´

´

´

´

´́

´

´
´

´́

´́

´́

´́́ ´
´

´

´

´

´́

´

´́

´́
´

´

2006 2008 2010 2012

0.01

0.02

0.03

0.04

0.05

Window ending date

F
3

M
Ht k

,5
y

L æ

æ
æ

æ

´

´

´

´
´

´́

´

´́

´́

´

´

´́

´́

´́

´́
´

´

2006 2008 2010 2012

0.01

0.02

0.03

0.04

0.05

Window ending date

F
3

M
Ht k

,5
y

L

æ

æ
æ

´

´́

´

´
´

´́

´́

´́

´́

´

´

2006 2008 2010 2012

0.01

0.02

0.03

0.04

0.05

Window ending date

F
3

M
Ht k

,5
y

L æ
´

´́
´

´

´

´

´

2006 2008 2010 2012

0.01

0.02

0.03

0.04

0.05

Window ending date

F
3

M
Ht k

,5
y

L

Figure 19: Solid blue line: Mean of the three-month ahead forecast distribution for the
F3M(t, 5y) rate. Blue dashed lines: Mean ± two standard deviations of the three-month ahead
forecasted distribution for the F3M(t, 5y) rate. Black solid line: Realised F3M(t, 5y) rate. Red
dots (crosses): Negative (positive) exceptions with coverage probability 95% and 99% on the
first and second row respectively. Left and right columns as in Figure 16.
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Tenor Starting Date Ending Date

EONIA 02/08/2005 12/27/2013
EUR3M 02/08/2005 12/27/2013

Table 1: Starting and ending dates of the historical time series.

Tenor Time to Maturity

EONIA 1d 7d 1m 2m 3m 6m 9m 1y 1y 6m 2y 3y 4y
5y 6y 7y 8y 9y 10y 12y 15y 20y 25y 30y

EUR3M 1d 1m 2m 3m 6m 9m 1y 1y 6m 2y 3y 4y
5y 6y 7y 8y 9y 10y 12y 15y 20y 25y 30y

Table 2: Time to maturity grids.

Tenor Time to Maturity

EONIA 1m 2m 3m 6m 9m 1y 5y 10y 15y 20y 25y 30y
EUR3M 3m 6m 9m 1y 5y 10y 15y 20y 25y 30y

Table 3: Time to maturity grid used in the empirical analysis for the EONIA and the EUR3M
curves.

60



si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
1m 22 3.6 5.76 12 16.24 (**) 0.01
2m 20 2.01 15.58 10 10.78 (**) 0.1
3m 15 0.02 88.27 8 6.16 (*) 1.3
6m 13 0.16 69.08 7 4.22 (*) 3.98
9m 11 0.94 33.19 6 2.58 10.82
1y 14 0.01 90.29 5 1.28 25.84
5y 23 4.55 (*) 3.29 11 13.42 (**) 0.02
10y 17 0.45 50.26 8 6.16 (*) 1.3
15y 22 3.6 5.76 8 6.16 (*) 1.3
20y 16 0.17 68.07 7 4.22 (*) 3.98
25y 19 1.38 24.04 7 4.22 (*) 3.98
30y 17 0.45 50.26 12 16.24 (**) 0.01

Table 4: Unconditional coverage test results for the one-week ahead forecast for the EONIA
curve obtained with the Gaussian diffusive model.

si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
1m 19 1.38 24.04 7 4.22 (*) 3.98
2m 17 0.45 50.26 4 0.38 53.51
3m 11 0.94 33.19 3 0. 94.85
6m 12 0.46 49.63 3 0. 94.85
9m 9 2.49 11.49 2 0.31 57.75
1y 11 0.94 33.19 3 0. 94.85
5y 18 0.85 35.53 7 4.22 (*) 3.98
10y 18 0.85 35.53 2 0.31 57.75
15y 16 0.17 68.07 2 0.31 57.75
20y 14 0.01 90.29 3 0. 94.85
25y 14 0.01 90.29 5 1.28 25.84
30y 18 0.85 35.53 7 4.22 (*) 3.98

Table 5: Unconditional coverage test results for the one-week ahead forecast for the EONIA
curve obtained with the bootstrap methodology.
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si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
1m 51 63.87 (**) 0. 25 67.23 (**) 0.
2m 53 69.77 (**) 0. 25 67.23 (**) 0.
3m 48 55.38 (**) 0. 25 67.23 (**) 0.
6m 45 47.34 (**) 0. 23 58.28 (**) 0.
9m 40 35.03 (**) 0. 22 53.95 (**) 0.
1y 37 28.33 (**) 0. 20 45.59 (**) 0.
5y 25 7.62 (**) 0.58 13 20.05 (**) 0.
10y 17 0.68 40.9 4 0.48 49.02
15y 22 4.25 (*) 3.92 7 4.55 (*) 3.29
20y 35 24.17 (**) 0. 12 16.97 (**) 0.
25y 34 22.19 (**) 0. 14 23.29 (**) 0.
30y 21 3.32 6.83 15 26.68 (**) 0.

Table 6: Unconditional coverage test results for three-month ahead forecast for the EONIA
curve obtained with the Gaussian diffusive model.

si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
1m 32 18.44 (**) 0. 21 49.72 (**) 0.
2m 29 13.33 (**) 0.03 19 41.57 (**) 0.
3m 27 10.31 (**) 0.13 19 41.57 (**) 0.
6m 28 11.78 (**) 0.06 18 37.66 (**) 0.
9m 26 8.93 (**) 0.28 18 37.66 (**) 0.
1y 25 7.62 (**) 0.58 6 2.83 9.25
5y 15 0.09 76.49 4 0.48 49.02
10y 6 5.95 (*) 1.47 1 1.53 21.66
15y 12 0.29 59.28 4 0.48 49.02
20y 13 0.06 80.24 12 16.97 (**) 0.
25y 17 0.68 40.9 12 16.97 (**) 0.
30y 15 0.09 76.49 12 16.97 (**) 0.

Table 7: Unconditional coverage test results for three-month ahead forecast for the EONIA
curve obtained with the bootstrap methodology.
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si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
1m 93 253.6 (**) 0. 70 359.74 (**) 0.
2m 88 229.04 (**) 0. 69 352.32 (**) 0.
3m 88 229.04 (**) 0. 63 308.68 (**) 0.
6m 78 182.65 (**) 0. 51 226.17 (**) 0.
9m 64 124.19 (**) 0. 20 51.26 (**) 0.
1y 36 34.17 (**) 0. 7 5.95 (*) 1.47
5y 30 20.77 (**) 0. 9 10.89 (**) 0.1
10y 27 15.07 (**) 0.01 3 0.15 69.79
15y 46 61.62 (**) 0. 20 51.26 (**) 0.
20y 71 152.44 (**) 0. 27 84.58 (**) 0.
25y 67 136.05 (**) 0. 31 105.53 (**) 0.
30y 55 90.98 (**) 0. 21 55.72 (**) 0.

Table 8: Unconditional coverage test results for the 1 year ahead forecast for the EONIA curve
obtained with the Gaussian diffusive model.

si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
1m 35 31.76 (**) 0. 20 51.26 (**) 0.
2m 32 24.95 (**) 0. 20 51.26 (**) 0.
3m 30 20.77 (**) 0. 20 51.26 (**) 0.
6m 25 11.69 (**) 0.06 12 19.99 (**) 0.
9m 9 0.81 36.83 0 4.78 (*) 2.87
1y 0 24.42 (**) 0. 0 4.78 (*) 2.87
5y 17 2.04 15.29 0 4.78 (*) 2.87
10y 0 24.42 (**) 0. 0 4.78 (*) 2.87
15y 2 13.09 (**) 0.03 0 4.78 (*) 2.87
20y 3 9.88 (**) 0.17 0 4.78 (*) 2.87
25y 12 0. 97.63 1 1.03 30.93
30y 15 0.79 37.47 7 5.95 (*) 1.47

Table 9: Unconditional coverage test results for the 1 year ahead forecast for the EONIA curve
obtained with the bootstrap methodology.
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si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
3m 10 1.61 20.46 7 4.22 (*) 3.98
6m 26 7.94 (**) 0.48 13 19.24 (**) 0.
9m 35 22.4 (**) 0. 19 40.27 (**) 0.
1y 26 7.94 (**) 0.48 11 13.42 (**) 0.02
5y 25 6.72 (**) 0.95 7 4.22 (*) 3.98
10y 24 5.59 (*) 1.81 6 2.58 10.82
15y 33 18.69 (**) 0. 17 32.73 (**) 0.
20y 19 1.38 24.04 8 6.16 (*) 1.3
25y 18 0.85 35.53 9 8.36 (**) 0.38
30y 16 0.17 68.07 8 6.16 (*) 1.3

Table 10: Unconditional coverage test results for the one-week ahead forecast for the EUR3M
curve obtained with the Gaussian diffusive model.

si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
3m 6 6.61 (*) 1.01 4 0.38 53.51
6m 22 3.6 5.76 8 6.16 (*) 1.3
9m 34 20.51 (**) 0. 14 22.4 (**) 0.
1y 19 1.38 24.04 8 6.16 (*) 1.3
5y 21 2.76 9.68 3 0. 94.85
10y 17 0.45 50.26 3 0. 94.85
15y 25 6.72 (**) 0.95 15 25.7 (**) 0.
20y 18 0.85 35.53 6 2.58 10.82
25y 18 0.85 35.53 7 4.22 (*) 3.98
30y 15 0.02 88.27 6 2.58 10.82

Table 11: Unconditional coverage test results for the one-week ahead forecast for the EUR3M
curve obtained with the bootstrap methodology.

si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
3m 57 82.12 (**) 0. 29 86.14 (**) 0.
6m 58 85.32 (**) 0. 33 106.29 (**) 0.
9m 64 105.42 (**) 0. 36 122.14 (**) 0.
1y 45 47.34 (**) 0. 29 86.14 (**) 0.
5y 37 28.33 (**) 0. 19 41.57 (**) 0.
10y 21 3.32 6.83 10 11.35 (**) 0.08
15y 35 24.17 (**) 0. 21 49.72 (**) 0.
20y 32 18.44 (**) 0. 12 16.97 (**) 0.
25y 39 32.74 (**) 0. 16 30.21 (**) 0.
30y 38 30.5 (**) 0. 16 30.21 (**) 0.

Table 12: Unconditional coverage test results for three-month ahead forecast for the EUR3M
curve obtained with the Gaussian diffusive model.
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si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
3m 35 24.17 (**) 0. 21 49.72 (**) 0.
6m 38 30.5 (**) 0. 20 45.59 (**) 0.
9m 40 35.03 (**) 0. 26 71.83 (**) 0.
1y 26 8.93 (**) 0.28 20 45.59 (**) 0.
5y 28 11.78 (**) 0.06 9 8.85 (**) 0.29
10y 6 5.95 (*) 1.47 0 5.59 (*) 1.81
15y 23 5.28 (*) 2.15 5 1.45 22.89
20y 15 0.09 76.49 13 20.05 (**) 0.
25y 19 1.78 18.26 12 16.97 (**) 0.
30y 16 0.32 57.21 12 16.97 (**) 0.

Table 13: Unconditional coverage test results for three-month ahead forecast for the EUR3M
curve obtained with the bootstrap methodology.

si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
3m 97 273.88 (**) 0. 78 420.52 (**) 0.
6m 85 214.73 (**) 0. 69 352.32 (**) 0.
9m 80 191.63 (**) 0. 56 259.73 (**) 0.
1y 75 169.47 (**) 0. 38 145. (**) 0.
5y 78 182.65 (**) 0. 43 175.1 (**) 0.
10y 112 354.86 (**) 0. 43 175.1 (**) 0.
15y 47 64.67 (**) 0. 17 38.53 (**) 0.
20y 45 58.61 (**) 0. 8 8.29 (**) 0.4
25y 65 128.1 (**) 0. 25 74.59 (**) 0.
30y 75 169.47 (**) 0. 39 150.9 (**) 0.

Table 14: Unconditional coverage test results for the 1 year ahead forecast for the EUR3M
curve obtained with the Gaussian diffusive model.

si
p = 0.95 p = 0.99

n1 LRUC p-value n1 LRUC p-value
3m 57 98.04 (**) 0. 35 127.68 (**) 0.
6m 35 31.76 (**) 0. 19 46.9 (**) 0.
9m 21 6.03 (*) 1.41 17 38.53 (**) 0.
1y 17 2.04 15.29 13 23.39 (**) 0.
5y 2 13.09 (**) 0.03 0 4.78 (*) 2.87
10y 1 17.36 (**) 0. 0 4.78 (*) 2.87
15y 9 0.81 36.83 1 1.03 30.93
20y 3 9.88 (**) 0.17 0 4.78 (*) 2.87
25y 13 0.1 74.7 2 0.06 79.91
30y 16 1.35 24.56 7 5.95 (*) 1.47

Table 15: Unconditional coverage test results for the 1 year ahead forecast for the EUR3M
curve obtained with the bootstrap methodology.
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