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Abstract

The increasing urbanization level of the world populatias driven the development of a Smart City
geographic system, conceived as a fully connected widechi@acterized by the presence of a multitude
of smart devices, sensors and processing nodes aimed rdbudiag intelligence into the city. At the
same time, the pervasiveness of wireless technologiegtde the presence of heterogeneous networks,
operating simultaneously in the same city area. One of thia ofallenges in this context is to provide
sustainable solutions able to jointly optimize the datagfar, exploiting heterogeneous networks, and
the data processing, exploiting heterogeneous devicesnémaging Smart City applications for the
citizens community. In this paper, the Urban Mobile Cloudr@aiting (UMCC) framework is developed,
introducing a mobile cloud computing model describing tlosvdl of data and operations taking place
in the Smart City. In particular, we focus on the proposal afréfied offloading mechanism where
communication and computing resources are jointly manajkedving a load balancing among the
different entities in the environment, delegating both ommication and computation tasks in order
to satisfy the Smart City application requirements. Thieves to cope with the limited battery power
and computation capacity of the Smart Mobile Devices (SMR2&)d plays a key role in a smart
environment where wireless communication is of utmostveeiee, particularly in mobility and traffic

control domains.

Index Terms
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. INTRODUCTION

According to theWorld Urbanization Prospeét published by the United Nations, more
than half of the population is living nowadays in urban aremsd about 70% will be city
persons by 2050. At the same time with urbanization, an esdiaary phenomenon concerning
the Information and Communication Technology (ICT) is happgnaccording to theVisual
Networking Inde% the number of connected devices in mobility has overtakennumber of
people in the world, and by 2018 it will be over 10 billion, ilading Machine to Machine
(M2M) modules in the Internet of Things. Mobile data traffcexpected to increase about 11
times in the next five years.

Urbanization and ICT expansions are finding a relevant cgevere point in the Smart
City concept, the icon of sustainable and livable city, pcorg the ubiquitous and pervasive
computing paradigms to urban spaces, focusing on deveopity network infrastructures,
optimizing traffic and transportation flows, lowering enempnsumption and offering innovative
services. It is through ICT that Smart Cities are truly turngmgart[1], in particular exploiting
smart mobile devices in a Mobile Cloud Computing (MCC) conteXt Prowever, the huge
amount of data generated in a Smart City environment couldsbemnelming, due to the rising
and diversified Quality of Service (Qo0S) requirements of titg services in relation to the
computation time and the energy consumed by the devicestder ¢o face the explosion of
Big Data to be stored and elaborated in a Smart City, mobilecdevineed to be supported by
cloud and fog computingtructureq3], allowing an optimized load-sharing in the network for
both data storage and processing features.

For this reason, a new urban framework, named Urban MCC (UMQGQJeveloped herein.
While in [4]-[6] specific solutions were introduced and amzal, here the full system view
is provided with requirements and optimization framewddCC can be thought of as the
technological nervous system, allowing the networks afarmation flows of the city to enjoy
a better urban way of life. UMCC is composed by different neiwvand computing elements,
having heterogeneous requirements and capabilities.iWiththe offloading process emerges
as the opportune method for balancing the workload in a tidofeay: on one handpetwork-

offloading[7] distributes data traffic among the different wirelessesms technologies within the

Ihttp://esa.un.org/unpd/iwup/

2http:/Awww.cisco.com/c/en/us/solutions/service-provider/visual-netwgrkidex-vni/index.html



Heterogeneous Network (HetNet) environment. On the otlaedhcomputation-offloadingor
cyberforaging[8], delegates computing functions to the cloud. In thistegty a novel unified
offloading mechanism can be envisaged. By means of the UMCGCefvank, data can be stored
and processed by resource-rich devices using a dynamiassaitiation for delegating workload,
thus shortening execution time, extending battery life arploiting the possibility to preserve
data in the cloud. The proposed framework implements a ahdiloading mechanism that
allows to optimize the system, by offloading both commumacatind computing tasks in order
to satisfy the Smart City application requirements.

The unified offloading operation, within the UMCC frameworkndoe driven by a purposely
definedutility function where throughput, energy efficiency, latency amohjguting performance
are taken into accountSeveral works have already analyzed the characteristicB©C
offloading. In Tab. | the strengths and weaknesses with ce4peJMCC of some of the most

important works are summarized.

[TABLE 1 about here.]

The rest of the paper is organized as follows. In the Sectipthé main requirements of a
Smart City environment are introduced, by focusing on soneeifip applications. In Section lll,
the proposed UMCC framework is introduced by focusing on taeroonstitutive entities, while
in Section IV, the offloading mechanism taking advantagenefdMCC framework is discussed.

Finally, in Section V, the conclusions are drawn.

Il. REQUIREMENTS OFSMART CITY APPLICATIONS

There are many taxonomies trying to define Smart City key anghere social aims, care
for environment, and economic issues are related and oriaected. The European Research
Cluster on the Internet of Things (IERC) has identified in [9]sd bf applications in different
Internet of Things (IoT) domains, including the Smart Citymdon. Moreover, the Net!'Works
ETP has issued a white paper [10] aiming to identify the mapmics of Smart Cities that
will influence the ICT environment. Furthermore, a relevantument aiming to categorize
and define the different applications has been released é\Etimopean Telecommunications
Standards Institute (ETSI), where several applicatiorsyipave been specified focusing on their

bandwidth requirements [11].



Taking into account all the relevant aforementioned essagsselected some important Smart
City applications in order to identify their requirementsdathen, to leverage the UMCC, .
Each application can be defined through the services providehe citizens, concerning the

requirements in terms of:

« Latency the amount of time required by a certain application betwdw event happens
and the event is acquired by the system;

« Energy Consumptiorthe energy consumed for executing a certain applicaticallp or
remotely;

« Throughput the amount of bandwidth required by a specific applicatiorbé reliably
executed in the Smart City environment;

« Computing the amount of computing processes requested by a certplitappon;

« Exchanged datathe amount of input, output and code information to be fiemsd by
means of the wireless network;

. Storage the amount of storage space required for storing the sedséa and/or the
processing application;

« Users the number of users for achieving a reliable service.

The QoS of a certain application can be seen as a functiomewdach requirement plays a
role less or more important depending on the applicatior.typ the following, we list some
of the most influential Smart City applications, by highligigt their technological requirements
and characteristics, while, in Tab. Il, the considered iappbn types and the significance of

their requirements are summarized.

[TABLE 2 about here.]

a) Mobility: All the components in an intelligent transportation systsuld be connected
to improve transportation safety, relieve traffic congmstireduce air pollution and enhance
comfort of driving. The necessary throughput, the compartal load and the amount of data
to exchange are high, whereas we can think the storage a®adseyg requirement, unless for

security recording.
b) Healthcare: Intelligent and connected medical devices, monitoringsitat activity and
providing efficient therapy management by using patieneés5spnal devices, could be connected

to medical archives and provide information for medicalgdiesis. In this case, there are



relatively low requirements regarding energy consumptibimoughput and number of users,

whereas the requirements in terms of latency, computatixechanged data and storage are high.

c) Disaster Recoveryln a disaster relief scenario people are facing with therdeson of
the infrastructures and local citizens are asked to use ithabile phones to photograph the site.
In this case there are relatively low requirements regardiimoughput, whereas it is important

to have a quick response and to save the energy of the devices.

d) Energy: Energy saving can take advantage from the cloud basicadlgkth to smart
grid systems, aimed to transform the behavior of individuatd communities towards a more

efficient and greener use of electric power.

e) Waste Managemenfiutomatically generated schedules and optimized routeshitbke
into account an extensive set of parameters could be planoednly looking at the current
situation, but also considering the future outlook. We cgpeet non-restrictive requirements of
latency and throughput, whereas resource-poor devices thave taken into consideration. The
requirements related to data to be exchanged, load of catiput storage and number of users

are not critical.

f) Tourism: Augmented reality and social networks are the charadsist applications
that more take advantage from the cloud, that becomes aksoll lsr mobile users sharing
photos and video clips, tagging their friends in populariaooetworks. We can expect
not-restrictive requirements of latency and throughpuhergas resource-poor devices have
to be taken into consideration. There are a great amount @f wabe exchanged, load of

computation and storage and number of users are variable.

By comparing the above described applications, it is posdiblhighlight that a Smart City
scenario is composed of several heterogeneous servicesdiffierent requirements. However,
it is possible to note that most of them require a high contmral complexity and a very
high amount of data to be exchanged in order to be executededver, it should be noticed,
that in a Smart City scenario multiple services co-existraasing even more theystem
requirements. This is at the base of the proposed UMCC acthitethat, taking benefit from a
joint distributed computing and communication infrasture, can be implemented through the

use of heterogeneous cloud computing and wireless networks



. UMCC FRAMEWORK

UMCC sprang from the MCC, that is gaining an increasing intenesthe recent years,
due to the possibility of exploiting both cloud computingdamobile devices for enabling a
distributed cloud infrastructure [2]: on one hand, the dl@omputing idea has been introduced
as a mean for allowing a remote computation, storage and geamant of information, and,
on the other hand, the mobility skill allows to gain by the tmosdern smart devices and
broadband connections for creating a distributed and flexitstual environment. At the same
time, the recent advances in the wireless technologies efiritg a novel pervasive scenario
where several heterogeneous wireless networks interamt@mhem, giving the users the ability
to select the best radio access among those in a certainf@aconsequence, the development
of UMCC is introduced, gaining from both computing and wissl@ommunication technologies.

In the following the three pillars at the basis of the progbs®CC framework are discussed.

A. Smart Mobile Devices (SMDs)

By analyzing the technology systems underlying a smart céynéwork, mobile devices can

be considered in a three-fold way:

« Sensors. They can acquire different types of data regarding the umedsthe environment,
transmitting a large amount of information to the cloud ialréme, by means of wireless
communication systems.

« Nodes: They can form distributed mobile clouds where the neighigpbmobile devices are
merged for resource sharing, becoming integral part of gtevork.

« Outputs: They can make the citizens aware of results and able to deoidgequently, or
become actuators without need of human intervention.

To perform this triple role, mobile devices have to become p& an infrastructure that is
constituted by different cloud topologies and, at the saime,thave to exploit heterogeneous
wireless link technologies, allowing to address the ddfgrequirements of a smart city scenario.
This infrastructure starts from the concept of MCC, where tlmud works as a powerful

complement to resource-constrained mobile devices.

B. Cloud Topologies

In relation to the previously described SMD’s roles, we tak® account various cloud

topologies. This is a different categorization with reggeche classicalas a Servicgaxonomy



used for cloud computing, i.e., SaaS, PaaS and laaS. It lookke different interaction among
the nodes that form the cloud, instead of the services peovidy the cloud itself, so we can
distinguish among centralized cloud, cloudlet, dist@slimobile cloud and a combination of

them, as shown in Fig. 1:

« Centralized Cloud: A centralized cloud provides the citizens to interact reshote.g., for
accessing to open data delivered by the public administratilt refers to the presence
of a remote cloud computing infrastructure having a huge wrhof storage space and
computing power, virtually infinite, offering the major avage of the elasticity of resource
provisioning.

o Cloudlet: Cloudlets are fixed small cloud infrastructures installedwieen the mobile
devices and the centralized cloud, limiting their expliata to the users in a specific area.
Their introduction allows to decrease the latency of theeas¢o cloud services by reducing
the transfer distance at the cost of using smaller and lesenia cloud devices.

« Distributed Mobile Cloud: A third configuration can address the issue of non persistent
connectivity, whereas both the previous concepts must@ssudurable state of connection.
In a distributed mobile cloud the neighboring mobile desiaee pooled together for resource
sharing [12].

The proposed UMCC framework foresees the joint exploitadibtihe aforementioned topologies.

[Fig. 1 about here.]

C. Heterogeneous Access Technologies

One of the most actual trend in wireless networksthe presence of a heterogeneous
access platform allowing to several types of devices withtipia network interfaces to select
among them thamost suitable. Such a forthcoming scenario, introducing a highegree of
pervasiveness, allows, especially in a Smart City scentarienable the access of a multitude of
different devices, from the high-end broadband user devieghe narrowband M2M devices.

Such network deployment, comprised of a mix of low-powerasdnderlying the conventional
homogeneous macrocell network, by deploying additionalsoells within the local-area range
and bringing the network closer to users, can significantgsh the overall network capacity

through a better spatial resource reuse. Inspired by trecatte features and potential advantages



of HetNets, their development have gained much momentutreimtreless industry and research

communities during the past few yeamwards the 5G concepts

D. Towards a unified offloading mechanism

The UMCC approach foresees the definition of a scenario whaegt<ity applications can
exploit jointly the three cloud topologies, as shown in R2g.by distributing and performing
among the different parts composing the framework, andrbgémeous wireless network access
technologies, deployed in the urban area. The applicatiguested by a specific SMD, hamed as
the Requesting Smart Mobile Device (RSMD), is partitioned distfibuted among the different

clouds using the available access networks or computedyidéag. 2).
[Fig. 2 about here.]

The main issue is that, for transferring data from the retjugsmobile device to the
selected cloud topology, a certain time is required. Thisthgalepends on some communication
parameters of the selected access network, such as the-end-throughput, the amount of
users, the QoS management of a certain transmission t@gynbktween the user device and
each type of cloud processing unit. Moreover, the accessonks themselves could be already
used by SMDs belonging to the smart city scenario, as welltlasr @evices using the wireless
infrastructures. This involves the necessity of desigrningroper offloading method that by
modeling both computing and communication resources asglesunique resource allows to
distribute the computing/communication load in a fair wayomg the different clouds and access
networks.

Hence, when a RSMD needs to select the cloud infrastructarbse used for computing the

smart city application, two main elements have to be takém account:

« the processing and storage devices - smart molpkesseor together forming distributed
mobile clouds, and cloud servers, constituting the clasdéd the centralized cloud;
« the wireless transmission equipment, - different accetsanks entailing diverse transmis-

sion speeds in relation to their own channel capacity anthéonumber of linked devices.

In Fig. 2, the UMCC framework is sketched by representing tinectional flows of the
architecture. Whenever a smart city application has to bépeed, the citizen within the

UMCC can select among different MCC infrastructures, aimmgetspect the requirements of



the specific application depending on their features. Th&idution depends on the application
requirements, and the UMCC features.
Computation, storage, and transmission featur@sie features of the selected processing
and storage devices, considegel seor in a group forming cloud/cloudlets, are:
« Processing Speethe speed of a device or a group of devices for processingppkcations;
« Storage Capacitythe amount of storage space provided by a device or a grodpwées.
At the same time, the features of the transmission equipmeebé taken into account are:
« Channel CapacityThe nominal bandwidth of a certain communication techgglthat can
be accessed by a certain device;
« Priority/QoS managemenihe ability of a certain communication technology to manag
different QoS and/or priority levels;
« Communication interfacesThe number of communication interfaces of each device, tha

impacts on the possibility of selecting among the availdidtNets.

IV. UMCC OFFLOADING MODEL

Let’'s focus on one RSMD running an applicatidpp, defined through the number of operation
to be executed), the amount of data to be exchang®d,and the amount of data to be stor&d,
An application can be seen as a smart city service, that cardmited either locally or remotely
by exploiting the cloud infrastructures. Furthermore,eapplication has many requirements
regarding the QoS level&smong others, the most important are

« the maximum accepted latenchp,, intended as the interval between a task of the

application is requested and its results are acquired,

« the minimum level of energy consumptioBapp, that the RSMD necessarily uses for

performing the application itself,

« the throughputyapp, intended as the minimum bandwidth that the applicationdaeer

being performed.
The first acting entity in the system is the RSMD, characteribg certain features that are
involved in the offloading operation: the power to computel@ations locally,P;, the power
used for transferring data towards cloud?, the power for idling during the computation in
the cloud, Py, the computing speed to perform locally the computatin,and its storage
availability, H,. Furthermore, also the time-varying position of the devpt&ys an important

role in the system interactions.



The different types of clouds consideredtire Smart Cityscenario are characterized by their
computing speed to perform the computation, iR, for the centralized cloud and for
cloudlets. Additionally, while the storage availability the centralized cloud can be considered
infinite, therefore not constraining in the interactiore #torage availabilityd of each cloudlet
has to be taken in consideration.

The distributed cloud is a set of SMDs, each characterizestspecific features in the same
way of the RSMD, even if the role played by the SMDs is not a retjloeit a provision of
service. Furthermore, we are considering the system frenpd¢int of view of the RSMD. Thus,
the involved features are: connectivity, computation atodagie for the data exchange, i.e. the
computing speedyp, the storage availabilitHvp, the positionposup(X, y), the throughput
nmp, the number of devices that can be connected to each W) and their coverage range
rMD-

While the connection to the cloudlets can be made only thrahghunique Access Point
(AP) that can be considered built-in in each cloudlet, arel dcbnnection to the SMDs of the
distributed cloud can be made directly, the nodes of the Etetifer differentalternativesto
connect towards the centralized cloud. For each involvetiriibis possible to define the position
of the nodeposyod(X, y), the end-to-end throughput in bit per second between the arsd the
exploited nodeynog, the number of devices available to conneggg, and the range of availability
of the nodernog.

Tab. Il summarizes the entities and the characteristiovallescribed. They are in a certain
relationship due to some physical and logical bounds that derived from the following

considerations.
[TABLE 3 about here.]

In order to distribute the computing and communication oathong the different elements,
the system has to evaluate which HetNet nodes, cloudledsS&tDs are available. On one hand,
there areM available HetNet nodedodfor the communication offloading towards the centralized
cloud, andN cloudletsC, andK SMDs, able to offer computation offloading capabilitieshe t
RSMD. On the other hand the system has to distribute, by meaals these entities, different
percentages; of operationsO, g; of dataD, andy; of memory S, to all the available nodes,
cloudlets and devices.

The requirements related to the applications, and the @tedcQoS, can be respected by
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optimizing the application partitioning and node/cloud@sation based on the features of the
processing and storage devices and of the transmissiormedeintroduced in Section 1lI-D;
this corresponds to design a unified offloading mechanisat, thy taking into account both
computing and communication resources and their reldtipasas listed in Tab. Ill, as a whole,
can distribute the loads to the different devices of the remvnent.

In this context a utility function aiming to optimize the digation dependent Qo$an
be introduced acting as input for the offloading procedure by selecting liest cloud and
communication infrastructures, as shown in Fig. 3. The rhodastraints are derived from the
observation that the sum of the offloaded fractions must h&lep 1, thus the optimization

problem becomes:

max {we f (Ersmp(axi Bxi)) + wr f (Trsmp(@xi. Bxi)) + wy f (nrswo(axi Bxi))}  (1a)

axi, Bxi
M N K
s.t. ap+ Z @HNi + Z acLj + Z avpi = 1 (1b)
i=1 i=1 i=1

M N K
Z Brni + Z Bceli + Z Bmpi =1 (1c)
i=1 i=1 i=1

The above equation corresponds to maximize a utility fumctiefined as a weighted sum of
the functions related to the energy consumed, the time spaohtthe throughput achieved by
the RSMD, with constraints the amount of operations and aatsetshared among the different
entities. By doing this the system performs a unified offlogdmechanism by considering
jointly the communication and computing resourchs particular, the overall throughput can
be evaluated as the sum of the throughput valggsachievable through each node of the
scenario. The throughputy; is related to the number of SMDs; connected to thé'h node
and the channel capaciBW; of thei" node, and can be expressed by resorting to the Shannon
Formula. With respect to the latency, it can be evaluatedh@asam of the local computing, the
data transfer time toward and from the cloud/cloudlets, @nedidle time during the offloaded
computation.With respect to the consumed energy, it candowedi from the latency, as the
weighted sum of each latency components by the power cortsumeach state.

In Fig. 3, the functional blocks of the UMCC offloading meclamj based on a utility
function optimization, are represented. On one hand, thertsaity applications define specific
requirements, while the cloud topologies in a certain sgenset their features. The utility

function aims at selecting those cloud topologies and aconesvorks that allow to respect the
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requirements by setting an optimized distribution of thel@ation itself. The optimization of
the partition and the node association will impact again tes WMCC features to be used by

the other applications.

[Fig. 3 about here.]

The maximization of the introduced utility function could b nontrivial optimization problem,
depending on the considered number of applications andekewacting in the selected scenario.
To this aim different methods to find an optimal, or sub-ojtisolution, of the objective function

can be employed.

a) A Greedy approachlf the offloading operation is advantageous with respechédacal
computation, the cell association scheme allows to sefectitest’ node from the list of those
available; such list can be completed by each SMD that sactt passible access node based on
a self calculated objective function [4]. If the offloadingst is lower than the cost for the local
computation, the SMD will connect to the node which mininsizee cost function, otherwise

it will compute locally the application.

b) A cluster based approachThe idea is to divide the urban area in subareas having
ranger; each SMD can share resources only with the other SMDs, [dtsjcand HetNet access
points placed in the same subarea. This approach, even-t®irbal, can simplify the problem
by reducing the amount of concurrent devices that are imeblin the offloading;in [5] a
cluster based optimization model is proposed, where th&tersize plays a significant role for

optimizing the problem while keeping low the complexity

c) Biased RandomizatiorA different approach can be obtained by resorting to prdisaiboi
algorithms based on biased-randomization techniqueslif6this problem setting, the most
promising node concerning the potential increase in syst#fitiency has to be selected. The
biased-randomization techniques work by introducing addaor oriented random effect on the
possible solutions of a problem, allowing to choose the Isefiition from a set of possible
alternatives that are close to the global optimal.[6] a biased randomization algorithm is
proposed, allowing to approach the optimal solution by igginfrom a heuristic algorithm,
hence keeping the complexity low while approaching to theénegd solution. In [6], it is also
possible to note that such an approach is feasible from tpementation point of view allowing

to have a quasi-optimal solution in a reduced amount of time.
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V. CONCLUSIONS

In this paper we developed the UMCC framework, a concept thgiarts the smart city vision

for the optimization of the QoS of various types of smart @pplications.By exploiting the

heterogeneous types of applications and devices, typfaalSmart City environment, and from

the heterogeneous computing and communication infrastieithat composes the technological

nervous system of the Smart City, the proposed UMCC framewtdws to optimize the

system performance by respecting the application reqeinesnby performing a suitable partial

offloading mechanismrhe performance shown in specific applications allows to [m#ostic

about the UMCC practical effectiveness.
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TABLE 1l

SUMMARY OF SMART CITY APPLICATIONS AND REQUIREMENTS

Requirements

Application latency energy throughput | computing| exchanged data storage| users
Mobility restrictive variable restrictive high high variable| high
Healthcare restrictive | non-restrictive| non-restrictive]  high high high low

Disaster Recovery| restrictive restrictive | non-restrictive high high high | variable
Energy non-restrictive| non-restrictive| non-restrictive high high high high
Waste Management non-restrictive| restrictive | non-restrictive low low low low

Tourism non-restrictive|  restrictive | non-restrictive high high high | variable
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TABLE Il

SUMMARY OF ENTITIES AND RELATIONS IN THE UMCC - INVOLVED FEATURES AND REQUIREMENTS

S31gavl

Entity Connectivity Storage| Throughput Energy Time latency
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