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Abstract
This paper deals with the automatic adaptation of Web contents. It is recognized that quite often users need some personalized adaptations to access Web contents. This is more evident when we focus on people with some accessibility needs. Based on the user profile, it is possible to transcode or modify contents (e.g., adapt text fonts) so as to meet the user preferences. The problem is that applying such a kind of transformations to the whole content might significantly alter Web pages that might become unreadable, hence making matters worse. We present a system that employs Web intelligence to perform automatic adaptations on single elements composing a Web page. A reinforcement learning algorithm is utilized to manage user profiles. We evaluate our system through simulation and a real assessment where elderly users where asked to use for a time period our system prototype. Results confirm the feasibility of the proposal.

1. Introduction
Recent advances in Web technologies have revealed that adaptation of contents improves the access to the Web [1, 2, 3]. Among the different types of adaptation, self-adaptation is a way to organize contents based on the specific needs of a given user. Visualization preferences of a given user can be encoded and stored in a user profile. Such a profile can be employed to perform automatic content adaptation, thus realizing a content personalization. Commonly, these transformations adapt the layout of a Web page, as well as the formats and shapes of contents within the page.

The typical approach consists in applying such transformations to all the elements which compose the entire Web page. This might result in a complete alteration of the Web page. Without a wise manipulation, the Web page can become unreadable, thus making the efforts to help the user useless, or even worse, detrimental. In substance, a more user-centered approach should be exploited, able to customize only the shape of some specific Web page elements, instead of the whole page. In essence, customization is just limited to those elements that really affect users’ reading.

Such an approach could have a strong impact, in particular for those users with some reading-related disabilities (i.e. people with dyslexia, users with low vision, users with color blindness, elderly people). Moreover, this approach can provide benefits even to those users
who are equipped with devices with different capabilities, such as tablets, smart-phones, and smart TVs. In this context, both readability and legibility are affected by different issues, such as Web text characteristics [4, 5, 6] and users' abilities [7, 8, 9].

This work presents a system, called ExTraS (EXperiential TRAnscoding System [1, 10, 11]), and thought to improve Web content legibility. The approach adapts some characteristics, in particular the text formatting ones (e.g. font size, font face, luminance contrasts), according to users' preferences and needs. ExTraS tracks users' behavior to learn and model their preferences and to automatically provide the best adaptation, tailored for each user, predicting his/her needs. Such an adaptation is based on a machine learning mechanism (Reinforcement Learning), exploiting the idea of reward/punishment. We have built a prototype system and we have evaluated it by means of a simulation assessment and tests with real users. Both of them confirm the viability of our proposal.

The remainder of the paper is organized as follows. Section 2 describes background and related work, while Section 3 presents the architecture of our system, detailing how it profiles users, how it applies the machine learning mechanism and how it adapts the content. Section 4 introduces the prototype we have developed, showing some screenshots. Section 5 reports the simulation assessment and the tests with users we have performed, detailed the obtained results. Finally, Section 6 concludes the paper illustrating main findings and further work.

2. Background and related work

Our work takes into account several issues and has been based on many related work. This section aims to briefly describe the most significant ones, which are related to improving Web pages legibility with font adaptation, adaptation and personalization of digital and Web contents and services, and the use of machine learning techniques and algorithms to track and understand users’ experiences and behaviors.

According to the definitions in the literature, legibility is related to perceiving text by distinguishing each character from all other ones in the font, without any ambiguity. Hence the more text letters are distinguishable, the more such a text is legible [5, 6]. A different issue is the readability, which is related to reading and understanding textual information: the more a text is complex (with difficult words, long paragraphs, acronyms, abbreviation, technical terms, foreign sentences, etc.) and the less a text is readable [5, 6]. Summing up, legibility refers to text perception, while readability refers to its comprehension. In this context, the reading activity can be strongly affected by textual characteristics, such as font face, text size, background and foreground colors, alignments, paragraphs, words and letters spacing [4, 7]. Online reading abilities and textual characteristics, which better support users in such a kind of activities, are the topics of several studies, taking into account also the device in use (including mobile [12] and smart devices [13]), as well as specific users contexts ([14]) or condition (including reading disabilities [8, 15], visual impairments [9], ageing [7] and low-literacy [16]). Some of these studies [16, 17] have emphasized the importance of adapting only those parts of content that represent an effective barrier to users. This way, the whole content and its layout are not distorted, and customization is just limited to those elements that really affect users’ reading. Outcomes from these previous studies have been taken into account in our work.
In context of supporting users’ reading abilities, research results have pointed out that users need to be able to adapt text to meet their particular needs. Without such a personalization a user’s need can conflict with general best practice, or can conflict with another user’s need [15]. For instance, many people with dyslexia and other reading impairments need low contrast between text color and background color [17], while many people with low vision and many people with declining eyesight due to ageing need high contrast [15]. Moreover, there are differences not only between users, but even an individual user’s need can change.

The personalization and adaptation of digital Web contents and services are at the basis of several studies. The necessity for personalization ranges from the need for the use of different formats and aspects (due to different devices, context of use, or specific preferences and conditions [3, 18]) to the need for different contents (recommending resources that can be of interest for the users, according to the preferences and the behaviors they have already shown somehow). Several works have been done in this field, such as [19], where users’ preferences are taken into account User-centric personalization of Web sites, by means of personalized content recommendations is at the basis of [20]. In works like this latter one, user profiling is a fundamental activity, because it can drives the personalization and adaptation of content and services [21]. Users’ profile and model can also be built according to their behaviors.

Users’ behaviors as personalization-drivers have been exploited in [22]; in this case, the author proposes an approach to construct a dynamic user model, strongly based on user’s behavior, which drives the personalization of media augmentation, accessed by using some mobile devices. Another adaptation approach, called “experiential transcoding” [23, 24], exploits the concept of experience-based transcoding. Compared with more traditional forms of Web transcoding and adaptation, the main advantage of experiential transcoding is that it is strongly user-centered. It applies techniques and mechanisms which adapt contents on the basis of users’ experience. In particular, in [24], eye tracking has been used to understand users’ experiences.

Analogously to these cited solutions, our work exploits the idea of adapting Web contents on the basis of users’ experience. In particular, we track past users’ adaptations so as to learn users’ preferences and to provide (and/or suggest) adequate personalization. This approach has been inspired by recommendation systems used in e-commerce Web sites, social networks, search engines, etc. A similar approach has been used in [25], where the authors exploited a reinforcement learning algorithm in order to customize the rendering of advertisements in Web pages, on the basis of users’ preferences. Learning and predicting users’ preferences, so as to drive recommendation systems is also the main aim of [26]. The reward/punishment approach has been exploited also in [27], where the authors propose the use of the Q-learning algorithm for modeling the behavior of agents in simulations.

There are various proofs that Q-learning does converge to the optimal Q function, under very mild conditions [28, 29, 30, 31]. Moreover, several works compare Q-learning with other reinforcement learning algorithms [32, 33, 34]. The Q-learning algorithm has been chosen among all the other ones, because of its capability to continue learning while changing policies [33]. In fact, Q-learning tends to converge a little slower if compared with other reinforcement learning algorithms, in particular with the other temporal difference learning ones (e.g. SARSA), but it shows a more efficient reaction when policies change during time [33]. Such a
characteristic is strategic in our approach, because, as shown in the following sections of this paper, we take into account that users’ preferences and needs can change, due to temporary conditions in the context of use (e.g. lighting in the room, or external light, or different devices with different display characteristics) or due to more permanent conditions (e.g. changes in the vision while getting older). Another reason which has driven our choice is that Q-Learning is a simple and widely understood formulation of reinforcement learning, this would make more feasible the transfer of the lesson learnt to any other reinforcement-based approach in future works, as foreseen in [35]. An interesting approach which would be taken into account in our future works is represented by a novel alternative, called Reinforcement Learning-based Decision Trees (RLDT), that combines Reinforcement Learning (RL) and Decision Trees and that provided interesting results, as shown in [36].

3. System Architecture
Our system architecture is structured as shown in Figure 1. ExTraS is structured in three modules: the Profiling Module, the Learning Module and the Adaptation Module.

![Fig. 1 - System Architecture](image)

The aim of ExTraS is to set adaptations on different kinds of markup document, such as LaTeX, PDF, RTF documents, etc. Currently, our system works on explicit and descriptive markup documents, in particular HTML pages. While the user exploits a simple contextual menu to set his/her preferred adaptations (performed by means of the Adaptation Module), his/her behavior is tracked, with the aim of learning his/her preferences (thanks to the Learning Module, described in Section 3.2). All the user preferences are stored in a profile, managed by the Profiling Module, (presented in the following Section 3.1). This lets to apply or propose suitable adaptations automatically during future interactions. The profile is automatically created, while surfing the Web, and it is locally stored on the device. If a user exploits different devices, and the profile is shared among them, updates are synchronized, as in typical cloud-based approaches. In particular, specific sections of the profile are tailored according to the user’s devices (smartphones, tablets, laptops, and so on). Whenever a new device comes into the picture, a default section of the profile is set up according it and then the system begins to track the user’s behavior while he/she exploits such device.

The Adaptation Module (described in Section 3.3) is in charge of transcoding HTML tags, attributes and their related values and of personalizing CSS rules. In order to (automatically and/or on the basis of users’ explicit requests) adapt contents based on the user’s profile, the
system is capable to inject new tags or attributes into the content, and it is able as well to substitute original tags or attribute values with customized ones.

3.1 Profiling ExTraS Users

Generally, profiling users is an activity which can be useful in several contexts and applications, such as user interfaces and Web applications (i.e., recommendation system in e-commerce Web sites, personal data in social networks or in search engines filters, and so on). Data gathered in users’ profiles can range from personal data to contextual conditions, from user’s skills to his/her personal preferences [37, 38]. Such data can be collected in different ways, for instance the user can explicitly declare them or they can be learnt by the system as the user exploits it.

In our system, the user profile is a collection of typographic characteristics gathered by the system, on the basis of adaptations the user has requested so as to improve Web content legibility and readability. As the user exploits the system, asking for adaptations, our system computes automatic adaptations and related reward/punishment values (according to our Learning System, described in the following subsection), tracking the user’s behavior. Periodically, the system updates the user’s profile, adding new characteristics, updating reward/punishment values for the already existing ones or adding new characteristic values as requested by the user.

The system provides adaptations as state changes: from the original one to the adapted one, according to each user’s request. Characteristics of the original state are the ones the user has discarded, while characteristics of the adapted state are the ones the user has chosen. Hence, the system learns all the Web page characteristics which affect user’s reading ability (both in positive and in negative ways). Obviously, the user’s profile will be the more accurate the more the user asks for adaptations. As described in the following subsection, the system punishes discarded characteristics, while it rewards characteristics the user has chosen through the requested adaptations.

We have designed an xml-based profile which is structured in different parts, according to the devices the user exploits (see Figure 2 as an example). In each of these parts, the profile describes all the preferences of the user in terms of typographic characteristics (e.g. font family, font size, colors, alignment, etc.). In order to describe this, each one of such typographic characteristic is set as an element (tag), which is equipped with a “v” value that identifies the specific value (i.e. “Verdana” for font family, or “16” for font size, or “black” as background color, and so on) and with a “r” value that tracks the preferences of the user with respect to “v”. In the following, when we say “the user has discarded an element v”, we mean that the user decided to not visualize some content using that typographic characteristic “v”, considering it as a barrier to his/her reading activity, affecting the content legibility. On the contrary, when we say “the user has chosen” to exploit the “v” element, we mean that he/she prefers or accepts to visualize some content that have that specific textual characteristics.

The “r” attribute is related to the reward/punishment assigned by our system and can assume different values (as described in the following subsection). Summing up, we can face three different possible cases, according to user’s behaviors:
• if “r”<0, the user has discarded the “v” value for a given element;
• if “r”>0, the user has chosen (or accepted) the “v” value for a given element;
• if “r”=0, the “v” value for a given element has been chosen and discarded the same amount of times.

The absence of a characteristic or a specific “v” value in the user’s profile means that the user has never asked for such characteristic adaptation or he/she has never discarded or chosen such a “v” value. Thus, the idea is that user’s preferences are identified by ExTraS on the basis of discarded and chosen text formatting characteristics, tracking even those elements that represent a barrier for that specific user. The profile is initially empty; the system learns preferences and updates the profile while the user surfs the Web. In particular, the requirement of adaptations and changes to some elements in a Web page corresponds to punishments to the values for these elements, since the user considers them as barriers. Further, our system can perform automatic adaptations (as described in subsection 3.3); when these proposed adaptations are accepted by the user, the values related to the adapted elements obtain a reward.

```xml
<device type="tablet" id="3" display_width="" display_height="">
  ...
  <font_face family="sanserif" r="9" v="verdana"/>
  <font_face family="sanserif" r="5" v="arial"/>
  <font_face family="serif" r="-2" v="times new roman"/>
  <font_face family="monospace" r="-3" v="courier new"/>
  ...
  <font_size r="8" v="18"/>
  <font_size r="3" v="16"/>
  <font_size r="-12" v="12"/>
  <font_size r="-5" v="9"/>
  ...
  <line_height r="6" v="1.5"/>
  <line_height r="-2" v="1"/>
  ...
  <text_alignment r="7" v="left"/>
  <text_alignment r="-1" v="center"/>
  <text_alignment r="-7" v="justify"/>
  ...
</device>
```

Figure 2. A fragment of a user’s profile.

The profile groups the preferences by the devices the user exploits. For each device, the profile stores the type, an id value, the display width and height (in terms of pixel) and other data about the device in use (i.e. the ability of changing display luminosity on the basis of ambient lighting). The device in use is deduced by the HTTP request and its capabilities are collected from repositories, such as WURFL [39].
Figure 2 shows a fragment of a user’s profile, as an example. Textual characteristics are grouped by a tablet device. In such an example, the user has preferred (among all the adaptations): Verdana as font face, 18 as font size, 1.5 as line height and left as text alignment. In the same example, the user has discarded: Times new roman and Courier New as font face, 9 and 12 as font size, 1 as line height and center and justify as text alignment, while he/she has used the tablet.

3.2 Learning System
A reinforcement learning algorithm, based on the idea of reward/punishment [40] is exploited as the machine learning system that manages the user profile [11]. Based on it, the user profile is updated, either by adding new preferences/barriers, or by updating reward/punishment values associated to existing elements of the profile.

The specific algorithm in charge of managing the punishments/rewards described in the previous section is Q-learning [29]. In essence, this scheme allows learning the optimal policy to accomplish, based on the history of interactions of the system with the environment. The history is a sequence of state-action-rewards \( <s_0, a_0, r_1, s_1, a_1, r_2, ... > \), meaning that when the system is in a state \( s_i \), it takes the action \( a_i \), obtaining a reward \( r_{i+1} \). For each of these actions, the algorithm updates an estimation \( Q[s, a] \) of the reward obtained by taking the action \( a \) when the system is in state \( s \). Each time the system takes an action, given a state, and it receives a reward, such an estimation \( Q[s, a] \) is updated based on the following equation:

\[
Q[s, a] \leftarrow Q[s, a] + \alpha (r + \gamma \max_{a'} Q[s', a'] - Q[s, a])
\]

where \( \alpha \) is a step rate; \( r \) is the observed reward; \( s' \) is the state where the system goes by taking the action; \( \gamma < 1 \) is a parameter, that works as a discount value, which serves to give a weight to the estimation of the maximum reward \( \max_{a'} Q[s', a'] \) that system can measure by taking some future action in the novel state \( s' \), based on its current information.

The general algorithm executed by our system is described in the following.

1. When a user opens up some few Web pages, then he/she can adapt some characteristics. At this initial stage, the system just tracks his/her behavior and starts to learn his/her preferences. Moreover, it starts to assign reward to the chosen characteristics, according to the related state, so as to start building the user’s profile.

2. When a user opens up a new Web page, then the system parses the DOM and the related style rules, taking into account the user’s profile.

3. All characteristics of elements in the DOM are matched with the user profile. In particular, all those characteristics that the user has discarded (with a low “r” value in the profile) are collected.

4. For each characteristic, the system maintains a negative threshold value “t” that is exploited as follows. For each element with a low “r” value, the adaptation that has associated the highest reward is considered. In particular:
   a. if \( t < r < 0 \): the system proposes such an adaptation to the user; if the user accepts it, then a reward is assigned; else, a punishment is associated;
b. otherwise \((r < t)\), the system automatically adapts such characteristics, by substituting them with the ones the user prefers. If the user ignores the automatic adaptation (i.e. it is accepted), then a reward is assigned. Else, the user rejects the adaptation; thus a punishment is associated.

5. The user can in turn adapt some element by himself/herself. In this case, the system observes the user’s behavior and assigns related reward/punishment. Unchanged characteristics receive no reward.

6. All the updated rewards and punishments are stored into the user profile.

The system repeats phases from 2 to 6 any time the user opens up a Web page.

3.3. Adapting Content with ExTraS

Content adaptation is the action of transcoding or transforming content so as to meet users’ preferences and needs, even according to the device he/she is using [41]. In ExTraS, we provide content adaptations with the aim of improving Web pages readability and legibility. In our system, the adaptation process is in charge locally, on the client side. The system can locally decide and employ the most appropriate adaptations, according to user’s profile, which is fed on the basis of the user’s behavior.

As we have already claimed, the aim of our system is to adapt several kinds of markup document (e.g. LaTeX, PDF, RTF, etc.). But currently ExTraS works on explicit and descriptive markup documents, in particular HTML pages. Our system performs adaptations by changing tags, attributes and related values: the system injects new tags or attributes and/or it substitutes original tags or attributes value with the customized ones, changing markups.

When a user opens up a Web page, then the system parses the DOM and the related style rules, by considering those characteristics with a negative “\(r\)” value in the user’s profile. If such characteristics are found in the page, then the system decides if automatically adapting them (if the “\(r\)” value is less than a threshold “\(t\)”) or if just proposing to the user such an adaptation (if the “\(r\)” value is greater than “\(t\)”). The discarded characteristics are substituted by the “\(v\)” values with the highest “\(r\)” : since the user has chosen them the most (to improve his/her reading ability), so we can assume these are his/her preferences in terms of such characteristics.

For instance, let us consider the user’s profile depicted in Figure 2. If the user opens up a Web page and the system finds a paragraph written in Times New Roman (with “\(r\)” equal to -2), then the system proposes an adaptation from Times New Roman to Verdana as font face. The system chooses Verdana instead of Arial, because the Verdana “\(r\)” value is higher than the Arial one.

A list of adaptations the system can employ is the following one:

- Zooming font size: the system can increase font size by a specific percentage or unit.
- Changing font face: the system can substitute the original font face with another one.
- Changing font style: the system can set a specific style (i.e., italic, underline or normal) to the text.
- Changing spacing: the system can change spacing-related attributes (i.e., letter spacing, word spacing, line-height, margins, paddings, etc.).
• Changing text alignment: the system can set users’ favorite text alignment (left, right, center or justify).
• Enhancing luminance ratio: the system can increase the luminance ratio. The system keeps the same background color and computes a new foreground color, so as to enhance the luminance contrast ratio.
• Changing background and/or foreground colors: the system can set different background and/or foreground colors, according to users’ choice.
• Language translation: the system can substitute original words and/or sentences in translated ones.
• Acronyms expansion: the system can substitute acronyms with their related expansions.

While the most of the ExTraS adaptations are devoted to improve Web pages legibility, the aim of personalization related to Language translation and Acronyms expansion is to enhance the readability of Web textual content.

4. ExTraS Prototype

We have designed and developed a prototype of our ExTraS which adapts HTML documents. Such a prototype has been implemented as a Firefox extension. Users can activate a contextual menu to set the preferred adaptations on an HTML page. Then the system performs such adaptations by suitably changing the HTML and/or the CSS code of the page, on the client-side. In the meanwhile, the system tracks users’ behaviors with the aim of learning their preferences and then automatically applying or proposing suitable adaptations.

This prototype has been implemented as a Firefox add-on by means of Mozilla SDK [42]. Currently, the prototype has been tested on laptops (equipped with different operating systems) and on Samsung Galaxy Tab 2 devices, equipped with Android 4.0.4 and Firefox 33.0.

Scripts have been created so as to:

• provide an ad-hoc contextual menu, letting users choose among a sub-set of available adaptations (as shown in the screenshot depicted in Figure 3): changing font face, changing font size, and changing background and foreground colors.
• Adequately modify the DOM of the HTML page, injecting new attributes or changing values for the already existing ones. In particular, the prototype can add “style” attributes with CSS rules to the element tag or can change the existing CSS rules values, according to the adaptations the user has requested. This way, thanks to CSS cascading feature, customized values of inline rules override the same ones eventually declared in external or internal CSSs.
• Add scripts to create and activate pop-ups: when an adaptation is just proposed to users, this is triggered on the mousehover event, by means of AJAX scripts. This is the case described in the step “4.a” of our algorithm, as detailed in subsection 3.2.

Figure 3 shows a screenshot of a Web page with the contextual menu of the prototype we have developed: after activating such a menu, it is possible to zoom in, to zoom out, to change the font family, to change the background and foreground colors of the specific element the user has chosen (which is highlighted by means of a colored border).
Figure 4 shows a screenshot (of the same Web page in Figure 3), when the chosen adaptations are automatically performed. In particular, the font size of links to results of the Google search has been increased. The description of each result has been adapted by increasing the font size and by changing the background and the foreground color. Also links which follow the result descriptions have been increased in terms of font size. This is the result of automatic adaptations when a user has frequently chosen to increase the font size of links and of small textual elements (less than 14px) and the color contrast of textual element where the original background color was white and the original foreground color was gray (with a low color contrast).

Figure 5 compares two screenshots of the same Web page (Yahoo! news home page, http://news.yahoo.com/), which have been taken respectively before and after having applied some adaptations by means of ExTraS. In particular, the adaptations were done with the aim of increasing the font-size and the color contrast of the titles and the summaries of the news.

Finally, Figure 6 shows a screenshot of the options available for the ExTraS extension, the user can set. For instance, the user can choose to highlight borders of the textual elements in the HTML page, when he/she activates the contextual menu in order to choose a specific adaptation to the element. By means of these options, the user can decide if he/she wants ExTraS always applies automatic adaptations to any Web page (On), or if the user can choose automatic adaptations only for a specific Web page (Off), or if all these options are always applied to any Web page (Default).

Screenshots in Figures 3, 4, 5 and 6 have been taken from a PC equipped with Firefox 33.0.
Figure 3. A screenshot showing our contextual menu.

Figure 4. A screenshot showing adapted elements.

Figure 5. Screenshots taken from Yahoo! news home page (http://news.yahoo.com/) before and after adaptations on titles and summaries of news (increasing color contrast and font size).
5. ExTraS Evaluations

In order to assess the viability of our proposal, we have developed a simulator which mimics the user behavior and we have integrated it with a framework that implements the reinforcement learning algorithm. Moreover, we have conducted tests with real users, equipping their laptops with the ExTraS prototype.

In subsection 5.1 we describe the simulations we have performed and the related results and in subsection 5.2 we present the tests we have conducted with the real users.

5.1 Simulations

A first evaluation was conducted via simulation [1]. The rationale was to understand how the presented approach behaves when different types of users (i.e. with different profiles) are considered. Since it is difficult to conduct a wide range of real tests with different users, we resorted to simulation. Users were simulated as agents having different needs, based on their profiles. We made real tests with a typology of users, which is described in the next subsection.

The aim was to perform a quantitative evaluation of the benefits provided by the intelligent adaptation system. Users were simulated to have some kinds of disabilities; this corresponds to set users having some specific preferences about characteristics of text styles, fonts and dimensions, associated to elements composing some Web pages.

We modeled three different kinds of users:

- users with dyslexia;
- users with low-vision;
- elderly users.
The typical profiles for these users are quite different and very specific. Thus, these contexts are particularly challenging for our system.

In substance, we have created three different user models, one for each type, with specific users’ needs, grouped as a profile, corresponding to the most typical preferences that users might want when accessing a given content, avoiding those text characteristics which can represent a barrier, affecting legibility for them, according to the literature [7, 8, 9]. Each simulated user adopts its related model.

Going into the details of the user profiles, we assume that a user with dyslexia commonly prefers to read text with an Arial font, or a San Serif font family. He/she prefers that text elements are displayed with a font size equal or higher than 18 points. As concerns the text alignment, a left alignment is preferred while a justified alignment is highly deprecated [8].

A user with low vision, instead, benefits from San Serif type fonts; font size should be around 16-18 points. A left alignment is preferred, with a line height set to 1.5 [9].

Finally, a 14-point font size has a significant improvement in legibility for elderly people; they also prefer san serif fonts, in particular Arial and Verdana (as a second choice) [7]; moreover, left alignment is preferred, as well as space between lines, paragraphs and around clickable targets (such as links and buttons, so that each one is easy to target and hit separately) [6].

In order to assess whether (and how) the system is able to react to changes in user preferences, we also implemented a sort of inconsistent user, that from time to time gives some feedbacks to our system which are not compliant to his/her user model. Finally, we have also implemented a user who changes his/her preferences during the simulation. As an example, this can be the case of an elderly user.

Agents were set to browse the Web, by randomly selecting Web pages among a set of the 10 most visited Web sites, taken from the ranking provided by Alexa top Web sites list (November 2014) [43]. The set of Web pages was: Google home page, Google search page (http://www.google.com), Facebook news, Facebook user’s wall (http://www.facebook.com), YouTube home page, YouTube video page (http://www.youtube.com), Yahoo! home page, Yahoo! result page (http://www.yahoo.com), Wikipedia home page, Wikipedia item page (http://wikipedia.org).

To implement the reinforcement algorithm, exploited by the Learning Module, the Piqle framework was utilized [44]. In order to do that, we have customized Piqle, so as to simulate our system and the users’ behavior. Summing up, we have mainly implemented the following issues:

- Three main entities simulate the adaptation process: Environment, State and Action. The user directly interacts with the Environment. A State is the collection of the text characteristics of the Web page the user is surfing, while an Action is an adaptation of a specific text characteristic for a specific element of the Web page.
- The reward/punishment is assigned based on the couple (State, Action). It is computed according to the user’s feedback; this feedback was generated on the basis of the user model.
• The system starts learning during the initial observation phase. In this phase, it just observes and tracks user’s behaviors, rewarding the chosen characteristics (according to the related state) and understanding the barriers that affect user’s reading.
• After the initialization phase, it starts proposing and automatically performing adaptation.
• A punishment is assigned to the discarded text characteristics (identified as barriers), so as to enforce the need of adapting them.

In order to evaluate how our system learns users’ preferences, we have conducted several simulations for each of the three user models we have already described. Users were set to surf the Web by browsing an amount of pages ranging from 1,000 to 500,000.

For each simulation, we have counted the adaptations the system has performed that were not compliant to the user profile. This way, we can observe the number of errors the system does, while it learns. Such a value represents the distance between the simulated user profile and the user model the system learns during the trials. Simulation steps are represented by browsed Web pages. When the errors are 0, then the system has learnt the users’ preferences. We have observed that the average number of browsed Web pages after which the number of errors (in terms of adaptations the user rejected, because they are not compliant to his/her profile) tends to zero changes according to the initial phase of observation. This means that the longer is the observation phase and the less the number of wrong adaptations the system performs.

Figure 6 shows a single simulation of a user with dyslexia, which browses 1,000 Web pages. The user does not change his/her preferences during the trial and, in this case, our system proposes 10 errors after 14 browsed Web pages, after that the number of errors tends to zero.

In order to better test our system, we have also simulated users who change their minds during the trials. In particular, we have simulated some users with a certain probability (expressed in percentage, from 0.1% to 20%) of giving feedbacks which are not compliant to their profile. Figure 7 shows a single simulation of a user with low vision who gives a 1% of inconsistent feedback, in a trial with 1,000 Web pages. The peaks in the plot correspond to the situations when the user does not provide feedbacks compliant to his/her profile. In these cases, the system applies some sort of wrong adaptations contextually, due to those inconsistent user’s behaviors. Such inconsistent behaviors could be due to some contextual situations that can affect user’s reading, such as, for instance, a different ambient light while the user is exploiting a device which cannot automatically adjust the display luminosity according to the ambient lighting. In this case, the user needs adaptations which different from the ones that the system usually automatically performs, requiring a different color contrast. After those peaks, the system continues to perform adaptations compliant to the profile and then the user accepts them as usual, with no errors. No additional learning phase is required, since the profile has not been changed.

Moreover, we have simulated users who change their minds just once during the trials. Figure 8 show a single simulation of an elderly user who asks for bigger font size dimensions after 500 pages. The peak shown in the plot corresponds to that change of preferences. After that, an additional learning phase is needed. This means that the system applies some adaptations which are still compliant to the old preferences, but not to the new ones. Hence, the user has to reject such wrong adaptations, so as to let the system learn his/her new different needs. In this
case, since only one preference has been changed, then the number of steps needed, so that the number of errors results negligible, is less than the initial ones. The same is for the number of errors the system does at the very first step the user changes his/her mind about font size dimensions. In cases like this one, we have observed that the later the change of preferences happens and the higher is the number of errors that the system commits after this modification in the user’s profile.

Figure 6 – User with dyslexia, with a consistent behavior

Figure 7 – User with low vision, with inconsistent behavior
The simulation campaign confirmed that the system learns the user’s preferences, independently from the simulated user. But needless to say, having experimental results obtained from a real evaluation might provide useful indications on the performance and the goodness of the system. Results from this evaluation are reported in the next subsection.

5.2 Tests with users
We have conducted a test with users campaign involving 10 elderly users [45]. In this subsection we describe the users sample, how we conducted the tests and the related results.

The age of the involved users ranges from 65 to 69, with an average value of 67.1; 50% are female and 50% are male, all of them are Italian language mother tongue. Their use of the Web is vary various, some of them use to navigate 3 hours per day, while some other just few hours a week, with an average value of 10.4 hours per week, with a minimum value of 3 hours and a maximum of 22 hours per week. The Web site all of them navigate most frequently is Google, then they browse other Web-mail providers, Wikipedia, YouTube, news Web sites, Web sites about recipes, cooking tips, and how-to food, sport Web sites, etc. All these data have been collected by means of a pre-test questionnaire.

We have divided such users in two groups, according to their skills in using computers and other digital devices (i.e. smart phones, tablets) and according to the use of the Internet and the Web they usually do. In particular, we have considered the average time per week they spent navigating the Web, if they have got a smart phone or a tablet and if they usually also mobile devices to surf the Web, how many email, instant messaging and social network accounts they daily manage and their claims about the use of digital technologies they do and about how they feel comfortable in using them. The result is that we have identified 2 groups, each one is composed by 5 users, and we have called them the expert group and the non-expert one, according to the users’ technological skills. The average amount hours spent while browsing the Web for the expert group is 16.4 hours per week, while for the non-expert group is 4.4.
The ExTraS users evaluation has been conducted in two phases: during the first phase we asked our users to complete some tasks by using ExTraS installed on their laptops, while during the second phase we let the users exploit ExTraS for an 8 weeks period. The users have filled a questionnaire related to such two phases, reporting about their whole experience with ExTraS.

The tasks we have asked our users to complete are the following ones:

1. Increasing the font-size of news in one of the most frequently navigated news Web site.
2. Changing the background and the foreground color of the results of a search on Google.

All the users completed all the tasks, and answered our questionnaire, by declaring their appreciation of the feature exploited to complete each task (assigning a score ranging from 1 to 10) and the time (in minutes) they have spent to complete it. Results are reported in Table 1. The table groups the users in experts and non-experts. Generally, the assigned score and the time spent in completing the tasks show us that the users have appreciated the ExTraS features, found them easy to be used.

Table 2 reports the average values for the whole set of users and for each one of the two groups. This table shows that generally the expert group assigned highest scores to the task and spent less time to complete the task, compared with the non-expert group. In particular, the task with the less average score and which required more time to be accomplished was the one related to the option page on the Add-ons Firefox section, which is the task with the highest time needed to be accomplished. While the task with the highest score is the one related to increasing the font-size in a newspaper Web site and the task with the lowest time needed to be completed is the third one (changing the font-family of a Wikipedia term definition). This means that the most appreciated task is not the one which requires less time to be done (the third task). The first task was appreciated because each user experienced change in their vision ability due to their age and they really enjoyed the possibility of increasing the font-size of single paragraph and part of textual content in Web sites, while they generally found less interesting the idea of changing the font-family, as witnessed by User 5 who commented:

“I use to navigate the Web every day and I often forget my glasses in my bag or in other rooms. Increasing the dimensions of single pieces of textual content in the Web pages could really help me while I browse. Obviously it is not the same, however it is useful”

We assume that the users generally consumed less time to complete the third task because the operation on the ExTraS contextual menu is very similar to the one needed to complete the first task, which was already done.

Task 2 was particularly appreciated by User 9, who commented:

“I like the idea of choosing background and foreground colors in Google results. I think this could be really useful when I read news on my favorite newspaper Web site in the morning.”
After an 8 weeks trial period, we have asked our test users to fill a last questionnaire composed by 9 closed-ended questions and by an open-ended question. This latter one lets the users provide an open description of their experience with ExTraS, including weaknesses and strengths of the system, what they have really appreciated and what have affected their experience. The users are asked to respond to the former, expressing how much they agree or disagree with the sentence in the question, fitting along an ordinal scale, ranging from 1 to 10 (where 1 indicates that the user totally disagrees with the sentence, while 10 means that the user totally agrees with it). These closed-ended questions aim to evaluate users’ appreciation about: the ExTraS contextual menu (in terms of usefulness and easiness of use), the available
adaptations, the mechanism which automatically performs the adaptations, wrong adaptations automatically performed, additional Web pages loading time (due to the Adaptation Module phases). Moreover, we asked them about their willing of continuing using ExTraS on their browsers.

Table 3 reports the questions and the related scores assigned by the users, while Table 4 shows the average values assigned by the whole set of users and by each group. The assigned scores indicate an overall satisfaction among all the users, which affirm that the contextual menu is useful and easy to be used and that the system worked in a fine way, usually proposing them adaptations which improved the legibility of the Web page they were navigating, according to their preferences. Non-expert users assigned highest scores to the usefulness of ExTraS, to the adequateness of the available adaptations and to the effectiveness of the automatically performed adaptation in increasing the legibility of the Web pages. Expert users scored highest values about the conformance of automatically performed adaptation to their needs.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Phase 2 Questionnaire results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong></td>
<td>The contextual menu (showing the available adaptations) is useful</td>
</tr>
<tr>
<td>User 1</td>
<td>9</td>
</tr>
<tr>
<td>User 2</td>
<td>9</td>
</tr>
<tr>
<td>User 3</td>
<td>8</td>
</tr>
<tr>
<td>User 4</td>
<td>7</td>
</tr>
<tr>
<td>User 5</td>
<td>10</td>
</tr>
<tr>
<td>User 6</td>
<td>7</td>
</tr>
<tr>
<td>User 7</td>
<td>5</td>
</tr>
<tr>
<td>User 8</td>
<td>5</td>
</tr>
<tr>
<td>User 9</td>
<td>7</td>
</tr>
<tr>
<td>User 10</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3. Phase 2 Questionnaire results
Only User 1 has claimed that he prefers to explicitly choose the adaptations, instead of exploiting the automatic adaptation system.

“I really would like to control what happens. I like the idea of changing textual characteristics, but I prefer to choose on myself when and what.”

The same user has indicated that he will continue to use ExTraS, by disabling the automatic adaptations.

Only one user claimed she will not continue to use ExTraS (User 6), while all the other ones expressed their willing in doing it. In particular, she is the user with the lowest average time spent browsing the Web, she is not particularly skilled (she was the only one with just an email account and no mobile devices) and she felt awkward in using what she perceived as an additional tool.

Additional computational time has been indicated as an important issue all the users have to face with, hence we have added the option described in section 4, with the aim of letting users enable or disable the application of the automatic adaptations to any Web page or to just choose whenever applying it or not (page by page). In particular, expert users are more subject to additional computational times than the non-expert users.

<table>
<thead>
<tr>
<th></th>
<th>Expert Group</th>
<th>Non-expert Group</th>
<th>Average Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The contextual menu (showing the available adaptations) is useful</td>
<td>8.2</td>
<td>8.6</td>
</tr>
<tr>
<td>2</td>
<td>The contextual menu (showing the available adaptations) is easy to be used</td>
<td>8.8</td>
<td>8.8</td>
</tr>
<tr>
<td>3</td>
<td>Available adaptations are adequate and sufficient</td>
<td>8.2</td>
<td>8.6</td>
</tr>
<tr>
<td>4</td>
<td>During the evaluation period the system automatically performed the adaptations I needed</td>
<td>8.6</td>
<td>8.4</td>
</tr>
<tr>
<td>5</td>
<td>I prefer to explicitly choose adaptations on my own instead of automatic ones</td>
<td>4.2</td>
<td>2.8</td>
</tr>
<tr>
<td>6</td>
<td>Automatically performed adaptations have always improved the legibility of the Web page I was navigating</td>
<td>8.4</td>
<td>8.6</td>
</tr>
<tr>
<td>7</td>
<td>Automatically performed adaptations have often decrease the level of legibility of the Web page I was navigating</td>
<td>3.6</td>
<td>3.4</td>
</tr>
<tr>
<td>8</td>
<td>Additional waiting time to load a new Web page is not acceptable</td>
<td>6.2</td>
<td>5.4</td>
</tr>
<tr>
<td>9</td>
<td>I will continue to use ExTras after this evaluation period</td>
<td>7.4</td>
<td>6.6</td>
</tr>
</tbody>
</table>

Table 4. Phase 2 Questionnaire results Average values the two groups of users

By comparing the Phase 1 and Phase 2 results, we can observe that the group of non-expert users generally have more difficulties in accomplishing the assigned tasks (in terms of time spent to reach the goal of the tasks and of assigned scores), but they enjoyed the ExTraS system as well as the expert ones, scoring its usefulness, its automatically performed adaptations and the resulting legibility of Web contents with higher values than the expert group.
Thanks to log files, we have evaluated the performances of ExTraS, during the evaluation periods, in terms of manual adaptations (explicitly chosen by the users thanks to the contextual menu), wrong automatic adaptations and correct automatic adaptations. Figure 9 shows such values as average daily adaptations grouped by weeks for User 5, the user who mostly exploited ExTraS and with the highest average time spent on the Internet. It is worth noting that during the first weeks the system requests many manual adaptations and commits more errors in terms of wrong automatic adaptations, while, after such an initial period, these values tend to zero. On the contrary, the number of correct automatic adaptations increases during the evaluations period. Obviously, the more the user exploits ExTraS and the more ExTraS learns and improves correct automatic adaptation.

![Figure 9 – User 1 test period](image)

6. Conclusions

This paper discussed on the design choices, the implementation and evaluation of a Web page personalization system, based on reinforcement learning. Personalization is realized based on users' preferences and needs. The main aim is to improve Web pages legibility; this is accomplished by adapting those textual elements that represent a barrier to users reading. The approach exploits the Q-learning algorithm to understand which might be the best adaptations to perform on a Web page, tailored for each specific user.

The system has been evaluated through simulation and real tests. Simulation was employed to test different users' behaviors, with different accessibility characteristics. By tracking the adaptations requested during an initialization phase, the system is able to understand the preferences of the users and to automatically propose adaptations.

Real tests were devoted to understand if the real prototype we built can be of help for elderly users. We asked a set of elderly users (divided in two groups, according to their technological skills) to employ for a given period a Web browser equipped with our plugin. Then we asked them to rank it. Results are encouraging and confirm that the proposed methodology to dynamically adapt and customize contents is viable and effective. Therefore, we are able to conclude that a reinforcement learning approach to Web personalization is a strategy that could be adopted, especially during the design of software devoted to help people with specific needs.
Further studies would be conducted by implementing different reinforcement learning algorithms, so as to evaluate the most effective one.
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