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Abstract

Object manipulation is essential to build the surrounding reality, and affordances—the
action possibilities offered by the environment—have a crucial role in human–tool in-
teraction. Due to the exponential growth of the metaverse, a research question arises:
Does the theoretical model behind the human–tool interaction also work in artificial
reality? The present study aimed to investigate the difference in the sense of embod-
iment in human–tool interaction between usual and unusual objects in an immersive
360-degree video. The environment is a recording of a human arm that interacts with
various tools on a table. Forty-four participants took part in the study, and they were
randomized into two groups, usual or unusual objects, and in two within-participants
conditions, reach to move or reach to use. Results showed no significant difference in
the embodiment between usual and unusual objects, demonstrating that the ventral
and dorsal streams may perfectly integrate information in the artificial environment as
in the real world. Participants felt present in the virtual environment, as demonstrated
by the factor location of embodiment, so they believed they could interact with any
tools, independently of their affordances. The study contributes to understanding the
mechanisms behind human–tool interaction in the artificial environment.

1 Introduction

Object manipulation is essential to designing our surrounding real-
ity, despite influencing the movements in space. The manipulation of ob-
jects requires an interdependence between the visual and motor systems
expressed by the direct and immediate link between the perception of the
object and the potential actions an agent can perform on that object (Jo-
hansson et al., 2001). The action possibilities that are readily perceivable
by an actor have been defined as “affordances” and are based on the re-
lationships among an object, its environment, and the observer/actor.
According to Gibson (1977), given species evolved in a certain ecolog-
ical niche—the environment directly offers them the possibility to per-
ceive it correctly without the mediation of mental representations—
and humans tend to modify their environment to change its affordances
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to suit them better (Jones, 2018). Affordances can be
distinguished as stable or variable: stable refers to the in-
variant properties of the objects, which are independent
from the relationship with the agent who interacts with
them (e.g., the dimension or weight); variable affor-
dances refer to the temporary properties of the objects’
characteristics linked to the actions to be performed on
them (e.g., the location of the object or its orientation)
(Borghi & Riggio, 2015).

The human agent processes the different affordances
through the anatomical Two-Action Systems (2AS),
ventro-dorsal and dorso-dorsal streams, respectively, that
operate independently and in parallel, allowing the agent
to integrate them to act (Buxbaum & Kalénine, 2010).
Specifically, the ventro-dorsal stream system focuses on
the functional aspects of manipulating objects, and re-
lates to the agent’s prior sensorimotor knowledge about
the object use. The dorso-dorsal stream focuses on ma-
nipulating the object according to the visual properties
and is constantly updated during the action (Binkofski
& Buxbaum, 2013). The 2AS was adopted as a guide-
line to understand and explain the embodied cognition
paradigm, which claims that cognitive processes are sim-
ply simulations of previously acquired sensorimotor ex-
periences. In fact, the brain creates multisensory sim-
ulations to predict an action that is a result of the inte-
gration of sensory experiences from both inside (agent’s
previous experience) and outside (agent’s social context)
the body (Friston et al., 2010). For example, when we
see a pen on a table, the ventro-dorsal stream reminds
us how to reach and adjust our pinch to grasp the pen,
while the dorso-dorsal stream brings to our mind what
to use it for—to sign a document, for example. This was
reflected in a study that examined the participants’ re-
sponse time difference in the interaction with usual and
unusual objects, demonstrating how the elaboration of
the unusual objects is longer than the usual ones (Sciulli
et al., 2018).

In recent years, we have assisted in the exponential
growth of the simulative environment, the so-called
“metaverse,” a mixed reality between real and artificial
environments. The word metaverse was first introduced
by Neal Stephenson in 1992 in his novel Snow Crash.
He defined metaverse as a massive virtual environment

that can expand the physical world and enable users to
seamlessly engage with both real and simulated environ-
ments through avatars and holograms (Joshua, 2017).
Since their first appearance, the technologies to allow
the creation of the metaverse are fast evolving with the
use of VR headsets, haptic gloves, Augmented Reality,
and Extended Reality, which enable users to fully experi-
ence high levels of interaction and immersive experience
(Li et al., 2019; Lee et al., 2021; Dwivedi et al., 2022).
The technology’s evolution has generated a difference
between the metaverse described by Neal Stephen-
son and the one that tech companies are working on.
The main feature of the new metaverse is its “interreal-
ity”(Riva et al., 2010), namely the fusion between the
virtual world and the physical one. For example, Meta
Platforms are working on the potentialities of the meta-
verse to shape many aspects of how we work and social-
ize (Buana et al., 2023).

In this new social dimension, virtual and real objects
coexist in the same place, and what we do in the physi-
cal world influences the experience in the virtual world
and vice versa (Riva & Wiederhold, 2022). Previous
studies stated that virtual components have to follow
physical laws (Steffen et al., 2019), meaning that the
artificial environment should reflect realistic interac-
tion and should reproduce the real sensation of touch-
ing and moving objects to generate a high sense of im-
mersion (Gross et al., 2005; Sait et al., 2018). How-
ever, how people interact with different objects, both
usual and unusual, in a synthetic environment is still less
investigated.

Among the immersive technologies adopted in psy-
chological research (Suh & Prophet, 2018), the 360-
degree video has grown exponentially. This technology
consists of video recordings shot using omnidirectional
cameras or a collection of synchronized cameras with
overlapped field of view that allows users to see the envi-
ronment all around them. Moreover, through the head-
mounted display, it is possible to reproduce the real en-
vironment in a second time and generate an immersive
experience for participants (Huang et al., 2017; Repetto
et al., 2018; Ventura, Miragall, et al., 2022; O’Meara,
2021). The missing feature that prevents the 360-degree
video from being completely VR is the interaction with
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the virtual environment; that is, users are only passive
observers of the virtual experience, but they cannot in-
teract with it (Boeck et al., 2006). However, it has been
demonstrated that the 360-degree video is an efficacious
instrument to elicit the body swap illusion (Ventura,
Cebolla, et al., 2022) and, considering the cost-efficacy
of the technology, it was adopted in literature to study
how the mechanism of changing perspective from one
person to another could impact prosocial behavior
and attitude change (Kool, 2016; Ventura et al., 2021;
Sansoni et al., 2022).

In the present study, we adopted the paradigm of the
body illusion to understand how participants experience
the interaction and the manipulation of virtual objects
and the different affordances characterizing them. The
sense of embodiment is the perception of one’s body
given agency, ownership, and location (Lenggenhager
et al., 2007). This body perception can be altered in VR
by eliciting the body swap illusion, inducing the partic-
ipants to perceive themselves with a different body. To
this end, the present study investigates the difference in
participants’ body swap illusion while interacting with
usual or unusual objects in an immersive 360-degree
video.

2 Method

2.1 Participants

Forty-four participants, 31 (70.5%) of which were
women, with an average age of 23.52 years (SD = 3.33),
participated in the study. Potential participants were
recruited through word of mouth at the University of
Bologna, Italy. Only those who were at least 18 years old
and reported not having physical problems that could
inhibit free movements were included in the study. Sam-
ple characteristics are summarized in Table 1.

2.2 Ethical Statement

The study was approved by the Ethics Committees
of the University of Bologna (UNIBO, protocol num-
ber: 142333).

Table 1. Sample Characteristics

M (SD) %

Age 23.52 (3.33) –
Educational level

Secondary studies – 36.4%
Degree – 56.8%
Masters – 6.8%

Dominant hand
Right – 95.5%
Left – 4.5%

Interoceptive Awareness (MAIA)
Noticing 4.44 (1.02) –
Not-Distracting 1.60 (0.88) –
Not-Worrying 2.25 (0.77) –
Attention Regulation 4.09 (1.05) –
Emotional Awareness 4.23 (1.28) –
Self-Regulation 3.57 (1.13) –
Body Listening 3.56 (1.17) –
Trusting 4.39 (1.22) –

Mechanical reasoning test
Accuracy 0.73 (0.25) –
Time employed 1’23” (0.50”) –

2.3 Measures

Participants were invited to respond to the follow-
ing questionnaires:

Sociodemographic: an ad-hoc questionnaire containing
4 items that collects information about age, sex, educa-
tion level, and the dominant hand.

Sense of embodiment: a self-report questionnaire with
12 items rated on a 7-point scale (1 = strongly disagree;
7 = strongly agree) adapted from Longo’s original ques-
tionnaire to assess the ownership, location, and agency
of the virtual body (Longo et al., 2008) (α = .723).

Multidimensional Assessment of Interoceptive
Awareness (MAIA): an Italian-validated self-report
questionnaire with 32 items rated on a 6-point scale
(0 = never; 5 = always), which measures the intero-
ceptive awareness of participants’ bodies (Calì et al.,
2015). It comprises eight factors: Noticing refers to
the awareness of unpleasant, pleasant, and neutral body
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sensations. Not-Distracting refers to the tendency not to
ignore or be distracted by feelings of pain or discomfort;
Not-Worrying refers to the tendency not to care or
experience emotional distress in the presence of feelings
of pain or discomfort; Attention Regulation refers to
the ability to sustain and control attention to bodily
sensations; Emotional Awareness refers to the aware-
ness of the connection between bodily sensations and
emotional states; Self-Regulation refers to the ability to
regulate emotional distress by paying attention to bodily
sensations; Body Listening refers to the active listening
to the body for insight; Trusting refers to viewing one’s
own body as safe and reliable. The α of the present study
is .629.

Rating stimulus: an ad-hoc questionnaire that con-
tains 12 items rated on a 5-point scale (1 = strongly
agree; 5 = strongly disagree) which evaluates the partic-
ipants’ familiarity and comfort with the stimulus pre-
sented (e.g., “Do you think this key will enable you
to open the lock? Do you think this cup allows you to
drink?”).

Mechanical reasoning test: an ad-hoc test with 3 rea-
soning tests based on gear rotation rate with correct
(score = 1) and incorrect (score = 0), and the time re-
quired by participants to resolve the test. It evaluates the
participants’ response to mental simulation (Hegarty,
2004).

2.4 The 360° Video and the Objects
Presented

The 360-degree video was recorded with the
LG360-105 camera and played by the Oculus Rift
(head-mounted display) connected to the Dell Alien-
ware 15 R4 Computer (Intel® CoreTM i7 12700H;
16 GB, LPDDR5, 5.200 MHz; Graphic Processing
Unit: NVIDIA® GeForce RTXTM 3060). The camera
was attached to the performer’s head with proper
support to create the first-person perspective. This
mechanism was already tested in previous work to elicit
the first-person perspective body illusion (Ventura,
Cebolla, et al., 2022). The recording was led by both
a female and a male performer to ensure the body
illusion of all participants (Petkova & Ehrsson, 2008).

Figure 1. The upper panel represents the comfortable conditions,

and the lower panel represents the uncomfortable conditions. In pan-

els (a) and (c), the objects are contextualized; in panels (b) and (d),

the objects are out of context. Study conditions and counterbalanced

design.

The recorded environment had two parts: first, the
induction of body illusion, where participants were
invited to follow the prerecorded body movements of
the performers for approximately three minutes. This
task aimed to facilitate the participants’ body illusion
with the virtual performer. Second, the participants
were invited to follow the performer’s interaction with
usual and unusual objects1 in a dual condition: contex-
tualized and out-of-context objects (see Figure 1). The
difference between usual and unusual objects relates to
the objects’ affordances; for example, the affordances
of the unusual objects make the tools difficult to use,
as the participants could find a divergence between the
common functionality and the appearance of the actual
object (see Figure 2).

2.5 Procedure

The experiment took place at the Department of
Psychology, University of Bologna. After signing the

1The idea originated from the artistic project “The Uncomfort-
able” by Katerina Kamprani (https://www.theuncomfortable.com/).
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Figure 2. Stimuli presented to participants: (starting from left) key, fork, cup, screwdriver, spoon,

toothbrush. Panel (a) presents both usual and unusual stimuli out of context and placed on a table;

panel (b) presents the same stimuli contextualized to reflect the action that the agent can do with

each stimulus.

informed consent, participants were randomized
in two conditions—interaction with usual and un-
usual objects—and counterbalanced in two further
conditions—reach-to-use (contextualized) and reach-
to-move (out-of-context) (see Figure 3). Then, they
were invited to complete the demographic question-
naire, rate the test stimuli to evaluate their familiarity
with the presented objects, and start the experiment.
During the experimental task, they were invited to sit on
a chair and wear the Oculus to interact with the virtual
objects. The 360-degree video was structured in two
sessions, reach-to-use (contextualized) and reach-to-
move (out-of-context). After each session, participants
verbally answered the sense of embodiment question-
naire while wearing the Oculus and the researcher read
them the items. At the end of the 360-degree video, par-
ticipants again completed the sense of embodiment test
and were asked to solve the mechanical reasoning test.

3 Results

3.1 Rating Stimulus

Table 2 shows results on the participants’ familiar-
ity with the stimuli, namely the knowledge and ability
to use the tools in daily life activities. Results showed a
significantly higher score for usual than unusual objects.

3.2 The Differences in the Sense of
Embodiment Between Usual and
Unusual Objects

A one-sample t-test indicated no significant differ-
ence in embodiment between interaction with usual and
unusual objects (see Table 3).

To better explore the absence of significant differ-
ences between usual and unusual conditions in all three
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208 PRESENCE: VOLUME 30

Figure 3. Figure 3a represents a screenshot of the 360-degree video content frame from the participant’s

perspective. Figure 3b shows a participant during the experiment session.

Table 2. Results of Rating Stimuli

Usual Unusual Paired t-test

Stimuli Mean SD Mean SD t p d

Key 1.55 0.94 2.98 0.95 (41) = −6.87 <0.01 1.51
Fork 1.05 0.21 2.64 1.00 (41) = −9.96 <0.01 2.20
Cup 1.10 0.29 1.67 0.81 (41) = −4.46 <0.01 0.94
Screwdriver 1.14 0.35 2.24 1.14 (41) = −6.21 <0.01 1.30
Spoon 1.24 0.48 4.07 0.81 (41) = −20.84 <0.01 4.25
Toothbrush 1.07 0.26 2.93 1.10 (41) = −10.38 <0.01 2.33

Table 3. Descriptive Statistics and Bayesian Paired Samples t-Test of the Three Subscales of the
Embodiment Questionnaire Within the Two Conditions (Comfortable and Uncomfortable) (N = 44)

Usual Unusual Comparison

Description Mean SD Mean SD BFa Error percent Effect

Ownership 3.46 1.30 3.88 1.11 6.40 ∼3.297e-4 Strong
Agency 2.90 1.31 3.41 1.36 6.70 ∼2.258e-4 Strong
Location 4.77 1.49 5.38 1.31 7.26 ∼9.820e-5 Strong

NOTE. aEvidence in favor of the model of interest (similarity of measures) is considered anec-
dotal (1 < BF < 2.5) or strong (2.5 < BF < 10). To compare the relative predictive success of
one model over another, the BF of the first model was divided by the BF of the other model, and
the value of this ratio was interpreted in terms of the strength of evidence using the same values as
above.

BF: Bayes factor.
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Table 4. Results of Multiple Regression Analysis

Outcomes Predictors R Adjusted R2 R2 Change B SE β t

Ownership Constant 5.22 5.13 10.17
Mechanical reasoning .44 .18 .20 −2.10 0.66 −.44 −3.18**

Agency Constant 4.49 5.95 7.54
Mechanical reasoning .34 .10 .12 −1.81 0.77 −.34 −2.36*

*p < 0.05; **p < 0.01.

embodiment dimensions—ownership, agency, and
location—we used the paired sample t-test Bayes Fac-
tor (BF01) to assess a ratio between the likelihood of
the data given the null hypothesis (no difference be-
tween conditions) and the one given by the alternative
one (group 1 > group 2). Evidence showed a strong ef-
fect for the three factors of embodiment—ownership
(BF01 = 6.40), agency (BF01 = 6.70), and location
(BF01 = 7.26)—highlighting that the three embodi-
ment factors are statistically similar in the two conditions
(usual and unusual objects), in contrast to the hypothe-
ses that they are different. Thus, overall, participants
reported that they felt located in the virtual environment
in both conditions.

3.3 Mechanical Reasoning Ability as a
Predictor of the Sense of Embodiment

The stepwise multiple regression of embodiment
score demonstrated that the ownership factor is nega-
tively predicted by the participants’ ability in the me-
chanical reasoning test: this model was statistically sig-
nificant, F (1, 43) = 10.15, p < 0.05, R2 = 0.20, ex-
plaining 20% of the variance (see Table 4). The second
multiple regressions to predict agency showed that the
participants’ ability in the mechanical reasoning test is
a negative predictor. The model was statistically signif-
icant, F (1, 43) = 5.56, p = 0.01, R2 = .12, explaining
12% of the variance. The factor location did not enter
into the model.

4 Discussion

The present study aimed to investigate the dif-
ference in participants’ interaction between usual and

unusual objects in an immersive environment. Given the
exponential growth of the metaverse and the impact that
it will have on social interaction (Riva & Wiederhold,
2022; Dwivedi et al., 2022), it is essential to understand
the human–tool interplay in the virtual world, including
the interaction with usual and unusual objects. Inter-
acting with objects in Virtual Reality (VR) can be a very
immersive and intuitive experience, allowing the partici-
pant to perceive the environment as natural and familiar
(Slater & Wilbur, 1997). Moreover, it can be used for
a wide range of applications, including gaming, edu-
cation, training, and medical rehabilitation (Sait et al.,
2018).

During the human–tool interaction, a specific brain
network, comprehending the ventro-dorsal and dorso-
dorsal streams, processes objects’ affordances and the
associated actions (Buxbaum, 2017). The ventro-dorsal
stream processes sensorimotor information based upon
longer-term object use representations (their function),
and the dorso-dorsal stream controls online actions
based on currently visible structure of objects (Binkof-
ski & Buxbaum, 2013). For example, in our study, if the
participants interacted with the fork, the ventro-dorsal
stream would help them to recognize that it was a fork
and its function through its shape and size, while the
dorso-dorsal stream would help in controlling the ac-
tion online based on variable affordances. Previous work
investigated how the ventro-dorsal and dorso-dorsal
streams are involved in the interaction with unusual ob-
jects: interaction with them is slower than the interac-
tion with the usual ones because they may require more
effort to be executed (Sciulli et al., 2018). Thus, how
does the Two-Actions System operate in the synthetic
environment? To answer this question, we adopted the
paradigm of the body illusion to investigate if there is a
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210 PRESENCE: VOLUME 30

difference in participants’ body illusion while interacting
with usual and unusual objects in a 360-video-based VR.

First of all, the study confirmed previous work that the
360-degree video can elicit the body ownership illusion
(Ventura, Cebolla, et al., 2022). Furthermore, we found
no significant difference in the sense of embodiment
between interaction with usual and unusual objects, de-
spite the significant difference in participants’ familiarity
with the two types of objects. Indeed, participants rec-
ognized their difficulty in using unusual tools in daily
life. Previous study on the sense of presence and the
interaction with objects showed that how participants
perform the VR task using real objects is more similar to
how they would do it in a real environment (Lok et al.,
2003). The Bayesian analysis reinforced the results, con-
firming that the two conditions are statistically similar
(Masson, 2011). According to our results, participants’
interaction with usual and unusual objects was equally
immersive and induced a similar body illusion experi-
ence, independent of the objects’ affordances. This is
an interesting result because it could pave the way for
both streams, the ventro-dorsal and the dorso-dorsal,
to work at the same level and interact in the virtual
environment.

An interesting result emerged when analyzing the re-
lationship between mechanical reasoning abilities and
the embodiment dimensions. The ability to perform the
mechanical reasoning test negatively predicts the dimen-
sions of the sense of ownership and agency. Mechani-
cal reasoning is involved in understanding how objects
and the engineering system work and helps to analyze
and solve mechanical problems (Christensen & Schunn,
2009). We can hypothesize that the ability in mechan-
ical reasoning may facilitate the participant to interact
with unusual objects as they specifically require thinking
creatively to understand if the perceived affordances suit
the intended action with that object, e.g., how to grip or
hold the object, how to apply force to it, or how to use
it in a particular way (Osiurak et al., 2009). Both me-
chanical reasoning and object interaction tasks involve
the mental simulation of the expected perceptual effect
on tool use. In our study, participants who had good
ability to solve the mechanical reasoning demonstrated
their tendency to critically reflect and examine objects’

features—for example, what is the object, how to use or
manipulate it, etc. (Boucinha et al., 2019)—which may
have induced the participants to disembody the virtual
performer as they were more focused on the experimen-
tal task and the proprioception of their own real body
over the virtual one. On the contrary, participants who
demonstrated less skill in the mechanical reasoning test
maintained the body illusion with the virtual performer
for the entire experiment.

This study presents different limitations. First, the
sample size was small and homogeneous; most partici-
pants were university students with a low variance in age.
Replication studies in larger community samples are re-
quired. Second, the technology adopted to induce the
body swap illusion presented some weaknesses. The vir-
tual environment was a 360-degree prerecorded video,
so participants simply followed the performer’s move-
ments and were not free to navigate and explore the
environment independently. It would be interesting in
future studies to use the suit body track that allows the
participant to interact with the virtual objects and use
them as they like. Regarding the methodological limita-
tions, we administered only self-report questionnaires.
In a follow-up study, we plan to collect kinematic data
and adopt a dynamometer to evaluate the reaching and
grasping participants’ activities while interacting with
different objects (and affordances) in VR. This method
may increase the measure’s reliability of the participant–
tool interaction.

Despite its limitations, the present study paves the way
to understanding the mechanism behind the human–
tool interaction in the synthetic environment, which
could be different than the real one. As the main feature
of the metaverse is, in fact, its “interreality”—the fusion
between the virtual world and the physical one (Riva &
Wiederhold, 2022)—investigating the users’ embodied
ability is crucial for the development of bidirectional
realities.
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