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Abstract 10 

 11 

We implemented an automatic procedure to update in near real-time (daily to hourly) a 12 

homogeneous catalog of Italian instrumental seismicity to be used for forecasting experiments and 13 

other statistical analyses. The magnitudes of all events are homogeneously revalued so that to be 14 

consistent with Mw standard estimates made by the Global CMT project. For the time interval 15 

from 1960 to 15 April 2005 it is obtained by merging catalogs and online resources available for 16 

the Italian area and homogenizing all magnitudes to Mw according to empirical relationships 17 

computed using the Chi Square Regression method which properly consider the uncertainties of 18 

both variables. From 16 April 2005 to present, an automatic procedure periodically downloads the 19 

data of the on-line bulletin of the Istituto Nazionale di Geofisica e Vulcanologia (INGV) and of 20 

online Moment Tensor catalogs from respective websites, merges the different sources and applies 21 

traditional magnitude conversions to Mw. The final catalog is provided on a web site for public 22 

dissemination. 23 

  24 
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Introduction 25 

Instrumental magnitudes of Italian earthquakes were determined in the last six decades according 26 

to different criteria in different time intervals (see Gasperini et al., 2013a, and Lolli et al., 2018 for 27 

an overview). In the last few years, we calibrated conversion relationships between various types 28 

of traditional magnitudes (ML, Md, Ms, mb) and moment magnitude Mw (Lolli and Gasperini, 29 

2012, Gasperini et al., 2012, 2013a, 2013b, Lolli et al., 2014, 2015a, 2018) in order to obtain a 30 

homogeneous catalog of Italian earthquakes with magnitudes calibrated to Mw. Such 31 

homogenized magnitudes were considered for the compilation of the Catalogo Parametrico dei 32 

Terremoti Italiani version 2015 (CPTI15, Rovida et al., 2020) used in the latest revaluation of 33 

Italian seismic hazard map currently in progress. We also provided successive updates of the 34 

catalog to various national and international research groups involved in the statistical analysis of 35 

Italian seismicity and seismic hazard assessment (e.g. Gulia et al., 2016, 2018, Akinci et al., 2018, 36 

Fang et al., 2019, Gulia and Wiemer, 2019, Stallone and Marzocchi, 2019). Moreover, the 37 

occurrence of the 2016-2017 seismic sequence in Central Italy (Chiaraluce et al., 2017) evidenced 38 

the need of implementing an automatic procedure for updating the homogeneous catalog in near-39 

real-time for monitoring and forecasting the time evolution of seismic sequences. 40 

In our previous works, the conversion equations were all computed using datasets collected before 41 

2011, hence their applicability to the subsequent years has to be verified.  Moreover, the new 42 

global dataset of Mw from moment tensor inversion, made available by the Geo Forschungs 43 

Zentrum Potsdam (GFZP, see data and resource section) since 2011, must be calibrated before to 44 

being merged with other datasets.  45 

In this work we describe the implementation of an automatic procedure for building and 46 

continuously updating the HOmogenized instRUmental Seismic catalog (HORUS) of the Italian 47 

area. Such procedure performs a) the downloading of hypocentral and magnitude data from the 48 
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Italian Seismological Instrumental and parametric Database (ISIDe1) of the Istituto Nazionale di 49 

Geofisica e Vulcanologia (INGV) and of Mw data from on-line moment tensor catalogs available 50 

for the Italian and Euromediterranean area; b) the matching of events of ISIDe with those of 51 

moment tensor catalogs, based on temporal and spatial criteria; c) the computation of Mw proxies 52 

from ML and Md according to Gasperini et al. (2013a) and their merging with true Mw estimates 53 

from moment tensor catalogs homogenized according to Gasperini et al. (2012); d) the assembly 54 

of the different sections of the catalog from 1960 to present; f) the copying of the homogeneous 55 

catalog on a publicly accessible web site.  56 

We also redo all the calibrations of ML and Md magnitudes to Mw according to Gasperini et al. 57 

(2013a), by including data from 2011 to 2018 and also calibrate the Mw from the MT catalog of 58 

GFZP according to Gasperini et al. (2012). Finally, we estimate the magnitudes of completeness 59 

in the most recent part of the catalog. 60 

 61 

Calibration of Mw datasets 62 

Gasperini et al. (2012) calibrated five different datasets of true Mw determined by moment tensors 63 

inversion (GCMT, NEIC, RCMT, ETHZ and TDMT, see Data and resource section) at the Global, 64 

Euro-Mediterranean and Italian scale, using error-in-variables regression methods (Fuller, 1987, 65 

Stromeyer et al., 2004, Castellaro et al., 2006). They found that in general various datasets scale 66 

1:1 with each other but some of them differ by average offsets. Gasperini et al. (2012) also found 67 

that the GCMT dataset, which is the first and more comprehensive collection of Mw at the global 68 

scale, tends to slightly overestimate Mw<5.4 while NEIC dataset tends to underestimate Mw>7 69 

and then suggested to discard GCMT estimates if other datasets provide Mw<5.4 as well as to 70 

discard NEIC estimates if other datasets provide Mw>7.0 for the same earthquake. For the Italian 71 

                                                        
1 In the ancient Egypt mythology Horus was the son of goddess Isis (Iside in Italian)  
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and Euro-Mediterranean areas, Gasperini et al. (2012) suggested to apply offset corrections of 72 

+0.05 to NEIC, -0.05 to ETHZ, +0.20 to TDMT, and none to RCMT before merging them with 73 

GCMT.  74 

Gasperini et al. (2012) also estimated the uncertainties of Mw by considering the mean squared 75 

deviations 𝜎𝑑 between corrected Mw (after the application of offsets with respect to GCMT) from 76 

different MT datasets. They found 𝜎𝑑 ≅ 0.10 magnitude units (m.u.) between any pair of datasets 77 

among GCMT, NEIC, ETHZ and RCMT and 𝜎𝑑 ≅ 0.15 m.u. between TDMT and other datasets 78 

(Table 1). Hence they inferred that the uncertainties of Mw from GCMT, NEIC, ETHZ and RCMT 79 

were about 0.10/√2 ≅ 0.07 m.u. and the uncertainty of Mw from TDMT were √0.152 − 0.072 ≅80 

0.13 m.u. Gasperini et al. (2013a) argued later that for GCMT estimates made before 1995, when 81 

the global broadband seismometric network was relatively coarse and a direct comparison with 82 

other datasets was not possible, an uncertainty of 0.10 m.u. is more appropriate.  83 

When more than one Mw estimate is available from different datasets, Gasperini et al. (2012) 84 

suggested to compute the average of available (corrected) estimates, weighted by the inverse of 85 

the respective variance.  In such cases, Gasperini et al. (2012) also proposed to assign to the 86 

computed average Mw a fixed uncertainty of 0.07 m.u. rather than the weighted mean uncertainty 87 

(corresponding to the square root of the inverse of the sum of weights), because the waveform data 88 

used by different datasets for the same earthquake mostly come from common stations and then 89 

the computed Mw’s are not fully independent with each other. All average Mw estimates and their 90 

uncertainties are collected in an Integrated Moment Tensor catalog (IMT) that can be used as 91 

reference dataset for comparison with other kinds of magnitude. 92 

The time interval analyzed by Gasperini et al. (2012) ends in 2010, then in the present work we 93 

verify all calibrations also including the data from 2011 to 2018. In such recalibration, we 94 

obviously do not consider the ETHZ dataset, discontinued in 2006, and the NEIC dataset, 95 
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discontinued in 2010. Moreover, we also calibrate the global Mw dataset of GFZP that was not 96 

considered by Gasperini et al. (2012) because it was made available only since 2011.  97 

We follow the same procedure adopted by Gasperini et al. (2012) based on linear Chi Square 98 

regressions (CSQ, Stromeyer et al., 2004) between Mw from all pairs of datasets. CSQ accounts 99 

for the uncertainty of both the dependent and independent variable and was demonstrated by Lolli 100 

and Gasperini (2012) to be equivalent to the so called General Orthogonal Regression (GOR) 101 

method (Fuller, 1987, Castellaro et al., 2006) when only the variance ratio is known. More recently 102 

Das et al. (2014) proposed a modification of the method of Fuller (1987) but a comparison with 103 

other methods by Gasperini et al. (2015) demonstrated that it has not to be used in magnitude 104 

conversions. 105 

As the GCMT is the first and most comprehensive collection of Mw at the global scale, we assume 106 

it as a reference and calibrate all other datasets with respect to it. This does not mean that we are 107 

certain that Mw estimated made by GCMT are the most accurate in the physical sense. However, 108 

we believe that it is rather reasonable that it is so because the GCMT moment tensor inversion 109 

procedure mainly employs very long period waves (with periods T=100-200 s) which are scarcely 110 

influenced by seismic wave attenuation heterogeneities in the crust and the lithosphere. Hence, its 111 

absolute calibration should be more accurate than that of other datasets (e.g. TDMT) employing 112 

shorter period waves which are much more influenced by the heterogeneities of lithospheric 113 

attenuation structure.  114 

To compute CSQ linear regressions, we assume that the uncertainties of Mw estimates made by 115 

different MT catalogs are the same for all earthquakes of any datasets and then that the variance 116 

ratio is 𝜂 = 1 (see Fuller, 1987) for all pairs of datasets. This assumption is consistent with the 117 

evidence, noted above, that regression mean squared deviations 𝜎𝑑 between most pairs of datasets 118 

computed by Gasperini et al. (2012) are very close with each other.  119 
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Following Gasperini et al. (2012), we verify if the computed regression slope differs significantly 120 

from 1 using the Student’s t-test. If this occurs, Mw would need to be converted using the regressed 121 

linear law before to be merged with other estimates. If otherwise the Student’s t-test provides a 122 

significance level larger than the standard critical threshold of 5% we can assume that the two 123 

datasets scale 1:1 with each other. In such case we compare the mean difference between Mw 124 

estimates for common earthquakes with the standard deviation of the mean difference (that is the 125 

sample standard deviation divided by the square root of the number of data pairs). If such average 126 

difference significantly differs from 0 based on the Student’s t-test, a fixed offset has to be applied 127 

before merging such dataset with the other ones.  128 

The results of the comparison of RCMT and TDMT with GCMT, for the period 2011-2018 (Tables 129 

2 and 3), for the Italian (ITA) and Euro-Mediterranean (MED) areas, substantially confirm the 130 

findings of Gasperini et al. (2012) for the period before 2011. In fact, both RCMT and TDMT 131 

scale 1:1 with GCMT when Mw<5.4 data are not included in the comparison and the offsets  are 132 

about 0 for RCMT and about +0.20 m.u. for TDMT. Actually, for the linear relations between 133 

GCMT and TDMT in the Italian area (ITA), the Student’s t-test would allow to reject the H0 hypothesis 134 

 =1 with s.l. <0.05 but such inference is anyhow weak because the dataset is very small (only 6 data 135 

pairs). 136 

In Table 4 we can see that even for GFZP, the significant scaling disagreement with respect to 137 

GCMT observed when using all data (Fig. 1a) disappears, for the Italian (ITA) and Euro-138 

Mediterranean (MED) areas, when the data with Mw GFZP <5.4 are discarded (Table 4). At the 139 

global scale (GBL), the null hypothesis H0:=1 can still be rejected with s.l.<0.03 (Fig. 1b) but the 140 

estimated coefficient (=1.005) is so close to 1 that its use in place of 1 in conversion equations 141 

would produce almost negligible differences in converted magnitudes (of the order of 0.01 m.u.). 142 

Then, even in this case, we can conclude that above Mw 5.4, GCMT and GFZP datasets generally 143 
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scale 1:1 with each other. We can note however that Mw from GFZP above 5.4 slightly 144 

underestimates those from GCMT of about 0.05 m.u. Hence to merge GFZP with GCMT and other 145 

datasets we will apply a positive offset correction of 0.05 m.u. 146 

Concerning the uncertainties, the same analysis made by Gasperini et al. (2012) on the data from 147 

2011 to 2018 (Table 5) now indicates mean squared deviations 𝜎𝑑 ≅ 0.10 m.u. between almost 148 

every pair of datasets (among GCMT, RCMT, GFZP and TDMT). Hence, we can conclude that 149 

starting from 2011, an uncertainty of 0.07 m.u. can be assumed for all datasets, TDMT and GFZP 150 

included. 151 

 152 

Recalibration of ISIDe magnitudes 153 

Before proceeding with the calibration of ISIDe magnitudes for the period 2011-2018 we must 154 

mention that, starting from May 2012, the public domain software Earthworm (Johnson et al., 155 

1995), for real-time earthquake detection and location, replaced a former custom earthquake 156 

location software used at the INGV until that time. This change implied some variations in the 157 

informational content provided by ISIDe. In particular the duration magnitude Md, which 158 

previously was computed using the Console et al. (1987) formula for most earthquakes, was now 159 

provided only for a small portion of them (see in Table 6 that since 1 May 2012, Md is provided 160 

for about 7% of earthquakes versus about 90% before). This is a pity because Gasperini et al. 161 

(2013a) showed that the weighted average of ML and Md proxies is a more accurate and stable 162 

Mw estimator than the ML proxy alone and hence has to be preferred for building a homogeneous 163 

catalog.  164 

In Table 6, we also show that before 1 May 2012, only 46 Md<1.0 (about 0.1% of the total) were 165 

provided by ISIDe, whereas starting from such date to 2018 they are 2817 (about 17.5% of the 166 

total number of Md). This suggests that some changes had occurred in the method of computing 167 
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Md starting more or less from the date of the migration to Earthworm. We investigated such 168 

question by comparing in Fig. 2 the plots of ML-Md pairs before and after 1 May 2012. We can 169 

note that the data cloud for the period since 1 May 2012 (crosses) appears shifted down (toward 170 

smaller Md) of about 0.5 m.u. with respect to the previous period (circles).  171 

To further investigate this point, in Fig. 3 and in the second column of Table S1 of the supplemental 172 

material  we show the average differences between the Mw proxies computed from ML and Md 173 

using the relationships developed by Gasperini et al. (2013a) in different time intervals. For all 174 

earthquakes occurred before 2011 (for which the above cited conversion formulas were computed) 175 

and in year 2011, such average difference is close to 0, whereas it is definitely negative in the 176 

following years. In particular, in 2012 the average difference is -0.17 m.u. and then, starting from 177 

2013, it ranges from -0.7 to -0.9 m.u. In Fig. 3 and in the third column of Table S1 of the 178 

supplemental material, we also show that adding a positive correction of 0.45 magnitude units 179 

(m.u.) to Md, the average difference between the Mw proxies computed from ML and Md becomes 180 

close to 0 for years since 2013. Based on such evidences, we can argue that, about starting from 181 

2013, an empirical correction of -0.4/-0.5 m.u. had possibly been applied to Md computed by the 182 

formula of Console et al. (1987). The possible motivation of such correction might have been that 183 

to make the raw Md values closer to ML. In fact, in Fig. 3 and in the last column of Table S1 of 184 

the supplemental material we show that the average absolute difference between ISIDe ML and 185 

Md was about 0.4-0.5 m.u. up to 2012 and reduces to about 0.0-0.2 m.u. starting from 2013. A 186 

more detailed analysis indicates that the numbers of Md<1.0 definitely increase (from about ten to 187 

several tens per month) starting from April 2013.  188 

Note that a direct calibration of Md by a regression with Mw is not possible for the period since 189 

April 2013 because there are no data pairs available with both Md and Mw. Even the indirect 190 

calibration of Md with respect to ML, as done by Gasperini et al. (2013a), is poorly constrained 191 
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owing to the definitely lower number of data. Hence, to convert Md to Mw from April 2013 to 192 

present, we will continue to use the relation obtained by Gasperini et al. (2013a) but first applying 193 

an empirical offset correction of +0.45 m.u. to Md. Such value of the Md correction is computed 194 

so that the average difference from April 2013 to 2018, between the Mw proxies from ML and Md 195 

almost vanishes (see Table. S1 of supplemental material). 196 

To calibrate ML with respect to Mw, we adopt the same procedure followed by Gasperini et al. 197 

(2013a), which consists in estimating CSQ regressions (Stromeyer et al., 2004) of Mw as a function 198 

of ML. For the dependent variable Mw, we assume the uncertainty 𝜎𝑀𝑤 = 0.07 as described in 199 

section Recalibration of true Mw datasets and then adjust the uncertainty of independent variable 200 

ML (𝜎𝑀𝐿) so that to make the a-priori variance of the regression (Stromeyer et al., 2004, Lolli and 201 

Gasperini, 2012) 202 

 𝜎𝑎−𝑝𝑟𝑖𝑜𝑟𝑖
2 = 𝜎Mw

2 + 𝛽2𝜎𝑀𝐿
2  (1) 

to coincide with the empirical variance estimated from regression residuals 203 

 
𝜎𝑒𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙

2 =
1

𝑁 − 2
∑ (Mw𝑖 − 𝛼 − 𝛽ML𝑖)

2
𝑁

1=1
 

(2) 

where and  are the linear regression intercept and coefficient (slope) respectively and N is the 204 

number of Mw-ML data pairs used for the regression. By equating the two variances, we can infer 205 

an approximate estimate of the uncertainty of ML as 206 

 

𝜎̂ML ≈
1

𝛽
√

1

𝑁 − 2
[∑ (Mw𝑖 − 𝛼 − 𝛽ML𝑖)

2
𝑁

1=1
] − 𝜎𝑀𝑤

2  

(3) 

As varying 𝜎ML  may vary the regression parameters and then the a-priori and empirical 207 

standard deviations, some iterations are required to make 𝜎𝑎−𝑝𝑟𝑖𝑜𝑟𝑖
2  and 𝜎𝑟𝑒𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙

2  to 208 

coincide with each other.  209 
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In Table 7 we report the final 𝜎𝑒𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙, the Mw average uncertainty (𝜎Mw) and the estimated 𝜎𝑀𝐿 210 

for different time intervals. We can see a general tendency of 𝜎ML  to slightly reducing for 211 

increasing time (from 0.17-0.18 before 2011 to 0.11-0.15 in the last years), which can be 212 

reasonably attributed to the continuous increase with time of the number of seismic stations 213 

computing the magnitudes in the INGV network. The only exception concerns the interval 2011-214 

2012 in which we observe instead a definite increase of 𝜎𝑀𝐿 (to 0.21 m.u.), which might be related 215 

to possible inconsistencies occurred in the first months of operation of Earthworms, just when a 216 

strong seismic sequence stroke Northern Italy starting from the 20 May 2012 mainshock 217 

(Mw=6.1).  218 

We recomputed the calibration of ML with Mw even for the period from 2005 to 2010, already 219 

analyzed by Gasperini et al. (2013a), because we are aware of some retrospective changes applied 220 

to some datasets in the meantime (particularly RCMT and TDMT). Actually, we found 30 Mw-221 

ML data pairs more than Gasperini et al. (2013a) but the result of the CSQ regression appears very 222 

similar to the previous paper (Table 8). The results of CSQ regressions for the whole period from 223 

2011 to 2018 confirm the existence of a significant scaling disagreement between ML and Mw 224 

even if slightly smaller than that found in the previous period. We recall that Lolli et al. (2015b) 225 

argued that such significant scaling disagreement is possibly due to the use, for computing ML at 226 

INGV, of the distance correction formula of Hutton and Boore (1987), which is not particularly 227 

appropriate for the Italian region.  228 

In Table 8, we also report the results of such regression analysis over intervals of two years from 229 

2011 to 2019. Based on Student’s t-test, the slope of the regression between Mw and ML is not 230 

significantly different from 1 in time intervals 2011-2012, 2013-2014 and 2017-2018 whereas it 231 

is significantly different and steeper than before 2011 in the time interval 2015-2016 when a strong 232 

earthquake sequence did occur in Central Italy. As for the largest event of such sequence 233 
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(Mw=6.6), occurred on 30 October 2016 at 6:40 UTC, the ML=6.1 appears definitely 234 

underestimated, we also tested if such underestimation could be the cause of the significant scaling 235 

disagreement we observed. We then recomputed the regression for periods 2011-2018 (Fig. 4) and 236 

2015-2016 after eliminating such event. For both time intervals (2011-2018 and 2015-2016) 237 

however the scaling disagreement remains significant even if it slightly reduces. 238 

The differences between the regression coefficient computed in various time intervals from 2011 239 

to 2018 are relatively small excepting for the period 2011-2012 for which however we have 240 

relatively less data for computing the regression between Mw and ML. Moreover, the latter period 241 

was characterized by the entry into operation of the new acquisition system that might have 242 

somehow influenced the computation of magnitudes. We argue that for converting ML to Mw 243 

from 2011 to present it is reasonable to use a unique regression law and particularly that obtained 244 

for the entire period 2011-2018 without considering the largest earthquake with Mw=6.6 (Fig. 4).  245 

We also argue that, considering the very small difference between the regression coefficients 246 

determined in this work for the period 2005-2010 and those computed by Gasperini et al. (2013a), 247 

it is reasonable, even for maintain continuity with previous versions of the catalog, to continue to 248 

use the previously determined coefficients for converting ML to Mw from 2005 to 2010. In table 249 

9 we summarize all the coefficients we finally adopted for magnitude conversions in the HORUS 250 

catalog. 251 

 252 

Regularization of the frequency magnitude distribution 253 

We already noted above that since May 2012, ISIDe does not anymore provide Md for the most 254 

of earthquakes and then the computation of Mw proxy is only based on the linear transformation 255 

of ML. As ISIDe provides ML magnitudes with only one decimal, the rounding error in conversion 256 

to Mw produces a strongly depleted class (Mw=2.2 in Fig. 5a) in the frequency magnitude 257 
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distribution (FMD). Waiting for INGV to provide (hopefully) more decimals in the future, we 258 

attempt the regularization of the FMD by generating randomly the second decimal of ML before 259 

computing the Mw proxies. We do that by simulating the same distribution that such decimal digit 260 

would have in real data by using the following transformation  261 

 
Mr = −

1

𝑏
log10{rand(0,1)[10−𝑏(M+ΔM/2) − 10−𝑏(M−ΔM/2)]+10−𝑏(M−ΔM/2)} 

(4) 

Where M and Mr are the original and recomputed magnitudes respectively, M =0.1 is the original 262 

data resolution and rand(0,1) is a uniform pseudo random variable in the range [0,1]. The result in 263 

Fig. 5b (using b=1) shows that the depleted class totally disappears. Note that after applying eq. 264 

(4) the b-value of the Gutenberg and Richter (1944) law (now on GR law) slightly but significantly 265 

decreases from 1.0540.005 to 1.0280.005.  266 

Also note that in Fig. 6a, showing the same plot of Fig. 5a but for period from 16 April 2005 to 30 267 

April 2012 (when Md was provided by ISIDe for the most of the earthquakes), no depleted classes 268 

are particularly evident because the averaging between ML and Md proxies naturally randomizes 269 

the second decimal digit. In this case the application of the same transformation of eq. (4) (Fig. 270 

6b) slightly regularize the FMD but does not vary significantly the b-value (going from 271 

0.9760.008 to 0.9870.008). 272 

Since this regularization procedure might be questioned as it arbitrarily modifies the original data 273 

(even if very slightly), we will supply two versions of the HORUS catalog with uncorrected and 274 

corrected Mw proxies respectively. 275 

 276 

Building the homogeneous catalog in near real-time 277 

From 1960 to 1980 the homogeneous catalog corresponds to the supplemental material of Lolli et 278 

al. (2018) (see Data and resource section). From 1981 to 15 April 2005, it is obtained as the 279 
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combination of various data sources according to the compilation criteria and the conversion 280 

equations developed by Gasperini et al. (2013a). In particular the main sources of hypocentral and 281 

magnitude data are: from 1981 to 1996 the Catalogo Parametrico dei Terremoti Italiani (CSTI) 282 

version 1.1 (CSTI Working group, 2004), from 1997 to 2002 the Catalogo della Sismicità Italiana 283 

(CSI) version 1.1, compiled according to Castello et al. (2007), and from 2003 to 15 Apr 2005, the 284 

Bollettino Sismico Italiano (BSI) (see Data and Resources section). Such sources are integrated 285 

with available Mw’s from the IMT. Such parts of the HORUS catalog are substantially static and 286 

in general do not require a near real-time update but only a periodic rebuilding in order to include 287 

possible retrospective corrections of the Mw from MT catalogs if any.  288 

To build and maintain up to date the catalog from 16 April 2005 to present time, the ISIDe, GCMT, 289 

RCMT GFZP and TDMT websites are periodically queried to download their updated versions. 290 

Our present approach aims to maintain up to date the homogenized datasets at an hourly basis. 291 

Hence, every hour we access all sources for downloading the data of the last 24 hours so that to 292 

even account for possible updates of quick or preliminary determinations made in the last day. 293 

Daily, we download the data of the previous year and monthly the entire database. This time 294 

schedule represents a compromise between the opposing demands to promptly integrate in our 295 

database all possible data improvements made by various sources and to not load too much the 296 

data providers with heavy queries.  297 

The data are downloaded automatically from respective providers (see Data and Resource section) 298 

by a process that sleeps on our server until different crontab times are reached. Such process is 299 

based on a suite of Python programs that send the queries to the various web-sites, wait for the 300 

completion and correctness of the answers and finally stores the downloaded data in a folder that 301 

is accessible to our conversion and homogenization procedure.  302 
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The latter consists of a suite of Fortran programs that we adapted from those we were running 303 

manually when we prepared our papers on magnitude conversions (see above). All of them run 304 

now in sequence unattended. First the downloaded datasets are converted into tab separated txt 305 

files in a common custom format and are ordered chronologically. Then the files of various sources 306 

of moment magnitudes are merged and common events are matched based on fixed time and 307 

spatial intervals as described in Gasperini et al. (2012) for Mw catalogs and in Gasperini et al. 308 

(2013) between ISIDe and Mw catalogs. The matching of new data is manually checked monthly 309 

and in case of missed or wrong matching between earthquakes in the two catalogs the correct 310 

matching is forced by setting specific exceptions in the matching code. The reference Mw for each 311 

earthquake, computed as weighted average of available estimates corrected for offsets (Table 9), 312 

is included in the Integrated Moment Tensor (IMT) catalog. The Mw’s from the IMT catalog are 313 

then merged and matched with the ISIDe Mw proxies computed from Md and ML using 314 

coefficients shown in Table 9. In case a true Mw magnitude is available from the IMT dataset, the 315 

ISIDe proxies are ignored. The unmatched IMT records are also added to the catalog and all 316 

records are chronologically sorted. The resulting catalog from 16 April 2005 to (almost) present 317 

time is added to the catalog from 1960 to 15 April 2005 computed according to Gasperini et al. 318 

(2013) and Lolli et al. (2018) and then compressed in a zipped file (of about 9 Mbytes at present 319 

time).  320 

 321 

Completeness of the homogenized catalog 322 

For the period up to 2010 the approximate magnitude completeness thresholds were determined 323 

by Gasperini et al (2013a) and Lolli et al. (2018) as reported in Table 10.  As the seismic network 324 

coverage is poor in offshore areas and out of Italian boundaries, in such works as well in the present 325 

one, the analysis of completeness is restricted to earthquakes located within the Italian mainland. 326 
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Several methods to assess the completeness of an instrumental catalog were proposed in the 327 

literature (e.g. Wiemer and Wyss, 2000, Cao and Gao, 2002, Woessner and Wiemer, 2005). They 328 

are all based on the comparison between the observed FMD and that predicted by the GR law fitted 329 

on the complete part of the dataset  330 

 log10𝑁 = 𝑎 − 𝑏M (5) 

where N is the number of earthquakes above a given magnitude M (cumulative GR) or within 331 

magnitude bins centered in M (non-cumulative GR) and a and b are empirical coefficients. It is 332 

easy to show that b has the same value for both the cumulative and non-cumulative distributions. 333 

Above the completeness magnitude threshold Mc, the observed FMD almost coincides with the 334 

GR law, whereas below it the two functions diverge and the GR law overestimates the observed 335 

FMD. This is the principle on which it is based the Maximum Curvature (MC) method (Wiemer 336 

and Wyss, 2000) which assess the Mc at the magnitude bin with the highest frequency of 337 

earthquakes in the non-cumulative FMD. As this simple approach tends to underestimate Mc, 338 

Woessner and Wiemer (2005) suggested to add a correction value (e.g. 0.2 m.u.) to the magnitude 339 

of bin with the highest frequency. 340 

Such completeness assessment methods are aimed to provide a reliable estimate of Mc but are also 341 

designed to be fast and to not require manual operations. On a side such procedure guarantees the 342 

objectivity of the estimated Mc but on the other it might not capture peculiar characteristics of the 343 

real data distribution. In particular all automatic methods may fail when the real FMD is not 344 

perfectly linear even above Mc.  345 

Following Gasperini et al. (2013a) and Lolli et al. (2014), we adopt an interactive (IN) approach 346 

based on the visual inspection of plots like those reported in Fig. 7a for the HORUS catalog from 347 

16 Apr 2005 to 2019. The cumulative FMD (solid line) is plotted as the inverse ordering rank 348 

(from the largest to the smallest one) of each magnitude and the non-cumulative FMD (black 349 
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circles) as the number of earthquakes within bins of 0.1 m.u. as a function of the central magnitude 350 

of each bin. Both counts are normalized to the total duration (14.7 years) of the time interval so 351 

that they correspond to annual rates. We also plotted in Fig. 7a the GR lines (thin black) 352 

corresponding to the b-value computed according to the maximum likelihood method (Aki 1965) 353 

corrected for the data binning (Bender, 1983). The vertical dashed line indicates the estimated 354 

completeness magnitude threshold of the catalog (Mw = 1.8). In the upper-right inset we display 355 

the behavior of the completeness rate, defined as the ratio between observed and predicted rates 356 

with MwMmin. In the lower-left inset we show instead the b-value as a function of cut-off 357 

magnitude Mmin.  358 

Such plots are implemented in a MS Excel worksheet in which we can vary the tentative Mc at 359 

wish, with automatic update of counts and plots. We assess the best completeness threshold Mc as 360 

the smaller magnitude starting from which the plot of b-value as a function of cutoff magnitude 361 

Mmin is relatively stable and there is a good correspondence between observed rates and those 362 

predicted by the GR law as evidenced by a completeness rate close to 100% on a magnitude range 363 

as wide as possible.  364 

In Fig. 7a, we can see that both the cumulative and non-cumulative FMD for the entire HORUS 365 

catalog almost coincide with the fitted GR best lines with b=1.0170.004 from the estimated Mc 366 

at Mw=1.8 to about Mw=4.0. From Mw=4.0 to Mw=5.0 the cumulative line slightly overestimates 367 

observations, from Mw=5.0 to Mw=5.5 the agreement of the line with the observations slightly 368 

improves, and at larger magnitudes the GR line definitely underestimate observations. This 369 

behavior is also reflected by the completeness rate displayed in the in upper right inset, which is 370 

close to 100% for Mw ranging from 1.8 to 4.0, about 90% from 4.0 to 5.5 and definitely larger 371 

than 100% at larger magnitudes.  We also see in the lower left inset that the b-value is constant or 372 

anyhow lies within error bars over a range of cutoff magnitude Mmin from Mw=1.8 to Mw=6.0.  373 
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Note that if the completeness threshold were assessed by the corrected MC method (adding 0.2 374 

m.u. to the magnitude bin with the maximum number of data in the non-cumulative FMD), both 375 

Mc and the b-value would have been definitely underestimated (1.4 and 0.9240.003 respectively). 376 

We may argue that this poor performance of a method that proved to work well with many other 377 

datasets (Woessner and Wiemer, 2005), might be related to a spatial heterogeneity of the capability 378 

of Italian seismic network to detect and locate small earthquakes (Schorlemmer et al., 2010). We 379 

might also argue that, in the Italian region, the correction to apply to the maximum curvature 380 

magnitude to obtain Mc should be definitely larger than the usually adopted value of 0.2 m.u.. 381 

In Fig. 7b, we display the same plots for the preferred (default) magnitude Mp provided by ISIDe 382 

In this case the b-value above completeness (Mp=1.8) is slightly but significantly larger 383 

(b=1.0640.004) than for the HORUS catalog. The behavior of b-value as a function of cutoff 384 

Mmin (lower left inset) shows more pronounced variations with respect to the HORUS catalog in 385 

Fig. 7a and the completeness rate (upper right inset) definitely decreases from about 100% for 386 

Mp<3.0 to about 80% around Mp=4.0. Note that Mp is chosen by INGV seismic network operators 387 

as one among ML, Md and the Mw computed by the TDMT method (Dreger et al., 2005) according 388 

to Scognamiglio et al. (2009). In case of deep events, the short period body wave magnitude (mb) 389 

provided by international observatories may be chosen. 390 

In Fig. 8 and in Table S2 of supplemental material we report the Mc and b-value of HORUS, 391 

computed separately for all years from 2005 to 2019 by the IN approach (dark grey lines) and by 392 

the corrected MC method (light grey lines). In particular in Fig. 8a, the Mc assessed by the IN 393 

method (see the relevant plots in Figs. S1 to S15 of the supplemental material) generally decreases 394 

from 1.8 in 2005 to 1.3 in 2019, but clear increases can be noted in years 2008, 2012 and 2016. 395 

The Mc computed by the corrected MC method almost always underestimates the one by the IN 396 

approach and shows a more regular behavior without very large peaks. The underestimation is of 397 
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the order of 0.1 m.u. or less from 2005 to 2007 and from 2016 to 2019, of the order of 0.3-0.4 m.u. 398 

from 2008 to 2011 and from 2013 to 2015, and 0.9 m.u. in 2012.  Correspondingly, the b-value 399 

computed using Mc from the MC method is slightly underestimated with respect to the IN method 400 

from 2005 to 2007, more significantly underestimated from 2008 to 2015, and almost the same 401 

from 2016 to 2019. 402 

To better understand such anomalies, we also plotted in Fig. 8a (black lines), as an index of seismic 403 

activity in each year, the logarithm of the annual rate of earthquakes with Mw≥2.5. The black solid 404 

and black dashed lines refer to actually observed rates and to rates predicted by the GR law 405 

respectively. For years 2012 and 2016 we could argue that the increase of Mc be related to the 406 

difficulty of the seismic network to locate thousands of aftershocks in the weeks and months after 407 

the main shocks with Mw6 occurred in these years but for year 2008 the explanation is not 408 

obvious as no strong main shocks did occur in such year. Conversely a main shock, with Mw=6.3 409 

occurred on 6 April 2009 close to the town of L’Aquila (Central Italy) but the Mc in 2009 would 410 

appear lower than in 2008. One possible explanation of such anomaly could be that after the 411 

L’Aquila main shock the seismic network has made every effort to process the shocks of the 412 

ongoing sequence but somehow neglecting previous time periods.  413 

This is somehow confirmed by the monthly behavior of Mc and of seismic activity from September 414 

2008 to April 2010 reported in Fig. 9 (see values in Table S3 of the supplemental material). We 415 

can note how IN Mc is particularly low (around 1.3-1.4) from May to November 2009 and even 416 

in April 2009, when the seismic activity was maximum, it is not higher than the average of previous 417 

months. Conversely it is definitely higher in December 2008 and December 2009 when the seismic 418 

activity was higher than average but anyhow definitely lower than in April 2009. The high activity 419 

in December 2008 is possibly related to the aftershocks of an earthquake with Mw=5.4 occurred 420 

near the town of Parma (Northern Italy) while that in December 2009 to a very productive and 421 
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damaging seismic sequence (with maximum magnitude 4.4) occurred in the north-western flank 422 

of Mt. Etna volcano (eastern Sicily).   423 

The same plot for year 2012 and neighboring months is displayed in Fig. 10 (see values in Table 424 

S4 of the supplemental material). Here a IN Mc as high as 2.3, estimated for the entire year 2012, 425 

is only observed in May and in June when the strong sequence in the Pianura Emiliana was very 426 

active, whereas in other months, it ranges between 1.3 to 1.8. In this case, different from the 2008-427 

2009 period, it does not seem that that the strong effort made by the seismic network during the 428 

sequence had influenced the previous time periods.    429 

Finally, for 2016 displayed in Fig. 11 (see values in Table S5 of the supplemental material), the 430 

largest increase of interactive Mc is in October when the largest main shock (Mw=6.6) of the 431 

Central Italy sequence did occur. The increase to Mc=2 in January 2016 can also be explained by 432 

a definite increase of the seismic activity related to a sequence in the Molise region. More in 433 

general the efficiency of the seismic network appears to not being decreased significantly 434 

notwithstanding the strong effort made during the Central Italy sequence. 435 

 436 

Concluding remarks 437 

We implemented an automatic procedure to build and update the Italian seismic catalog HORUS 438 

with magnitude converted so that to be homogeneous with Mw estimated by the Global CMT 439 

project (Dziewonki et al., 1981, Ekström et al, 2012). The time interval ranges from 1960 to present 440 

time but the accuracy and the completeness vary considerably owing to the progressive 441 

improvement of the Italian seismic detection network with time.  442 

Hypocentral locations are taken as they are provided by the various sources without any 443 

modification while the magnitudes are converted from different definitions by empirical linear 444 
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conversion relations derived by Chi Square regressions (Stromeyer et al., 2004), which properly 445 

consider the uncertainty of both the dependent and independent variables.  446 

One of the problems we encountered is the limited resolution of the magnitudes, which are 447 

provided by INGV with only one decimal digit. When magnitudes are converted to Mw, this 448 

generates a rounding error which depletes some magnitude classes. Up to 2012 this problem was 449 

mitigated by the possibility to average the converted Mw proxy from both ML and Md. 450 

Unfortunately, since the installation in May 2012 of the new acquisition system Earthworm 451 

(Johnson et al, 1996) at INGV, Md magnitudes are not provided anymore for most earthquakes. 452 

We hope that in the future INGV will decide to provide Md for all earthquakes because such 453 

magnitude estimate, although less reliable than ML, provides anyhow additional information on 454 

earthquake size, being based on different measured parameters. Hence the averaging of Mw 455 

proxies from both ML and Md significantly improve the accuracy and the homogeneity of the final 456 

magnitude (Gasperini et al., 2013a). 457 

We also hope that in the future INGV will decide to provide magnitudes with two decimal digits 458 

at least but in lack of that we were able to produce converted Mw proxies from ML only with no 459 

depleted classes by generating the second decimal digit randomly with the same distribution of 460 

real data, before to applying the magnitude conversion. As this implies an alteration of data that 461 

might be questioned, we also provide an uncorrected version of the catalog.  462 

The final HORUS catalog is provided as two tab-delimited text files (with uncorrected and 463 

corrected Mw proxies respectively) included in a zip file (of about 17 Mbytes presently), which 464 

can be freely downloaded from the web site horus.bo.ingv.it. 465 

The file is updated about every hour with most recent data and almost completely rebuilt every 466 

month. We check possible malfunctions of the procedure by comparing the latest version with the 467 

preceding one and sending a mail to some of us if an excessive number of differences is found.  468 
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All successive versions of the input and output files are saved in different folders for tracing 469 

possible malfunctions.  470 

The procedure is currently under beta test, hence we cannot guarantee the absolute correctness of 471 

the provided catalog. All feedbacks from users are welcomed by authors.  472 

 473 

Data and resource section 474 

Supplemental material for this article includes additional figures (from S1 to S15) and tables (from 475 

S1 to S5) useful to better describe methods and results. 476 

The Italian Seismological Instrumental and parametric Database (ISIDe) of the Istituto Nazionale 477 

di Geofisica e Vulcanologia (INGV) from 2005 to present (ISIDe Working Group, 2007) is 478 

collected at http://webservices.ingv.it/ (last accessed April 2020). 479 

The MT catalog of the Geo Forschungs Zentrum Potsdam (GFZP) from 2011 to present (Saul et 480 

al, 2011) is collected at http://geofon.gfz-potsdam.de/data/alerts/ (last accessed July 2020). 481 

The European-Mediterranean Regional Centroid Moment Tensor (RCMT) catalog of INGV from 482 

1997 to present (Pondrelli et al., 2002, 2011) is collected at 483 

http://rcmt2.bo.ingv.it/data/EuroMedCentrMomTensors.csv (last accessed April 2020) for 484 

definitive solutions and at http://autorcmt.bo.ingv.it/QRCMT-on-line/ (last accessed April 2020) 485 

for quick preliminary solutions. Other solutions available for earthquakes before 1997 are collected 486 

from webpages linked at http://rcmt2.bo.ingv.it (last accessed April 2020). 487 

The Global Centroid Moment Tensor (GCMT) catalog from 1976 to present (Dziewonski et al., 488 

1981, Ekström et al, 2012) is collected at https://www.globalcmt.org (last accessed April 2020). 489 

Other solutions available for particular datasets are collected at webpages linked at the same 490 

address. 491 

http://webservices.ingv.it/
http://geofon.gfz-potsdam.de/data/alerts/
http://rcmt2.bo.ingv.it/data/EuroMedCentrMomTensors.csv
http://autorcmt.bo.ingv.it/QRCMT-on-line/
http://rcmt2.bo.ingv.it/
https://www.globalcmt.org/
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The Time Domain Moment Tensor (TDMT) catalog of INGV (Dreger et al., 2005, Scognamiglio 492 

et al., 2009) from 2005 to present is collected at http://webservices.ingv.it/ (last accessed April 493 

2020).  494 

The MT catalog of the Eidgenössische Technische Hochschule Zürich (ETHZ) from 1999 to 2006 495 

(Bernardi et al., 2004) was collected at 496 

http://www.seismo.ethz.ch/prod/tensors/mt_oldcat/index_EN (last accessed December 2012). 497 

The MT catalog of the National Earthquake Information Center (NEIC) of the U.S. Geological 498 

Survey from 1980 to 2010 (Sipkin, 1994) was collected using 499 

http://earthquake.usgs.gov/earthquakes/ eqarchives/sopar/ (last accessed December 2012). 500 

The homogeneous catalog of Italian Earthquakes from 1960 to 1980 according to Lolli et al. (2018) 501 

was collected at 502 

https://pubs.geoscienceworld.org/ssa/bssa/article/108/1/481/525362/?searchresult=1#supplement503 

ary-data (last accessed April 2020). 504 

The Catalogo Strumentale dei Terremoti Italiani (CSTI) version 1.1 (CSTI Working group, 2003, 505 

2004) from 1981 to 1996 is collected at https://emidius.mi.ingv.it/CSTI/Versione1_1/ (last 506 

accessed July 2020). 507 

The Catalogo della Sismicità Italiana (CSI) version 1.1 from 1981 to 2002 (Castello et al, 2006) 508 

(only data since 1997 are considered), compiled according to Castello et al. (2007), is collected at 509 

http://csi.rm.ingv.it/ (last accessed April 2020). 510 

The Bollettino Sismico Italiano (BSI) from 2003 to 2012 was collected at 511 

http://bollettinosismico.rm.ingv.it/ (last accessed April 2020). 512 

Supplemental material includes additional figures and tables. Figures S1 to S15 show cumulative 513 

frequency-magnitude distribution of HORUS catalog for years from 2005 to 2019. Table S1 to S3 514 

report numerical values plotted in Figures 98 to 10 of the main text.  515 

http://webservices.ingv.it/
https://pubs.geoscienceworld.org/ssa/bssa/article/108/1/481/525362/?searchresult=1#supplementary-data
https://pubs.geoscienceworld.org/ssa/bssa/article/108/1/481/525362/?searchresult=1#supplementary-data
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Tables 699 

Table 1 – Mean squared deviations 𝜎𝑑  between couples of corrected Mw taken from different 700 

datasets from 1996 to 2010 701 

 NEIC RCMT ETHZ TDMT 

GCMT 0.10 0.07 0.08 0.14 

NEIC  0.11 0.10 0.16 

RCMT   0.09 0.12 

 702 

Table 2 – Comparison between GCMT and RCMT catalogs from 2011 to 2018 703 

Region N  (intercept)  (slope) s.l. 

(H0:=1) 

  

(mean difference)  

s.l. 

(H0:=0) 

MED (all data) 308 0.345±0.051 0.939±0.010 <0.01 0.032±0.005 <0.01 

ITA (all data) 44 0.283±0.117 0.951±0.023 0.04 0.030±0.010 <0.01 

MED (Mw>5.4) 54 -0.016±0.157 1.001±0.027 0.97 -0.010±0.010 0.35 

ITA (Mw>5.4) 10 0.172±0.325 0.971±0.056 0.62 0.004±0.014 0.77 

Bold types indicate that the Student’s t-test significantly rejects the H0 hypothesis. 704 

Table 3 – Comparison between GCMT and TDMT catalogs from 2011 to 2018 705 

Region N  (intercept)  (slope) s.l. 

(H0:=1) 

  

(mean difference)  

s.l.  

(H0:=0) 

MED (all data) 46 0.280±0.139 0.991±0.027 0.74 0.235±0.013 <0.01 

ITA (all data) 34 0.298±0.120 0.983±0.024 0.49 0.214±0.011 <0.01 

MED (Mw>5.4) 9 0.925±0.826 0.885±0.141 0.44 0.252±0.036 <0.01 

ITA (Mw>5.4) 6 1.078±0.308 0.853±0.052 <0.05 0.214±0.026 <0.01 

Bold types indicate that the Student’s t-test significantly reject the H0 hypothesis. 706 
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Table 4 – Comparison between GCMT and GFZP catalogs from 2011 to 2018 707 

Region N  (intercept)  (slope) s.l. 

(H0:=1) 

  

(mean difference)  

s.l. 

(H0:=0) 

GBL (all data) 6704 0.226±0.009 0.971±0.002 <0.01 0.066±0.001 <0.01 

MED (all data) 467 0.387±0.042 0.945±0.008 <0.01 0.105±0.004 <0.01 

ITA (all data) 42 0.401±0.091 0.941±0.018 <0.01 0.098±0.010 <0.01 

GBL (Mw>5.4) 3187 0.017±0.015 1.005±0.003 0.03 0.049±0.001 <0.01 

MED(Mw>5.4) 87 -0.162±0.112 1.038±0.019 0.05 0.060±0.008 <0.01 

ITA (Mw>5.4) 11 0.105±0.214 0.991±0.037 0.82 0.055±0.011 <0.01 

Bold types indicate that the Student’s t-test significantly reject the H0 hypothesis. 708 

 709 

Table 5 – Mean squared deviations 𝜎𝑑  between couples of corrected Mw taken from different 710 

datasets from 2011 to 2018 711 

 RCMT GFZP TDMT 

GCMT 0.07 0.06 0.09 

RCMT  0.09 0.10 

GFZP   0.12 

 712 

Table 6 – Numbers of earthquakes (N) and Md estimated (N Md) reported by ISIDe before and 713 

after the migration to Earthworm acquisition software. 714 

 16/4/2005 - 30/4/2012 % 1/5/2012 - 31/12/2018 % 

N Total 83402  214013  

N Md 74116 88.9 16093 7.5 

N Md<1.0 46 0.1 2817 17.5 
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 715 

Table 7 – Empirical standard deviations of regression residuals (𝜎𝑒𝑚𝑝𝑖𝑟𝑖𝑐𝑎𝑙), Mw average 716 

uncertainties (𝜎Mw), and ML adjusted uncertainties (𝜎ML) for different time intervals and 717 

datasets.  718 

 𝝈𝒆𝒎𝒑𝒊𝒓𝒊𝒄𝒂𝒍 𝝈̅𝐌𝐰 𝝈𝐌𝐋 

Gasperini et al. (2013a)* 0.216 0.10 0.18 

2005-2010 0.207 0.10 0.17 

2011-2018 0.182 0.07 0.16 

2011-2018 no 6.6 0.181 0.07 0.16 

2005-2018 0.189 0.08 0.16 

2005-30/4/2012 0.207 0.09 0.17 

1/5/2012-2018 0.180 0.07 0.16 

2011-2012 0.216 0.07 0.21 

2013-2014 0.190 0.07 0.17 

2015-2016 0.181 0.07 0.15 

2015-2016 no 6.6 0.179 0.07 0.15 

2017-2018 0.136 0.07 0.11 

*The first row reports the results obtained by Gasperini et al. (2013a) for 2005-2010. 719 

 720 

 721 

 722 

 723 

 724 

 725 
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 726 

Table 8 – Comparisons between Mw and ML in different time intervals.  727 

Dataset 

 

 

N 

 

 

  

(intercept) 

 

 (slope) 

s.l.  

(H0:=1) 

  

 

 

s.l.  

(H0:=0) 

Gasperini et al. (2013a)* 157 -0.164±0.127 1.066±0.031 0.03 0.103±0.016 <0.01 

2005-2010  187 -0.157±0.120 1.066±0.029 0.02 0.113±0.015 <0.01 

2011-2018  495 -0.056±0.064 1.042±0.016 <0.01 0.109±0.008 <0.01 

2011-2018 no 6.6 494 -0.030±0.065 1.035±0.016 0.03 0.108±0.008 <0.01 

2005-2018  682 -0.078±0.056 1.047±0.014 <0.01 0.110±0.007 <0.01 

2005-30/4/2012  228 -0.089±0.109 1.051±0.027 0.06 0.117±0.013 <0.01 

1/5/2012-2018  454 -0.079±0.066 1.047±0.017 <0.01 0.106±0.008 <0.01 

2011-2012  90 0.163±0.174 0.976±0.041 0.57 0.064±0.023 <0.01 

2013-2014  114 -0.105±0.152 1.058±0.039 0.14 0.119±0.017 <0.01 

2015-2016  170 -0.256±0.108 1.097±0.027 <0.01 0.125±0.013 <0.01 

2015-2016 no 6.6 169 -0.212±0.113 1.085±0.029 <0.01 0.122±0.013 <0.01 

2017-2018  121 -0.039±0.105 1.039±0.028 0.15 0.111±0.012 <0.01 

Bold types indicate that the Student’s t-test significantly reject the relevant H0 hypothesis of 728 

equality. *The first row reports the results obtained by Gasperini et al. (2013a) for years 2005-729 

2010. 730 

 731 

 732 

 733 

 734 
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 735 

 736 

Table 9 – Coefficients of magnitude conversion applied to various datasets 737 

Dataset  Time interval Mtype  (intercept)   (slope) Cov(a,b)  

GCMT   - Mw 0.00 1.00 -  

RCMT  - Mw 0.00 1.00 -  

NEIC  - Mw +0.05 1.00 -  

ETHZ  - Mw -0.05 1.00 -  

GFZP  - Mw +0.05 1.00 -  

TDMT  - Mw +0.20 1.00 -  

ISIDe  <2011 ML -0.164±0.127 1.066±0.031 -0.0038  

ISIDe  ≥2011 ML -0.030±0.065 1.035±0.016 -0.0011  

ISIDe  < 01/04/2013 Md -1.905±0.205 1.718±0.050 -0.0063  

ISIDe  ≥ 01/04/2013 Md -1.132±0.205* 1.718±0.050 -0.0063  

* The Md intercept includes the empirical correction of +0.45 to Md since 01/04/2013 738 

 739 

 740 

 741 

 742 

 743 

 744 

 745 

 746 

 747 
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 748 

Table 10 – Completeness thresholds of HORUS catalog as a function of time according to 749 

Gasperini et al. (2013a) (1981-2010) and Lolli et al. (2018) (1960-1980), 750 

Time interval Mc b-value 

1960-1980  4.0 1.02±0.03 

1981-1989 3.0 0.97±0.02 

1990-1996 2.5 0.95±0.02 

1997-2002 2.5 0.94±0.01 

2003-15/04/2005 2.1 1.01±0.03 

16/04/2005-2010  1.8 0.97±0.01 

 751 

 752 

 753 

754 
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Figure captions 755 

 756 

Figure 1 – Regression between Mw from GCMT and GFZP global catalogs, using all data (a) and 757 

using only those with Mw GFZP >5.4 (b). 758 

Figure 2 – Distribution of Md-ML pairs from ISIDe, before (circles) and after (crosses) 1 Apr 759 

2013. 760 

Figure 3 – Average differences between ML and Md (dotted), between Mw proxies computed 761 

from ML and Md (solid) and between Mw proxies computed from ML and from Md + 0.45 762 

(dashed), in different time intervals. 763 

Figure 4 – Regressions between Mw from IMT and ML from ISIDe from 2011 to 2018 but 764 

excluding the shock of 30 October 2016 at 6:40 UTC with Mw=6.6 (ML=6.1). 765 

Figure 5 – Cumulative (solid line) and non-cumulative (black circles) frequency magnitude 766 

distribution of Mw (true and proxies) from 01/05/2012 to 2019 not using (a) and using (b) the 767 

randomization of the second decimal of ML from ISIDe (see text). 768 

Figure 6 – Same as Fig. 4 from 16 April 2005 to 30 April 2012. 769 

Figure 7 – Cumulative (solid line) and non-cumulative (black circles) frequency-magnitude 770 

distribution of HORUS catalog (a) and of ISIDe online dataset (b). Thin solid lines indicate the 771 

GR law computed for data with magnitude not lower than the completeness threshold Mc=1.8. 772 

Upper right insets display the ratio between observed and predicted numbers of data with 773 

magnitude Mmin. Lower left insets display b-value as a function of cut-off magnitude Mmin. 774 

The vertical dashed lines indicate the estimated completeness magnitude threshold (1.8). 775 

776 
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Figure 8 – a) completeness magnitude Mc in various years computed by the interactive method 777 

(dark grey solid line) and by the corrected maximum curvature method (light grey solid line). 778 

Dashed lines display Mc for the entire catalog from 2005 to 2019. Thin solid lines indicate the Mc 779 

linear trend from 2005 to 2019. Black lines display the decimal logarithm of the observed (solid) 780 

and computed (dashed) numbers of earthquakes with Mw2.5 in each year. b) b-value in various 781 

years computed using Mc by the interactive method (dark grey solid line) and by the corrected 782 

maximum curvature method (light grey solid line). Dashed lines display the b-value for the entire 783 

catalog from 2005 to 2019. 784 

Figure 9 – Completeness magnitude Mc computed by the interactive method (dark grey solid line) 785 

and by the corrected maximum curvature method (light grey solid line), in the months from 786 

September 2008 to April 2010. Dashed lines display Mc for year 2009. Thin solid lines indicate 787 

the Mc linear trend in year 2009. Black lines display the decimal logarithm of the observed (solid) 788 

and computed (dashed) annual rates of earthquakes with Mw2.5 in each month. 789 

Figure 10 – Same as Fig. 9 from September 2011 to April 2013. Dashed and thin solid lines display 790 

Mc for year 2012 and the Mc linear trend in year 2012 respectively. 791 

Figure 11 – Same as Fig. 9 from September 2015 to April 2017. Dashed and thin solid lines display 792 

Mc for year 2016 and the average Mc trend in year 2016 respectively. 793 

 794 
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Figure S1 – Top: cumulative (red solid line) and non-cumulative (black circles) frequency-
magnitude distribution of HORUS catalog for year 2005. The thin solid lines indicate the GR law 
computed for data with Mw not lower than the completeness threshold Mc. Bottom left: b-value 
as a function of cut-off magnitude Mmin. Bottom right: ratio between observed numbers of data 
with Mw³Mmin and those predicted by the GR law. The vertical dashed lines indicate the 
estimated completeness magnitude threshold Mc. 
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Figure S2 – Same as Fig. S1 for year 2006.  
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Figure S3 – Same as Fig. S1 for year 2007. 
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Figure S4 – Same as Fig. S1 for year 2008. 
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Figure S5 – Same as Fig. S1 for year 2009. 
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Figure S6 – Same as Fig. S1 for year 2010. 
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Figure S7 – Same as Fig. S1 for year 2011. 
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Figure S8 – Same as Fig. S1 for year 2012. 



 

 10 

 

  
 
Figure S9 – Same as Fig. S1 for year 2013. 
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Figure S10 – Same as Fig. S1 for year 2014. 
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Figure S11 – Same as Fig. S1 for year 2015. 
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Figure S12 – Same as Fig. S1 for year 2016. 
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Figure S13 – Same as Fig. S1 for year 2017. 
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Figure S14 – Same as Fig. S1 for year 2018. 
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Figure S15 – Same as Fig. S1 for year 2019.  
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Table S1 – Average differences between ML and Md and between Mw proxies computed from 
ML and Md according to Gasperini et al. (2013a) with and without empirical correction to Md, 
in different time intervals. 

Time interval MLproxy-Mdproxy MLproxy-(Md+0.45)proxy ML-Md 
<2011 -0.002 0.772 0.459 
 2011 -0.030 0.743 0.506 
 2012 -0.169 0.604 0.387 
 2013 -0.800 -0.026 0.078 
 2014 -0.776 0.113 0.146 
 2015 -0.781 -0.008 0.033 
 2016 -0.934 -0.161 -0.063 
 2017 -0.670 0.103 0.227 
 2018 -0.689 0.013 0.248 

<April 2013 -0.018 0.755 0.464 

³April 2013 -0.810 -0.038 0.080 
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Table S2 – Magnitude completeness thresholds, b-values and numbers of data in different years 
Year Mc(IN) B(IN) Mc(MC) b (MC) N NO³2.5 NP³2.5 
2005 1.8 0.975±0.033 1.7 0.954±0.029 2785 169 184 
2006 1.7 1.026±0.024 1.6 0.991±0.021 5225 273 267 
2007 1.5 1.012±0.022 1.4 0.978±0.020 5171 196 197 
2008 2.0 1.025±0.032 1.6 0.925±0.020 6144 301 304 
2009 1.8 0.960±0.013 1.5 0.894±0.009 25190 1201 1172 
2010 1.7 1.040±0.023 1.3 0.956±0.014 13604 311 309 
2011 1.5 0.977±0.015 1.2 0.886±0.010 15190 469 468 
2012 2.3 0.993±0.021 1.4 0.675±0.008 16595 1365 1376 
2013 1.6 1.041±0.015 1.3 0.956±0.010 23386 563 592 
2014 1.7 1.134±0.019 1.3 1.033±0.011 25194 462 454 
2015 1.6 1.136±0.019 1.4 1.044±0.014 14057 342 340 
2016 1.8 1.024±0.008 1.7 0.995±0.007 59523 3413 3410 
2017 1.5 1.131±0.009 1.5 1.131±0.009 44809 1181 1132 
2018 1.5 1.062±0.013 1.4 1.049±0.012 22936 527 561 
2019 1.3 0.991±0.012 1.3 0.991±0.012 15717 405 420 
2005-2019 1.8 1.017±0.004 1.4 0.924±0.003 295526 11178 11105 

Mc(IN) and b(IN) are computed by the interactive method (see text). Mc(MC) and b(MC) are 
computed by the corrected maximum curvature methods. N total number of data with Mw>0, 
NO≥2.5 and NP≥2.5 annual rates of earthquakes with Mw³2.5, observed and predicted from the 
GR distribution respectively. 
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Table S3 – Magnitude completeness thresholds, b-values and numbers of data for different 
months of year 2009. 

Year Mc b Mc(MC) b (MC) N NO³2.5 NP³2.5 
Sep08 1.6 1.294±0.104 1.5 1.157±0.085 501 12 11 
Oct08 1.5 0.994±0.066 1.4 0.935±0.057 570 23 23 
Nov08 1.7 0.987±0.091 1.5 0.897±0.070 369 21 19 
Dec08 2.2 1.240±0.102 1.9 1.055±0.063 620 58 63 
Jan 1.9 1.157±0.126 1.4 0.903±0.064 392 15 17 
Feb 1.8 1.255±0.132 1.2 0.942±0.055 494 13 12 
Mar 1.4 0.854±0.054 1.3 0.831±0.049 591 27 28 
Apr 1.9 0.957±0.019 1.5 0.844±0.012 8940 714 694 
May 1.3 1.089±0.028 1.3 1.089±0.028 3857 68 75 
Jun 1.4 1.033±0.034 1.3 0.997±0.030 2645 64 66 
Jul 1.7 1.055±0.054 1.3 1.016±0.033 2615 52 54 
Aug 1.3 1.029±0.040 1.4 1.033±0.045 1758 42 39 
Sep 1.3 1.018±0.047 1.4 1.023±0.052 1089 29 29 
Oct 1.4 0.969±0.047 1.4 0.969±0.047 1255 34 37 
Nov 1.5 1.041±0.067 1.3 0.960±0.051 906 23 22 
Dec 2.5 1.124±0.103 1.5 0.561±0.030 648 120 120 
Jan10 1.5 0.888±0.055 1.5 0.888±0.055 600 34 33 
Feb10 1.8 1.086±0.100 1.6 1.009±0.076 483 23 20 
Mar10 1.5 1.075±0.071 1.2 0.936±0.047 785 21 19 
Apr10 1.5 1.066±0.058 1.0 0.902±0.030 1851 28 29 
2009 1.8 0.960±0.013 1.5 0.894±0.009 25190 1201 1172 

Mc(IN) and b(IN) are computed by the interactive method (see text). Mc(MC) and b(MC) are 
computed by the corrected maximum curvature methods. N total number of data with Mw>0, 
NO≥2.5 and NP≥2.5 annual rates of earthquakes with Mw³2.5, observed and predicted from the 
GR distribution respectively.  
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Table S4 – Magnitude completeness thresholds, bvalues and numbers of data for different 
months of year 2012. 

Year Mc b Mc(MC) b (MC) N NO³2.5 NP³2.5 

Sep11 1.8 0.881±0.053 1.3 0.741±0.031 1120 72 67 
Oct11 1.5 0.883±0.045 1.4 0.849±0.040 952 52 50 
Nov11 1.5 1.127±0.063 1.3 0.993±0.047 1052 26 24 
Dec11 1.8 1.066±0.074 1.4 0.881±0.043 1198 37 38 
Jan 1.3 0.804±0.042 1.4 0.829±0.046 864 37 40 
Feb 1.5 0.902±0.064 1.4 0.885±0.057 541 24 25 
Mar 1.2 0.859±0.041 1.5 0.864±0.056 807 38 33 
Apr 1.3 0.975±0.048 1.2 0.944±0.043 966 34 27 
May 2.3 0.893±0.027 2.6 0.840±0.036 2660 694 704 
Jun 2.2 1.145±0.054 2.4 1.195±0.072 2018 200 204 
Jul 1.8 1.002±0.062 1.4 0.839±0.037 1252 56 53 
Aug 1.5 1.030±0.051 1.5 1.030±0.051 1380 28 38 
Sep 1.5 0.975±0.046 1.4 0.949±0.041 1342 46 47 
Oct 1.7 1.029±0.047 1.4 0.905±0.031 2015 74 73 
Nov 1.3 0.849±0.029 1.5 0.869±0.035 1651 89 85 
Dec 1.6 1.047±0.053 1.6 1.047±0.053 1099 45 44 
Jan13 1.9 1.330±0.093 1.4 1.046±0.041 1270 31 33 
Feb13 1.6 1.071±0.058 1.5 1.039±0.051 962 27 37 
Mar13 1.6 0.979±0.058 1.6 0.979±0.058 1021 35 38 
Apr10 1.4 1.000±0.042 1.1 0.910±0.029 2252 43 45 

2012 1.8 0.993±0.021 1.4 0.675±0.008 16595 1365 1376 
Mc(IN) and b(IN) are computed by the interactive method (see text). Mc(MC) and b(MC) are 
computed by the corrected maximum curvature methods. N total number of data with Mw>0, 
NO≥2.5 and NP≥2.5 annual rates of earthquakes with Mw³2.5, observed and predicted from the 
GR distribution respectively.  
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Table S5 – Magnitude completeness thresholds, bvalues and numbers of data for different 
months of year 2016. 

Year Mc b Mc(MC) b (MC) N NO³2.5 NP³2.5 

Sep15 1.6 1.193±0.074 1.4 1.093±0.055 1156 18 22 
Oct15 1.6 1.141±0.072 1.1 0.839±0.035 930 24 24 
Nov15 1.5 1.205±0.071 1.3 1.058±0.051 927 22 18 
Dec15 1.3 1.072±0.055 1.5 1.065±0.070 962 21 20 
Jan 2.0 1.198±0.096 1.4 0.912±0.041 1021 38 39 
Feb 1.7 1.180±0.080 1.7 1.180±0.080 700 25 25 
Mar 1.5 1.056±0.061 1.2 0.917±0.041 898 26 26 
Apr 1.5 1.031±0.064 1.4 1.009±0.057 946 26 24 
May 1.6 1.078±0.068 1.2 0.913±0.039 1041 27 27 
Jun 1.5 1.060±0.062 1.4 1.012±0.053 1038 22 26 
Jul 1.5 1.047±0.072 1.4 0.961±0.061 958 20 19 
Aug 2.1 0.953±0.025 1.7 0.871±0.016 7084 585 595 
Sep 1.7 1.255±0.028 1.4 1.152±0.018 10505 201 197 
Oct 3.1 1.071±0.054 1.6 0.726±00.01 11265 1309 1735 
Nov 1.9 1.228±0.018 1.9 1.228±0.018 13421 875 882 
Dec 1.6 1.320±0.021 1.6 1.320±0.021 10646 259 246 
Jan17 1.6 1.067±0.016 1.7 1.079±0.018 10062 489 484 
Feb17 1.6 1.284±0.031 1.5 1.260±0.027 6090 134 119 
Mar17 1.4 1.305±0.029 1.5 1.333±0.034 4888 75 74 
Apr17 1.4 1.141±0.028 1.5 1.154±0.032 4032 114 90 

2016 1.8 1.024±0.008 1.7 0.995±0.007 59507 2978 2976 

Mc and b are computed by the interactive method (see text). Mc(MC) and b(MC) are computed 
by the corrected maximum curvature methods. N total number of data with Mw>0, NO≥2.5 and 
NP≥2.5 annual rates of data with Mw³2.5, observed and predicted from the GR distribution 
respectively. 


