
28 November 2024

Alma Mater Studiorum Università di Bologna
Archivio istituzionale della ricerca

Borrelli W.,  Maalaoui A.,  Martino V. (2023). Conformal Dirac–Einstein equations on manifolds with
boundary. CALCULUS OF VARIATIONS AND PARTIAL DIFFERENTIAL EQUATIONS, 62(1), 1-52
[10.1007/s00526-022-02354-w].

Published Version:

Conformal Dirac–Einstein equations on manifolds with boundary

Published:
DOI: http://doi.org/10.1007/s00526-022-02354-w

Terms of use:

(Article begins on next page)

Some rights reserved. The terms and conditions for the reuse of this version of the manuscript are
specified in the publishing policy. For all terms of use and more information see the publisher's website.

Availability:
This version is available at: https://hdl.handle.net/11585/911956 since: 2023-01-17

This is the final peer-reviewed author’s accepted manuscript (postprint) of the following publication:

This item was downloaded from IRIS Università di Bologna (https://cris.unibo.it/).
When citing, please refer to the published version.

http://doi.org/10.1007/s00526-022-02354-w
https://hdl.handle.net/11585/911956


This item was downloaded from IRIS Università di Bologna (https://cris.unibo.it/) 

When citing, please refer to the published version. 

 

 

 

 

 

This is the final peer-reviewed accepted manuscript of:  

Borrelli, W., Maalaoui, A. & Martino, V. Conformal Dirac–Einstein equations on 
manifolds with boundary.. Calc. Var. 62, 18 (2023)  

The final published version is available online at https://dx.doi.org/10.1007/s00526-
022-02354-w 

Terms of use: 

Some rights reserved. The terms and conditions for the reuse of this version of the manuscript are 
specified in the publishing policy. For all terms of use and more information see the publisher's 
website.   

 

https://cris.unibo.it/
https://dx.doi.org/10.1007/s00526-022-02354-w
https://dx.doi.org/10.1007/s00526-022-02354-w
https://dx.doi.org/10.1007/s00526-022-02354-w


CONFORMAL DIRAC-EINSTEIN EQUATIONS ON MANIFOLDS WITH

BOUNDARY.

WILLIAM BORRELLI(1), ALI MAALAOUI(2) & VITTORIO MARTINO(3)

Abstract In this paper we study Dirac-Einstein equations on manifolds with boundary, restricted
to a conformal class with constant boundary volume, under chiral bag boundary conditions for the
Dirac operator. We characterize the bubbling phenomenon, also classifying ground state bubbles.
Finally, we prove an Aubin-type inequality and a related existence result.

Keywords: Einstein-Dirac equations, chiral bag boundary conditions, critical exponent, Aubin-type in-

equality.

2010 MSC. Primary: 53C21, 53C23. Secondary: 53C27, 58E30

1. Introduction and main results

The Einstein-Dirac equations describe the interaction of spin 1
2 particles with a gravitational

field. This interaction is modeled through a coupling of the Einstein-Hilbert functional (the total
curvature) and a fermionic interaction using the Dirac operator. Given a three dimensional compact
spin manifold M , the functional reads as

ED(g, ψ) =

∫
M

Rg dvg +

∫
M

〈Dgψ,ψ〉 − |ψ|2g dvg,

where g is a Riemannian metric on M and ψ is a spinor. We recall that the study of the first term
of this functional was heavily investigated and this led to beautiful results in geometric analysis
such as the solution of the Yamabe problem, when restricted to a conformal class of the metric,
and the positive mass theorem [47, 49].
Going back to the Einstein-Hilbert functional, the natural extension was then to consider manifolds
with non-empty boundaries. The functional is then modified by adding a term involving the total
mean curvature of the boundary and this is known as the Gibbons-Hawking-York action (see, e.g.
[18, 50]). Again, if one restricts the variations to a conformal class of the metric, one is led to the
Yamabe problem on manifolds with boundary, first investigated by Escobar [13]. This led to the
study of the positive mass theorem on manifolds with boundary [2, 24] and Dirac type operators on
such manifolds [6]. Notice that this brings extra challenges to decide which boundary condition one
should impose on spinors that would guarantee ellipticity and allows achieving the same geometric
properties. We refer to [29] and the references therein for the study of several boundary conditions
for the Dirac operator and their ellipticity.

In this paper, we propose to study the conformal version of the coupling of the Gibbons-Hawking-
York functional with the fermionic interaction while imposing a natural local boundary condition.
Indeed, let (M, g) be a compact oriented three-dimensional Riemannian manifold with boundary.
It is well-known that it admits a spin structure σ, see for instance [36, page 87]. We assume
that the manifold M admits a chirality operator G on the spinor bundle ΣM . Examples of such
3-dimensional manifolds are given by space-like hypersurfaces in a Lorentzian manifold, where G
is given by the Clifford multiplication by a unit time-like normal field to M , see e.g. [29] and
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references therein. The existence of a chirality operator allows to define a class of (local) boundary
conditions for the Dirac operator that behave nicely under a conformal change of metric (see
Section 2).

Let us consider the energy functional Eb

Eb(u, ψ) =
1

2

(∫
M

|∇u|2+
Rg
8
u2 dvg+

∫
∂M

1

2
hgu

2 dσg+

∫
M

〈Dgψ,ψ〉−|ψ|2|u|2 dvg
)
− b

4

∫
∂M

u4 dσg ,

(1)
where hg is the mean curvature of ∂M , b is a non-negative constant, Dg, ΣM are the Dirac operator
and the spinor bundle associated with σ, respectively, and 〈·, ·〉 is the real part of the compatible

Hermitian metric on ΣM . Notice that Eb is defined on the space H = H1(M)×H
1
2
+(ΣM) where

H
1
2
+(ΣM) is the space of H

1
2 -sections of the spinor bundle satisfying chiral bag boundary conditions

(see Section 2). The energy functional Eb arises from the following generalization of the Gibbons-
Hawking-York functional, which in its turn generalizes the Hilbert-Einstein functional for manifolds
with boundary

E(g, ψ) =

∫
M

Rgdvg +
1

2

∫
∂M

hg dσg +

∫
M

〈Dgψ,ψ〉 − 〈ψ,ψ〉 dvg ,

where g is a Riemannian metric on M and ψ is a spinor field. As mentioned above, this model was
investigated (for manifolds without boundary) in full generality by [7, 15, 35] for the properties
of the critical points of the functional and examples of Dirac-Einstein structures, while in [40] the
authors study the compactness property of the set Einstein-Dirac structures. The functional Eb is
obtained from E by restricting the latter to a conformal class of the metric with constant boundary
volume (V olg(∂M) = 1). The conformal version of the functional E has been studied by the second
and third named authors in [43] in the case of closed oriented Riemannian 3-manifolds. Observe
that the functional (1) can be considered as the three-dimensional analogue of the Super-Liouville
functional, for which a blow-up analysis and the existence of critical points has been studied in the
literature, see e.g. [31, 27, 28] (for the case ∂M = ∅) and [16, 32, 33, 34] (for the case ∂M 6= 0).

The aim of the present paper is to study various properties of Eb and of its critical points,
considering a local boundary conditions for the Dirac operator Dg.

The critical points of Eb solve the following system:

Lgu = u|ψ|2
on M

Dψ = u2ψ

Bgu := ∂u
∂ν + 1

2hgu = bu3

on ∂M
B+ψ = 0

(2)

Here B+ is the operator defining chiral boundary conditions for spinors (see Section 2).
We define the Yamabe invariant for manifolds with boundary Y (M,∂M, [g]) by

Y (M,∂M, [g]) = inf
u∈H1(M),u>0

∫
M
|∇u|2 + 1

8Rgu
2 dvg +

∫
∂M

1
2hgu

2 dσg( ∫
M
u6 dvg

) 1
3

, (3)

where Rg is the scalar curvature of the metric g.
It is also important to notice that the operator (Lg, Bg) is elliptic with compact resolvent. So

under the boundary condition Bgu = 0, Lg is self-adjoint and has a discrete spectrum. The first
eigenvalue of this operator is defined by

λ1 = inf
u∈H1(M)\{0}

∫
M
|∇u|2 + 1

8Rgu
2 dvg + 1

2

∫
∂M

hgu
2 dσg∫

M
u2 dvg

.

The sign of λ1 is a conformal invariant and it has the same sign as Y (M,∂M, [g]). From now on,
we will focus on the case λ1 > 0 and by using the first eigenfunction as a conformal change, we can
assume without loss of generality that hg = 0 and Rg > 0, as it was shown in Proposition 1.3 and
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Lemma 1.1 in [13]. The quantity ‖u‖2 =
∫
M
|∇u|2 + 1

8Rgu
2 dvg, defines then a norm on H1(M),

equivalent to the standard one. Our new functional reads

Eb(u, ψ) =
1

2

(∫
M

|∇u|2 +
1

8
Rgu

2 dvg +

∫
M

〈Dψ,ψ〉 − |ψ|2|u|2 dvg
)
− b

4

∫
∂M

u4 dσg .

Looking for solutions to (2) via variational methods, bubbling phenomena may occur, due to
the conformal invariance of the functional, and one is led to study the limit equations describing
the blow-up profiles. We will distinguish two kinds of blow-up:

• Interior blow-up, when the energy concentration occurs in the interior of the manifold.
This phenomena is similar to the case of manifolds with no boundary that was studied in
[43] and hence the limit equations are posed on the whole space R3 and read −∆u = u|ψ|2

on R3.
Dψ = u2ψ

(4)

• Boundary blow-up, when the energy concentration occurs at the boundary ∂M . the limit
equations are posed on the half-space R3

+ and are given by

−∆u = u|ψ|2
on R3

+

Dψ = u2ψ
∂u
∂ν = bu3

on ∂R3
+

B+ψ = 0

(5)

We recall that solutions of (4) have been studied by the first two named authors in [8] where a
classification result was exhibited for ground state solutions. We also distinguish the two limiting
functionals. Namely, weak solutions for (4) are critical points of the energy functional

ER3(u, ψ) =
1

2

(∫
R3

|∇u|2 + 〈Dψ,ψ〉 − u2|ψ|2 dvgR3
)
, (6)

on H̊1(R3) × H̊1/2(Σg0R3). On the other hand, weak solutions (u, ψ) ∈ H̊1(R3
+) × H̊1/2

+ (Σg0R3
+)

to (5) correspond to critical points of the following functional

EbR3
+

(u, ψ) =
1

2

(∫
R3

+

|∇u|2 + 〈Dψ,ψ〉 − u2|ψ|2 dvgR3

)
− b

4

∫
∂R3

+

u4dσgR3 . (7)

In our investigation, we start by studying the asymptotic decomposition and the energy quan-
tization of Palais-Smale sequences of the functional Eb, as described in the following result.

Theorem 1.1. Let us assume that M has a positive Yamabe constant Yg(M,∂M) and let (un, ψn)
be a Palais-Smale sequence for E at level c. Then there exist u∞ ∈ C∞(M), ψ∞ ∈ C∞(ΣM) such
that (u∞, ψ∞) is a solution of (2), m+` sequences of points x̃1

n, · · · , x̃mn ∈M and x1
n, · · · , x`n, such

that limn→∞ x̃kn = x̃k ∈
◦
M , for k = 1, . . . ,m. limn→∞ xkn = xk ∈ ∂M for k = 1, · · · , ` and m + `

sequences of real numbers R̃1
n, · · · , R̃mn , R1

n, · · · , R`n converging to zero, such that:

i) un = u∞ +

m∑
k=1

ṽkn +
∑̀
k=1

vkn + o(1) in H1(M),

ii) ψn = ψ∞ +

m∑
k=1

φ̃kn +
∑̀
k=1

φkn + o(1) in H
1
2
+(ΣM),

iii) Eb(un, ψn) = Eb(u∞, ψ∞) +

m∑
k=1

ER3(Ũk∞, Ψ̃
k
∞) +

∑̀
k=1

EbR3
+

(Uk∞,Ψ
k
∞) + o(1),

where

ṽkn = (R̃kn)−
1
2 β̃kσ̃

∗
n,k(Ũk∞),

vkn = (Rkn)−
1
2 βkσ

∗
n,k(Uk∞),

φ̃kn = (R̃kn)−1β̃kσ̃
∗
n,k(Ψ̃k

∞),
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φkn = (Rkn)−1βkσ
∗
n,k(Ψk

∞),

with σ̃n,k = (ρ̃n,k)−1 and ρ̃n,k(·) = expx̃k
n
(R̃kn·) is the exponential map defined in a suitable

neighborhood of R3, σn,k = ρ−1
n,k and ρn,k = Fxk(Rkn·) is the Fermi coordinate patch in a suitable

neighborhood of R3
+. Also, here β̃k (resp. βk) is a smooth compactly supported function, such that

β̃k = 1 on B1(x̃k) (resp. βk = 1 on B1(xk)) and supp(β̃k) ⊂ B2(x̃k) (resp. supp(βk) ⊂ B2(xk))

and (Ũk∞, Ψ̃
k
∞) are solutions to the system (4) on R3 with its Euclidean metric gR3 while (Uk∞,Ψ

k
∞)

are solutions to the system (5) on R3
+.

Roughly speaking, in items i), ii) above we distinguish concentration profiles corresponding to
interior and boundary points, while item iii) gives the corresponding energy quantization. Notice
that such result holds for arbitrary b ≥ 0.

Next, we will focus on the case b = 0 and we will let E := E0. We now consider the equation
describing boundary concentration profiles (5). The case of interior blowup points has been treated
in [8]. As explained in Section 2, both equation (5) and the functional (7) are conformally covariant,
and then can be equivalently considered on the round hemisphere (S3

+, g0):
Lg0u = u|ψ|2
Dg0ψ = u2ψ on S3

+

Bg0u = 0
B+ψ = 0 on ∂S3

+

(8)

ES3+ =
1

2

(∫
S3+
|∇g0u|2 +

Rg0
8
u2 + 〈Dψ,ψ〉 − u2|ψ|2 dvg0

)
.

As proved in Lemma 5.1, for a non trivial solution (u, ψ) ∈ H1(S3
+) × H1/2

+ (Σg0S3
+) to (8) there

holds

ES3+(u, ψ) ≥ 1

2
Y (S3

+, ∂S3
+, [g0])λ+

CHI(S
3
+, ∂S3

+, [g0]) , (9)

where Y (S3
+, ∂S3

+, [g0]) and λ+
CHI(S3

+, ∂S3
+, [g0]) are the Yamabe and the chiral invariant, respec-

tively, defined as in (3), (16). We mention that a similar lower bound for non-trivial solution to
critical Dirac equations on the round sphere has been proved by Isobe [26], in general dimension.
Considering (4) and (6) on the round sphere (Sn, g0) a similar energy gap for non-trivial solutions
is proved in [43], namely

ES3(u, ψ) ≥ 1

2
Y (S3, [g0])λ+(S3, [g0]) , (10)

where

ES3(u, ψ) =
1

2

(∫
S3
|∇g0u|2 +

Rg0
8
u2 + 〈Dψ,ψ〉 − u2|ψ|2 dvg0

)
,

Y (S3, [g0]) is the Yamabe invariant and the conformal invariant

λ+(S3, [g0]) := inf
ḡ∈[g0]

|λ+
1 (ḡ)|vol(M, g)1/3

is the analogue of (16) on the round sphere.

Remark 1.2. Notice that since (see [13, 45])

Y (S3
+, ∂S3

+, [g0]) < Y (S3, [g0]) ,

and

λ+
CHI(S

3
+, ∂S3

+, [g0]) < λ+(S3, [g0]) ,

the (sharp) lower bound for the energy of boundary bubbles is strictly smaller than the one for
interior bubbles. As a consequence, the former represents the threshold level for compact Palais-
Smale sequences, see Theorem 1.6.

Definition 1.3. A non trivial solution (u, ψ) ∈ H1(S3
+) × H1/2

+ (Σg0S3
+) to (8) is called ground

state solution if

ES3+(u, ψ) =
1

2
Y (S3

+, ∂S3
+, [g0])λ+

CHI(S
3
+, ∂S3

+, [g0]) ,

that is, equality holds in (9).
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The following result classifies ground states of (8). We mention that the analogous result
for Dirac-Einstein equations on the 3-sphere (i.e. for minimizers of (10)) and for critical Dirac
equations in arbitrary dimensions has been proved in [8, 9], respectively.

Theorem 1.4. Let (u, ψ) ∈ H1(S3
+)×H1/2

+ (Σg0S3
+) be a ground state solution to (8), and assume

u ≥ 0. Then, up to a conformal diffeomorphism, u ≡ 1 and ψ is a
(
− 1

2

)
−Killing spinor. Namely,

there exists a conformal diffeomorphism f of the round 3-hemisphere and a
(
− 1

2

)
−Killing spinor

Ψ such that
u = (det(df))1/6

and
ψ = (det(df))1/3Ff∗g0,g0(f∗Ψ) ,

where Ff∗g0,g0 is the isometry of spinor bundles for conformally related metrics, and the pullback
f∗Ψ is defined as in (35).

The above results can be rewritten on the Euclidean space, in a more explicit form.

Corollary 1.5. Let (u, ψ) ∈ H1(R3
+) ×H1/2

+ (ΣR3
+) be a ground state solution to (5) with u ≥ 0.

Then there exist λ > 0, y ∈ R2 and a parallel spinor Φ0 ∈ ΣR3
+ such that, setting Φ = (Φ0−ν ·G Φ0)

there holds

u(x) =

(
2λ

λ2 + |x̃− y|2 + x2
3

)1/2

, x = (x̃, x3) ∈ R3
+ (11)

and

ψ(x) =

(
2λ

λ2 + |x̃− y|2 + x2
3

)3/2(
1−

(
x̃− y
λ

,
x3

λ

))
· Φ , x = (x̃, x3) ∈ R3

+ (12)

where x̃ ∈ R2 and x3 ≥ 0.

The last main results of the paper consist of the proof of an Aubin-type inequality and a related
existence result for the problem (2), with b = 0 (see [43, Section 5] for similar results in the case
of a manifold without boundary). We initially define the two functionals relevant to the statement
of the result:

Ẽ(u, ψ) =

(∫
M

uLgudvg

)(∫
M

〈Dgψ,ψ〉dvg
)

∫
M

|u|2|ψ|2dvg
, I(ψ) =

∫
M

〈Dgψ,ψ〉dvg∫
M

|u|2|ψ|2dvg

for any non-trivial (u, ψ) ∈ H1(M) ×H
1
2
+(ΣM) with

∫
M
|u|2|ψ|2 dvg 6= 0 and assuming (without

loss of generality) that hg = 0. These functional will be addressed in Section 6. We also refer

the reader to [43] to get more context on the definition of these functionals. Now, let H
1
2 ,−
+ be

the negative space of H
1
2
+(ΣM) according to the spectral decomposition of the Dirac operator and

consider P− the projector on H
1
2 ,−, as explained in Section 2.3.

We can define the following conformal constant (namely, depending only on the conformal class
of the metric g)

Ỹ (M,∂M, [g]) = inf

 Ẽ(u, ψ); where (u, ψ) ∈ H1(M) \ {0} ×H
1
2
+(ΣM) \ {0} s.t.

I(ψ) > 0, P−
(
Dgψ − I(ψ)u2ψ

)
= 0

 . (13)

We point out here that there is an abuse of notation writing P−
(
Dgψ − I(ψ)u2ψ

)
instead of

P−
(
ψ − I(ψ)D−1

g (u2ψ
)
. In fact, the equation P−

(
Dgψ − I(ψ)u2ψ

)
= 0 should be understood in

the sense of duality, that is:

〈Dgψ − I(ψ)u2ψ, P−(ϕ)〉
H−

1
2 ,H

1
2

= 0 for all ϕ ∈ H
1
2
+(ΣM).

We want to compare Ỹ (M,∂M, [g]) with the invariant on the sphere (S3
+, g0), namely,

Ỹ (S3
+, ∂S3

+, [g0]) := Y (S3
+, ∂S3

+, [g0])λ+
CHI(S

3
+, ∂S3

+, [g0]) .

This comparison will be entangled to an existence result for (2), in analogy with the classical
Yamabe problem [13, 37]. Indeed, we prove the following:



6 WILLIAM BORRELLI(1), ALI MAALAOUI(2) & VITTORIO MARTINO(3)

Theorem 1.6. Let (M, g) be a compact oriented three-dimensional Riemannian manifold with
boundary. It holds:

Y (M,∂M, [g])λ+
CHI(M,∂M, [g]) ≤ Ỹ (M,∂M, [g]) ≤ Ỹ (S3

+, ∂S3
+, [g0]) . (14)

Moreover, if

Ỹ (M,∂M, [g]) < Ỹ (S3
+, ∂S3

+, [g0]),

then the problem (2), with b = 0, has a non-trivial ground state solution.

1.1. Outline of the paper. In Section 2 we collect some preliminary results about the operators
involved and their conformal covariance, while in Section 3 we prove a regularity result for solutions
to (2). We then analyze the bubbling phenomenon in Section 4, proving Theorem 1.1. Ground state
bubbles are classified, as stated in Theorem 1.4, in Section 5. Finally, we prove the Aubin-type
inequality (14) and the related existence result stated in Theorem 1.6, in Section 6.

Acknowledgements. The authors wish to thank the reviewer for careful reading the manuscript
and for the accurate remarks.

Data availability statement. Data sharing not applicable to this article as no datasets were
generated or analysed during the current study.

2. Preliminary properties and Conformal Covariance

In this section we review some notions on spin structures and Dirac operators useful in the
sequel, for the convenience of the reader. We refer to [30, 36] for more details. We also define the
Sobolev spaces that will play a role in the subsequent analysis and recall some of their properties.

The conformal Laplacian acting on functions on the Riemannian manifold (M, g) is defined by

Lgu := −∆gu+
1

8
Rgu,

where ∆g is the standard Laplace-Beltrami operator and Rg is the scalar curvature. As already
observed, (Lg, Bg) is elliptic with compact resolvent, where the boundary condition Bg is defined
in (2). We refer the reader to [1, Chap V] and [38, Chap 2,Sec 5], for more details.

We will denote by H1(M) the usual Sobolev space on M . By the Sobolev embedding and trace
theorems there is a continuous embedding

H1(M) ↪→ Lp(M), 1 ≤ p ≤ 6 and H1(M) ↪→ Lq(∂M), 1 ≤ q ≤ 4,

which are compact if 1 ≤ p < 6 and 1 ≤ q < 4.

2.1. Spin structure and the Dirac operator. Let (M, g) be an oriented Riemannian manifold,
and let PSO(M, g) be its frame bundle.

Definition 2.1. A spin structure on (M, g) is a pair (PSpin(M, g), σ), where PSpin(M, g) is a
Spin(n)-principal bundle and σ : PSpin(M, g)→ PSO(M, g) is a 2-fold covering map, which is the
non-trivial covering λ : Spin(n)→ SO(n) on each fiber.

In other words, the quotient of each fiber by {−1, 1} ' Z2 is isomorphic to the frame bundle of
M , so that the following diagram commutes

PSpin(M, g) PSO(M, g)

M

σ

A Riemannian manifold (M, g) endowed with a spin structure is called a spin manifold.
In particular, the Euclidean half-space (Rn+, gRn) and the round hemisphere (Sn+, g0) with n ≥ 2,

that are relevant for our purposes, admit a unique spin structure.

Definition 2.2. The complex spinor bundle ΣM → M is the vector bundle associated to the
Spin(n)-principal bundle PSpin(M, g) via the complex spinor representation of Spin(n).
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The complex spinor bundle ΣM has rank N = 2[ n2 ] and it is endowed with a canonical spin
connection ∇ (which is a lift of the Levi-Civita connection, denoted by the same symbol) and a
Hermitian metric g shortly denoted by (·, ·). We will be using the euclidean structure rather than
the Hermitian one, hence, we will consider 〈·, ·〉, the real part of (·, ·).

In particular, the spinor bundle of the Euclidean half-space Rn+ is trivial, so that we can identify

spinors with vector-valued functions ψ : Rn → CN .

The Clifford multiplication is a map · : TM → EndC(ΣM) verifying the Clifford relation

X · Y + Y ·X = −2g(X,Y )1ΣM ,

for any tangent vector fields X,Y ∈ Γ(TM), and is compatible with the bundle metric g.
Taking a local oriented orthonormal tangent frame (ej)

3
j=1 the Dirac operator is defined as

Dgψ :=

3∑
j=1

ej · ∇gejψ , ψ ∈ Γ(ΣM) .

Given α ∈ C, a non-zero spinor field ψ ∈ Γ(ΣM) is called α-Killing if

∇gXψ = αX · ψ, ∀X ∈ Γ(TM).

For more information on Killing spinors we refer the reader to [17, Appendix A]. On (Sn+, g0) α-
Killing spinors only exist for α = ±1/2 and are restriction of α-Killing spinors on the round sphere,
and via the stereographic projection the pull-back on the Euclidean half-space R3

+ of the ± 1
2 -Killing

spinors have the form

Ψ(x) =

(
2

1 + |x|2

)n
2

(1± x) · Φ0

where 1 denotes the identity endomorphism of the spinor bundle ΣgR3
+

R3
+ and Φ0 is a parallel

spinor, see e.g. [46].
Finally, observe that ∂M , being an oriented hypersurface of M , is itself a spin manifold and its

spinor bundle is obtained by restricting ΣM to the boundary of M . In particular in odd dimensions
the spinor bundle restricted to ∂M can be identified with the intrinsic bundle on ∂M , namely

ΣM|∂M = Σ∂M .

2.2. Chiral bag boundary conditions and the chiral invariant. When the Dirac operator
is studied on manifold with boundaries, one can impose different kinds of boundary conditions
depending on the physical model or the invariant that one needs to compute. For instance in [4]
the authors introduced the celebrated non-local boundary condition in order to establish index
theorems. The (APS) boundary condition was also extensively used to establish other results see
[23, 49]. Another interesting boundary condition is the MITbag condition introduced in the study
of fields confined in a finite region of the space. The advantage of this condition is its local aspect.
In our case, we are interested in the chiral boundary condition (CHI) introduced in the study of
the mass of asymptotically flat manifolds as in [22] and for the proof of the positive mass theorem
for manifolds with boundary as in [2]. This boundary condition is more adequate for our problem
mainly because it is well behaved under a conformal change of the metric as it was expressed in
[45, 46]. We refer to reader to [29] for more details on the above mentioned boundary conditions.

A chirality operator on M is a linear map G : Γ(ΣM)→ Γ(ΣM) such that

G2 = 1 , 〈Gψ,Gϕ〉 = 〈ψ,ϕ〉 ,
∇X(Gψ) = G∇Xψ , X ·Gψ = −GX · ψ ,

for each vector field X and spinor fields ψ,ϕ. A typical example of a chirality operator in three
dimensions is when the manifold is a space-like hypersurface of a four dimensional Lorentz manifold.
G in this case is defined by the Clifford multiplication by a unit time-like vector field. We refer the
reader to [22, Section 2] for more details about this example, and to the discussion in the proof of
[12, Thm.3.2].

Given a chirality operator G, the fibre preserving endomorphism ν ·G : Γ(Σ∂M)→ Γ(Σ∂M) is
self-adjoint with respect to the pointwise Hermitian product and squares to the identity. Then it
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has eigenvalues ±1 and

B±g :=
1

2
(1± ν ·G) : L2(Σ∂M)→ L2(V ±) (15)

is the the projector onto the eigensubbundle V ± corresponding to the eigenvalue ±1. Such operator
defines an elliptic boundary condition for Dg called chiral bag boundary condition. More precisely,
in [14] the authors show that

Dg : H1
+(ΣM) := {ϕ ∈ H1(ΣM) : B+

g (ϕ|∂M ) = 0} → L2(ΣM)

is a self-adjoint Fredholm operator, whose spectrum consists of isolated real eigenvalues with finite
multiplicity. In fact, since Dg is elliptic of order 1 and self-adjoint, it is Fredholm as an operator

Dg : H
1
2
+(ΣM) := {ϕ ∈ H

1
2 (ΣM) : B+

g (ϕ|∂M ) = 0} → H−
1
2 (ΣM). More details about these

fractional Sobolev spaces will be provided in the next section.

Definition 2.3. The chiral bag invariant is defined as

λ±CHI(M,∂M, [g]) := inf
ḡ∈[g]
|λ±1 (ḡ)|vol(M, g)1/n , (16)

where λ±1 (g) s the smallest positive/negative eigenvalue of the Dirac operator under chiral bag
boundary conditions.

If n ≥ 3 the Hijazi inequality on manifolds with boundary [45] relates λ±1 (g) to the first eigenvalue
of the conformal Laplacian µ1(Lg):

λ±1 (g)2 ≥ n

4(n− 1)
µ1(Lg) ,

where equality holds if and only if (M, g) is isometric to a round half-sphere. Moreover, there holds

λ±CHI(M,∂M, [g]) ≥ n

4(n− 1)
Y (M,∂M, [g]) .

2.3. Sobolev spaces of spinors. Using the spectral decomposition of the Dirac operator with
chiral bag boundary conditions one can define fractional Sobolev spaces of spinors. Of particular

interest for us will be the space H
1
2
+(ΣM). As already observed, the Dirac operator Dg has compact

resolvent and there exists a complete L2-orthonormal basis of eigenspinors {ψi}i∈Z of the operator

Dgψi = λiψi,

and the eigenvalues {λi}i∈Z are unbounded, that is |λi| → ∞, as |i| → ∞. Now if ψ ∈ L2(ΣM),
there holds

ψ =
∑
i∈Z

aiψi.

so that we can define the unbounded operator |Dg|s : L2(ΣM)→ L2(ΣM) by

|Dg|s(ψ) =
∑
i∈Z

ai|λi|sψi.

We denote by Hs
+(ΣM) the domain of |Dg|s, namely there holds ψ ∈ Hs

+(ΣM) if and only if∑
i∈Z

a2
i |λi|2s < +∞.

For s > 0, the following inner product

〈u, v〉s = 〈|Dg|su, |Dg|sv〉L2 ,

induces a norm on Hs
+(ΣM); we will take

〈u, u〉 := 〈u, u〉 1
2

= ‖u‖2

as our standard norm for the space H
1
2
+(ΣM). The Sobolev embedding theorems ensures that there

is a continuous embedding

H
1
2
+(ΣM) ↪→ Lp(ΣM), 1 ≤ p ≤ 3,

which is compact if 1 ≤ p < 3. Finally, we will decompose H
1
2
+(ΣM) according to the spectrum

of Dg. Let us consider the L2-orthonormal basis of eigenspinors {ψi}i∈Z: we denote by ψ−i the
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eigenspinors with negative eigenvalue, ψ+
i the eigenspinors with positive eigenvalue and ψ0

i the
eigenspinors with zero eigenvalue; observe that the kernel of Dg is finite dimensional. Now we set

H
1
2 ,−
+ := span{ψ−i }i∈Z, H

1
2 ,0
+ := span{ψ0

i }i∈Z, H
1
2 ,+
+ := span{ψ+

i }i∈Z,

where the closure is taken with respect to the H
1
2 -topology. Therefore we have the orthogonal

decomposition H
1
2
+(ΣM) as:

H
1
2
+(ΣM) = H

1
2 ,−
+ ⊕H

1
2 ,0
+ ⊕H

1
2 ,+
+ .

Also, we let P+ and P− be the projectors on H
1
2 ,+
+ and H

1
2 ,−
+ respectively. Depending on the

situation, it will be practical to denote by H the product space H = H1(M)×H
1
2
+(ΣM).

Observe that some of the result of the present paper will be for manifolds with positive Yamabe
invariant Y (M,∂M, [g]) > 0. This implies that there are no harmonic spinors, that is, the kernel
of Dg is trivial.

2.4. Conformal covariance. In this section we recall known formulae relating the Dirac and
conformal Laplace operators for conformally equivalent metrics, see e.g. [17, 25]. To this aim the
various geometric objects are explicitly labeled with the corresponding metric g, e.g. ΣgM,∇g, Dg,
etc.

Fix a smooth function f ∈ C∞(M) and consider the conformal metric gf = e2fg, which induces
an isometric isomorphism of spinor bundles

F ≡ Fg,gf : (ΣgM, g)→ (ΣgfM, gf ) .

Then there holds

DgfF (e−
n−1
2 fψ) = e−

n+1
2 fF (Dgψ), (17)

Lgf (e−
n−2
2 fu) = e−

n+2
2 fLgu .

The following quantities are conformally invariant. Setting

ϕ := F (e−
n−1
2 fψ) , v := e−

n−2
2 fu (18)

there holds ∫
M

uLgu dvg =

∫
M

vLgf v dvgf ,

∫
M

〈Dgψ,ψ〉 dvg =

∫
M

〈Dgfϕ,ϕ〉 dvgf∫
M

|u|6dvg =

∫
M

|v|6dvgf ,
∫
M

|ψ|3 dvg =

∫
M

|ϕ|3 dvgf∫
M

|u|2|ψ|2dvg =

∫
M

|v|2|ϕ|2 dvgf ,
∫
∂M

u4 dσg =

∫
∂M

v4 dσgf .

(19)

For boundary terms, notice that from the well-known formula for the mean curvature (see e.g.

[13]), hgf = e−f (hg + ∂f
∂ν ), where ν is the outward normal to ∂M , one gets∫

∂M

vBgf v dσgf =

∫
∂M

uBgu dσg .

As mentioned above, Chiral bag boundary conditions behave nicely with respect to conformal
changes of metrics. Namely, if G is a chirality operator on ΣgM , then

G := F ◦G ◦F−1 : ΣgM → ΣgM

is a chirality operator for the metric g and the associated orthogonal projection B±g as in (15)

define elliptic boundary condition for Dg ( see [29]). Consequently the action (1) is conformally
invariant, and hence also equation (2).

In particular, using a conformal change of the metric, (5) can be seen as an equation on the
round hemisphere (S3

+, g0). This is done using the stereographic projection π : S3
+ \ N → R3

+,
as a conformal transformation, where N ∈ ∂S3

+ is the north pole. Indeed, one has (π−1)∗g0 =
4

(1+|x|2)2 gR3 with x ∈ R3. Therefore, if (u, ψ) ∈ H̊1(R3
+) × H̊

1/2
+ (R3

+,C2) is a weak solution

to (2), then one can consider (v, ϕ) defined in by (18) with e2f = 4
(1+|x|2)2 . Such a pair is in
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H1(S3
+)×H1/2(Σg0S3

+) by (19), and it is a weak solutions to (8). Notice that, a priori, (v, ϕ) is a
weak solution only on S3

+ \ {N}. However, the removability of the singularity at the north pole N
can be proved by standard cut-off arguments.

Finally, we conclude this section by observing that, using (19), the functional (7) is also confor-
mally invariant, i.e.

EbR3
+

(u, ψ) = EbS3+
(v, ϕ) .

3. Regularity

In this section we prove a regularity result for solutions to (2), using an argument similar to
[26, 43]. The the equations considered are critical and compared to [43], we do have a critical
behavior at the boundary. In order to initiate a bootstrap arguments one needs an extra step to
improve the regularity. This is usually what is referred to in the literature by ε-regularity, where
the smallness of some critical norm, induces an improved regularity.

Theorem 3.1. Let (u, ψ) ∈ H1(M)×H
1
2
+(ΣM) be a weak solution to the system (2), then (u, ψ) ∈

C∞(M)× C∞(ΣM).

Proof. First of all, we recall the Sobolev embeddings:
H1(M) ↪→ Lp(M), 1 ≤ p ≤ 6,

H
1
2
+(ΣM) ↪→ Lp(ΣM), 1 ≤ p ≤ 3,

H1(M) ↪→ Lq(∂M), 1 ≤ q ≤ 4.

We also recall that the two operators (Lg, Bg) and (Dg,B+) are elliptic. Now let ρ, η ∈ C∞(M),
with η = 1 on supp(ρ) and let us denote Ω = supp(η). We compute

Lg(ρu) = −∆g(ρu) +
1

8
Rgρu

= −ρ∆gu− u∆gρ− 2g(∇ρ,∇u) +
1

8
Rgρu

= ρLg(u)− u∆gρ− 2g(∇ρ,∇u)

= η|ψ|2ρu− u∆gρ− 2g(∇ρ,∇u),

and
Dg(ρψ) = ρDgψ +∇ρ · ψ = ηu2ρψ +∇ρ · ψ.

If supp(ρ) ∩ ∂M 6= 0, we have

Bg(ρu) = ρBgu+ u
∂ρ

∂ν
= bηρu3 + u

∂ρ

∂ν
.

and
B+(ρψ) = ρB+ψ = 0.

Notice that, since u ∈ H1(M),and ψ ∈ L3(ΣM), we have

u∆gρ+ 2g(∇ρ,∇u) ∈ L2(M), ∇ρ · ψ ∈ L3(ΣM) and u
∂ρ

∂ν
∈ L4(∂M).

Now one can define the two perturbation maps: P1 : W 2,q(M) −→ Lq(M)×W 1− 1
q ,q(∂M),

P1(v) = (η|ψ|2v, bηu2v)

and

 P2 : W 1,p
+ (ΣM) −→ Lp(ΣM),

P2(φ) = ηu2φ.

In what follows we denote by ‖ · ‖op the operator norm, the norms of the spaces involved being
clear from the context.

Lemma 3.2. The operators P1 and P2 are bounded for 1 < q < 3
2 and 1 < p < 3. Moreover,

‖P1‖op ≤ C
(
‖ψ‖2

L3(ΣΩ̃)
+ b‖u‖2

L6(Ω̃)
+ b‖u‖L6(Ω̃) + b2‖u‖2

L4(Ω̃∩∂M)

)
and

‖P2‖op ≤ Cp‖u‖2L6(Ω),

where Ω ⊂ Ω̃.
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Proof. Notice that the estimate for ‖P2‖op follows by a simple application of Hölder’s inequalities.
So we focus on P1 and we start by the second component of P1. Recall, from the Sobolev trace
theorem, that

‖ηu2v‖
W

1− 1
q
,q

(∂M)
≤ C‖ηu2v‖W 1,q(M).

for all q < 3
2 . Hence, one needs to show that ηu2v ∈ W 1,q(M) for 1 ≤ q < 3

2 to insure that P1 is
well defined. Indeed, we have

‖ηu2v‖Lq(M) ≤ ‖u‖2L6(Ω)‖v‖
L

3q
3−q (M)

≤ C‖u‖2L6(Ω)‖v‖W 2,q(M).

On the other hand, we have

∇(ηu2v) = u2v∇η + ηu2∇v + 2ηuv∇u.

Therefore, since

‖∇ηu2v‖Lq(M) ≤ ‖u‖2L6(Ω)‖v‖
L

3q
3−q (M)

≤ C‖u‖2L6(Ω)‖v‖W 2,q(M),

‖ηu2∇v‖Lq(M) ≤ ‖u‖2L6(Ω)‖∇v‖
L

3q
3−q (M)

≤ C‖u‖2L6(Ω)‖v‖W 2,q(M)

and

‖ηuv∇u‖Lq(M) ≤ ‖u‖L6(Ω)‖∇u‖L2(Ω)‖v‖
L

3q
3−2q (M)

≤ C‖u‖L6(Ω)‖∇u‖L2(Ω)‖v‖W 2,q(M)

≤ C(‖u‖2L6(Ω) + ‖∇u‖2L2(Ω))‖v‖W 2,q(M),

We see that ηu2v ∈ W 1,q(M). Moreover, by Hölder’s inequality, we have, for the first component
of P1,

‖η|ψ|2v‖Lq(M) ≤ C‖ψ‖2L3(ΣΩ)‖v‖
L

3q
3−2q (M)

≤ C‖ψ‖2L3(ΣΩ)‖v‖W 2,q(M).

Thus, P1 is well defined and

‖P1‖op ≤ C
(
‖ψ‖2L3(ΣΩ) + b‖u‖2L6(Ω) + b‖∇u‖2L2(Ω)

)
.

To finish the proof, we just need to estimate ‖u‖H1(Ω). So we use ρ2
1u as a test function in the first

equation (2), where ρ1 ∈ C∞(M) is compactly supported and ρ1 = 1 on Ω. This leads to∫
M

ρ2
1uLgu =

∫
M

ρ1u
2|ψ|2.

Hence, integrating by parts leads to∫
M

u∇ρ2
1 · ∇u+ ρ2

1|∇u|2 − b
∫
∂M

ρ2
1u

4 +
1

8

∫
M

ρ2
1Ru

2 =

∫
M

ρ2
1u

2|ψ|2.

Since ∫
M

u∇ρ2
1 · ∇u ≤ 2‖u∇ρ1‖L2(M)‖ρ1∇u‖L2(M),

we have ∫
M

ρ2
1|∇u|2 ≤ C(‖u‖2L6(Ω)‖ψ‖

2
L3(Ω) + ‖u‖2L6(Ω) + b‖u‖4L4(∂Ω∩∂M)) .

Thus, if Ω ⊂ Ω̃ = supp(ρ1) we have

‖u‖H1(Ω) ≤ C(‖u‖L6(Ω̃)‖ψ‖L3(ΣΩ̃) + ‖u‖L6(Ω̃) + b‖u‖2
L4(∂Ω̃∩∂M)

).

The set Ω̃ should be thought of as a small dilation of Ω that shrinks when Ω itself is shrunk. To
summarize, we have

‖P1‖op ≤ C
(
‖ψ‖2

L3(ΣΩ̃)
+ b‖u‖2

L6(Ω̃)
+ b‖u‖L6(Ω̃) + b2‖u‖2

L4(Ω̃∩∂M)

)
.

�
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In this way the operators

(Lg − η|ψ|2, Bg − bηu2) : W 2,q(M) −→ Lq(M)× Lr(∂M), 1 < q <
3

2
, 1 < r < 2,

Dg − ηu2 : W 1,p(ΣM) −→ Lp(ΣM), 1 < p < 3,

are invertible if ‖ψ‖L3(ΣΩ̃), ‖u‖L4(Ω̃∩∂M) and ‖u‖L6(Ω̃) are small, which is possible by taking Ω̃

even smaller. Therefore there is a unique solution (v, φ) with v ∈W 2,q(M) and φ ∈W 1,p(ΣM) to
the equations 

Lgv − η|ψ|2v = −u∆gρ− 2g(∇ρ,∇u),

Bgv − ηu2v = u ∂ρ∂ν ,
Dgφ− ηu2φ = ∇ρ · ψ,
B+φ = 0

for 1 < q < 3
2 and 1 < p < 3.

Now we consider another pair of maps, defined as follows. P̃1 : H1(M) −→ H−1(M)×H− 1
2 (∂M),

P̃1(ṽ) = (η|ψ|2ṽ, bηu2ṽ)

and


P̃2 : H

1
2
+(ΣM) −→ H−

1
2 (ΣM),

P̃2(φ̃) = ηu2φ̃.

Again, by Hölder’s inequality and Sobolev embedding L
3
2 (ΣM) ↪→ H−

1
2 (M), it is clear that P̃2 is

well defined and
‖P̃2‖op ≤ C‖u‖2L6(Ω).

A more detailed argument is needed for P̃1. Indeed, we recall that we have the continuous injections
L

6
5 (M) ↪→ H−1(M) and L

4
3 (∂M) ↪→ H−

1
2 (∂M). Therefore there holds

‖η|ψ|2ṽ‖H−1(M) ≤ C‖η|ψ|2ṽ‖L 6
5 (M)

≤ C‖ψ‖2L3(Ω)‖ṽ‖L6(M)

≤ C‖ψ‖2L3(Ω)‖ṽ‖H1(M).

For the second term of P̃1 we have

‖ηu2ṽ‖
H−

1
2 (∂M)

≤ C‖ηu2ṽ‖
L

4
3 (∂M)

≤ C‖u‖2L4(Ω∩∂M)‖ṽ‖L4(∂M)

≤ C‖u‖2L4(Ω∩∂M)‖ṽ‖H1(M).

Hence, P̃1 is well defined and

‖P̃1‖op ≤ C
(
‖ψ‖2L3(ΣΩ) + b‖u‖2L4(Ω∩∂M)

)
.

As before, the operators

(Lg − η|ψ|2, Bg − ηu2) : H1(M) −→ H−1(M)×H− 1
2 (∂M),

Dg − ηu2 : H
1
2 (ΣM) −→ H−

1
2 (ΣM),

are invertible if ‖ψ‖L3(ΣΩ), ‖u‖L6(Ω) and ‖u‖L4(Ω∩∂M) are small; therefore there are unique solu-

tions ṽ ∈ H1(M) and φ̃ ∈ H 1
2 (ΣM) to the equations
Lg ṽ − η|ψ|2ṽ = −u∆gρ− 2g(∇ρ,∇u),

Bg(ṽ)− ηbu2ṽ = u ∂ρ∂ν
Dgφ̃− ηu2φ̃ = ∇ρ · ψ
B+(φ̃) = 0

Moreover, since

W 2,q(M) ↪→ H1(M),
6

5
≤ q < 3

2
, and W 1,p

+ (ΣM) ↪→ H
1
2
+(ΣM),

3

2
≤ p < 3,

one has, using the uniqueness, ṽ = v = ρu and φ̃ = φ = ρψ, under the above conditions on q and p.
Now, since ρ and η are smooth functions with arbitrary small supports, we have that u ∈W 2,q(M)

and ψ ∈ W 1,p
+ (ΣM), provided 6

5 ≤ q < 3
2 and 3

2 ≤ p < 3. Therefore, by the Sobolev embedding,
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we get that u ∈ Lq(M) and ψ ∈ Lp(ΣM), for any 1 < q, p <∞; and then by plugging them in the

initial equations, we have that u ∈ W 2,q(M) and ψ ∈ W 1,p
+ (ΣM), for any 1 < q, p < ∞, by the

elliptic regularity estimates ( see [1, Theorem 15.2] for the scalar part and [11, Theorem 4.1] for the
spinorial part). Once more, by the Sobolev embedding for the Hölder spaces, we have that there
exist 0 < α, β < 1 such that u ∈ C0,α(M) and ψ ∈ C0,β(ΣM); finally by the elliptic regularity
again and bootstrapping, we get u ∈ C∞(M) and ψ ∈ C∞(ΣM). �

4. Bubbling of PS sequences

This section is devoted to the proof of Theorem 1.1, which requires various intermediate results.
We start by showing that Palais-Smale sequences are bounded and then look at the behaviour near
concentration points. This allows us to distinguish the different blowup behaviours and bubbling
profiles, leading to the energy quantization.

We will be using notations and properties that we introduced in Section 2.3. In particular, since
in the statement of Theorem 1.1 we assume the positivity of the Yamabe invariant of the manifold,
there will be no harmonic spinors.

Proposition 4.1. Every (PS) sequence for E is bounded.

Proof. Let (un, ψn)n∈N ∈ H1(M)×H
1
2
+(ΣM) =: H be a (PS) sequence for Eb, that is

Eb(un, ψn)→ c, dEb(un, ψn)→ 0, in H−1(M)×H− 1
2 (∂M)×H−

1
2

+ (ΣM).

Therefore, there exists a sequence (εn, rn, δn) ∈ H−1(M)×H− 1
2 (∂M)×H−

1
2

+ (ΣM) such that

Lgun = |ψn|2un + εn, (20)

∂

∂ν
un = bu3

n + rn, (21)

Dgψn = |un|2ψn + δn, (22)

with

εn → 0, in H−1(M) , δn → 0, in H−
1
2 (M) and rn → 0 ∈ H− 1

2 (∂M).

We let zn = (un, ψn) ∈ H, then

〈dEb(zn), zn〉 =

∫
M

|∇un|2 +
R

8
u2 +

∫
M

〈Dψn, ψn〉 − 2

∫
M

u2
n|ψn|2 − b

∫
∂M

u4
n.

2Eb(zn)− 〈dEb(zn), zn〉 =

∫
M

|un|2|ψn|2 dvg +
b

2

∫
∂M

u4
n dσg.

Hence
b

2

∫
∂M

u4
n dvg +

∫
M

|un|2|ψn|2 dvg = 2c+ o(‖zn‖). (23)

Multiplying (20) by un and integrating we have (combining with multiplying (21) by un and
integrating) ∫

M

|∇un|2 −
∫
∂M

bu4
n +

∫
M

R

8
u2
n =

∫
M

u2
n|ψn|2 + o(‖un‖).

Thus,

‖un‖2 =

∫
M

|un|2|ψn|2 dvg +

∫
∂M

bu4
n dσg + o(‖un‖),

hence

‖un‖2 = 2c+ o(‖zn‖).
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Now multiplying (22) by ψ+
n = P+(ψn), we find

‖ψ+
n ‖2 ≤ C

∫
M

|un|2|ψn||ψ+
n | dvg + o(‖ψ+

n ‖)

≤ C
(∫

M

|un|2|ψn|2 dvg
) 1

2
(∫

M

|un|2|ψ+
n |2 dvg

) 1
2

+ o(‖ψ+
n ‖)

≤ C
(

2c+ o(‖zn‖)
) 1

2 ‖un‖L6‖ψ+
n ‖L3 + o(‖ψn‖)

≤ C
(

2c+ o(‖zn‖)
)
‖ψn‖+ o(‖ψn‖).

Similarly, we have for ψ−n = P−(ψn) that

‖ψ−n ‖2 ≤ C
(
2c+ o(‖zn‖)

)
‖ψn‖+ o(‖ψn‖).

Hence,

‖ψn‖ ≤ C
(
2c+ o(‖zn‖)

)
+ o(1),

so that

‖zn‖ ≤ C + o(‖zn‖)

and ‖zn‖ is bounded. �

As a corollary from the previous proposition, we have that up to a subsequence, zn ⇀ z∞ =
(u∞, ψ∞) weakly in H, also un → u∞ in Lp(M) for p < 6 and ψn → ψ in Lq(M) for q < 3
and un → u∞ ∈ Lr(∂M) for r < 4. We claim that z∞ is a week solution to (2). Indeed, let
z0 = (u0, ψ0) ∈ H. Since (zn) is a (PS) sequence for Eb, we have∫

M

u0Lgun dvg =

∫
M

|ψn|2unu0 dvg + o(1),

but |ψn|2 ∈ L
3
2 (M) and un ∈ L6(M), thus un|ψn|2 converges weakly to u∞|ψ∞|2 in L

6
5 , hence∫

M

|ψn|2unu0 dvg →
∫
M

|ψ∞|2u∞u0 dvg.

Also, by the weak convergence we have that∫
M

u0Lgun dvg →
∫
M

u0Lgu∞ dvg.

Therefore,

Lgu∞ = |ψ∞|2u∞,

and similarly it holds

Dgψ∞ = |u∞|2ψ∞,

and

∂u∞
∂ν

= bu3
∞.

For now, We let vn = un − u∞ and φn = ψn − ψ∞, then we have the following

Lemma 4.2. Let hn = (vn, φn), then

Eb(hn) = Eb(zn)− Eb(z∞) + o(1)

and

dEb(hn)→ 0, in H−1(M)×H− 1
2 (∂M)×H−

1
2

+ (ΣM).
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Proof.

2Eb(zn) =

∫
M

|∇(vn + u∞)|2 +
R

8
(vn + u∞)2 dvg +

∫
M

〈Dg(φn + ψ∞), φn + ψ∞〉 dvg

−
∫
M

|vn + u∞|2|φn + ψ∞|2 dvg −
b

2

∫
∂M

(vn + u∞)4 dσg

= 2Eb(hn) + 2Eb(z∞) + 2〈dEb(z∞), hn〉 −
∫
M

|vn|2|ψ∞|2 + 2|vn|2〈φn, ψ∞〉

+ |u∞|2|φn|2 + 2|φn|2vnu∞ + 4vnu∞〈ψ∞, φn〉dvg

− b

2

∫
∂M

4v3
nu∞ + 6v2

nu
2
∞ dσg

We first notice that, since dEb(z∞) = 0, one can focus on the remaining terms. By the regularity
result in Theorem 3.1, we have that u∞ ∈ C2,α(M) and ψ∞ ∈ C1,β(ΣM). Since vn → 0 strongly
in L2(M) and φn → 0 in L2(ΣM), we have that

−
∫
M

|vn|2|ψ∞|2 + 2|vn|2〈φn, ψ∞〉+ |v∞|2|φn|2 + 2|ψ∞|2u∞vn − 4vnu∞〈ψ∞, φn〉 dvg → 0.

The term
∫
M

2|φn|2vnu∞dvg also converges to zero, as we have that φn → 0 in L
5
2 (ΣM) and

vn → 0 in L5(M). In order to conclude with the energy splitting, we need to deal with boundary
terms. Observe that vn → 0 in Lp(∂M) for all p < 4. Hence,∫

∂M

4v3
nu∞ + 6v2

nu
2
∞ dσg → 0.

Therefore, we conclude that

Eb(zn) = Eb(hn) + Eb(z∞) + o(1),

thus proving the energy splitting.
For the gradient part dEb, we denote by duE

b and dψE
b the scalar and the spinorial components

respectively. We have then,

duE
b(hn) = duE

b(un, ψn)− duEb(u∞, ψ∞)

+
(
|ψn|2u∞ − |ψ∞|2un + 2〈ψn, ψ∞〉vn,−3(u2

nu∞ − unu2
∞)|∂M

)
.

But again, duE
b(u∞, ψ∞) = 0 and since ψn → ψ∞ in L

12
5 (ΣM) and un → u∞ in L

6
5 (M) we have

that

|ψn|2u∞ − |ψ∞|2un → 0

in L
6
5 (M) hence in H−1(M). We also have that vn → 0 in L

12
5 (M) and ψn → ψ∞ in L

12
5 (ΣM),

thus 〈ψn, ψ∞〉vn → 0 in L
6
5 (M), thus in H−1(M). Similarly, un → u∞ in L

8
3 (∂M), therefore

u2
nu∞ − unu2

∞ → 0 in L
4
3 (∂M) ⊂ H− 1

2 (∂M).
Therefore,

duE
b(hn) = o(1) in H−1(M)×H− 1

2 (∂M).

The spinorial part can be handled the same way as in the case of manifolds without boundary, see
[43]. �

From now on, we will assume that our (PS) sequence zn = (un, ψn), converges weakly to zero in

H1(M)×H
1
2
+(ΣM) and strongly in Lp(M)× Lq(ΣM), for p < 6 and q < 3.

We assume that zn does not converge strongly to zero in H1(M)×H 1
2 (ΣM), since otherwise the

(PS) condition would be satisfied. We will see below that this violation of (PS) happens when a
certain concentration phenomena occurs. This concentration can either be on the boundary or in
the interior of M . In order to describe this phenomena, denoting by Br(x) the geodesic ball with
center in x ∈M and radius r, we define the following sets, for a given ε0 > 0:

Σ1 =

{
x ∈

◦
M ; lim inf

r→0
lim inf
n→∞

∫
Br(x)

|un|6dvg ≥ ε0

}
,
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Σ2 =

{
x ∈

◦
M ; lim inf

r→0
lim inf
n→∞

∫
Br(x)

|ψn|3dvg ≥ ε0

}
,

Σ3 =

{
x ∈

◦
M ; lim inf

r→0
lim inf
n→∞

∫
Br(x)

|un|2|ψn|2dvg ≥ ε0

}
,

Σ̃1 =

{
x ∈ ∂M ; lim inf

r→0
lim inf
n→∞

∫
Br(x)

|un|6 dvg + b

∫
Br(x)∩∂M

|un|4 dσg ≥ ε0

}
,

Σ̃2 =

{
x ∈ ∂M ; lim inf

r→0
lim inf
n→∞

∫
Br(x)

|ψn|3dvg ≥ ε0

}
,

Σ̃3 =

{
x ∈ ∂M ; lim inf

r→0
lim inf
n→∞

∫
Br(x)

|un|2|ψn|2 dvg +
b

4

∫
Br(x0)∩∂M

|un|4 dσg ≥ ε0

}
,

Σ̃4 =

{
x ∈ ∂M ; lim inf

r→0
lim inf
n→∞

∫
Br(x)∩∂M

|un|4dσg ≥ ε0

}
.

The interior concentration points in Σ1, Σ2 and Σ3 are relatively understood and were studied
in [43]. Indeed, the following result holds:

Proposition 4.3. There exists ε0 > 0 depending on M , such that if x0 ∈
◦
M and x0 6∈ Σ1∩Σ2∩Σ3,

then there exists r > 0 such that zn → 0 in H1(Br(x0)) × H 1
2 (ΣBr(x0)). In particular, one has

that Σ1 = Σ2 = Σ3.

For the boundary concentration points, the situation is a bit different.

Lemma 4.4. There exists ε0 > 0 such that Σ̃2 ⊂ Σ̃1 = Σ̃3. Moreover, if x0 ∈ ∂M and x0 6∈ Σ̃1

then there exists r > 0 such that zn → 0 in H1(Br(x0)) ×H 1
2 (ΣBr(x0)). In addition, Σ̃2 \ Σ̃4 =

Σ̃3 \ Σ̃4 = Σ̃1 \ Σ̃4.

Before we proceed to the proof of the previous lemma, we provide a clarification on the different
concentration sets. Mainly, Σ̃1 and Σ̃3 represent either a semi-interior blow-up (controlled by
the L6(M)-norm), or a pure boundary blow-up (controlled by the L4(∂M)-norm), of the scalar

part u. Σ̃2 represents semi-interior blow up of the spinorial part and finally Σ̃4 represents the
pure boundary blow up of u. The main difference here, compared to[43], is that there can be a
concentration in u while ψ is being controlled. This leads for instance to a limit equation that
is purely scalar, namely, the equation of prescribing zero scalar curvature and constant mean
curvature on the sphere. The other alternative is a semi-interior concentration of u while the pure
boundary behaviour is controlled. Again, this leads to (8) that we will study in depth in section 5.

Proof. We will prove this result by contradiction, by assuming that for every ε > 0, there exists
x0 6∈ Σ̃1, such that for every r > 0, zn 6→ 0 in H1(Br(x0))×H 1

2 (ΣBr(x0)).
Given ε > 0, there exists r > 0 such that

∫
B4r(x0)

|un|6 dvg + b
∫
B4r(x0)∩∂M |un|

4 dσg < ε. We first

estimate the ψ component. That is, we consider a smooth cut off function η supported on B4r(x0)
and equals to 1 on B2r(x0), then by (22) we have:

Dg(ηψn) = ηDgψn +∇η · ψn
= η|un|2ψn +∇η · ψn + ηδn,

where ‖δn‖
H−

1
2
→ 0. Hence, recalling that ker(Dg) = {0}, we have

‖ηψn‖
H

1
2
≤ C1‖η|un|2ψn +∇η · ψn + ηδn‖

H−
1
2

≤ C2

(
‖η|un|2ψn‖

L
3
2

+ ‖ψn‖
L

3
2

+ ‖δn‖
H−

1
2

)
.

Since ‖ψn‖
L

3
2
→ 0, it remains to estimate

‖η|un|2ψn‖
L

3
2
≤ ‖un‖2L6(B4r(x0))‖ηψn‖L3 ≤ C3ε

1
3 ‖ηψn‖

H
1
2
.

Hence, taking C3ε
1/3 < 1

2 , we deduce that ηψn → 0 in H
1
2 , yielding

‖ηψn‖L3 → 0.
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In particular, x0 6∈ Σ̃2, so that Σ̃2 ⊂ Σ̃1. We estimate next the scalar component u. So, consider a
smooth cut off function ρ supported on B2r(x0) and equals to 1 on Br(x0), then by (20) we have

Lg(ρun) = ρLgun − un∆gρ− 2g(∇ρ,∇un)

= ρ|ψn|2un − un∆gρ− 2∇ρ · ∇un + ρεn

and
∂(ρun)

∂ν
= ρbu3

n +
∂ρ

∂ν
un + ρrn

where εn → 0 in H−1(M) and rn → 0 in H−
1
2 (∂M). From elliptic estimates now we have that

‖ρun‖H1 ≤ C
(
‖ρ|ψn|2un − un∆ρ+ 2g(∇ρ,∇un) + ρεn‖H−1 + ‖ρbu3

n +
∂ρ

∂ν
un + ρrn‖

H−
1
2 (∂M)

)
≤ C

(
‖ρ|ψn|2un‖

L
6
5

+ ‖un∆ρ‖
L

6
5

+ 2‖g(∇ρ,∇un)‖H−1 + b‖ρu3
n‖L 4

3 (∂M)

+ ‖∂ρ
∂ν
un‖

L
4
3 (∂M)

+ ‖ρεn‖H−1 + ‖ρrn‖
H−

1
2 (∂M)

)
.

We estimate the terms ‖ρ|ψn|2un‖
L

6
5

and ‖ρu3
n‖L 4

3 (∂M)
:

‖ρ|ψn|2un‖
L

6
5
≤ ‖ηψn‖2L3‖ρun‖L6 ≤ C1‖ηψn‖2

H
1
2
‖ρun‖H1 .

and

‖ρu3
n‖L 4

3 (∂M)
≤ C‖ρ 1

3un‖3L4(∂M) ≤ C2‖ρun‖H1(M)‖un‖2L4(B2r∩∂M).

From the previous estimates and the estimate on the spinorial component ψn, we know that for
n big enough we have CC1‖ηψn‖2

H
1
2
< 1

2 . Similarly, since x0 6∈ Σ̃1, we can choose r so that

CC2‖un‖2L4(B2r∩∂M) ≤ CC2ε <
1
2 . Thus we have that

‖ρun‖H1 ≤ C
(
‖un∆ρ‖

L
6
5

+ 2‖g(∇ρ,∇un)‖H−1 + ‖∂ρ
∂ν
un‖

L
4
3 (∂M)

+ ‖ρεn‖H−1 + ‖ρrn‖
H−

1
2 (∂M)

)
.

Now clearly

‖un∆ρ‖
L

6
5 (M)

≤ C‖un‖L2(M).

Similarly,

‖∂ρ
∂ν
un‖

L
4
3 (∂M)

≤ C‖un‖L2(∂M).

Next, the term

‖g(∇ρ,∇un)‖H−1 ≤ sup
k∈H1;‖k‖H1≤1

∣∣∣∣∫
M

g(∇ρ,∇un)kdvg

∣∣∣∣ .
But ∣∣∣∣∫

M

g(∇ρ,∇un)kdvg

∣∣∣∣ ≤ ∣∣∣∣∫
M

un (k∆ρ+ g(∇ρ,∇k)) dvg

∣∣∣∣+

∣∣∣∣∫
∂M

un
∂ρ

∂ν
k dσg

∣∣∣∣
≤ C‖k‖H1

(
‖un‖L2(M) + ‖un‖L2(∂M)

)
→ 0.

Hence ρun converges to zero in H1(Br(x0)) and this leads to a contradiction.

Now, we assume that x0 6∈ Σ̃2 ∪ Σ̃4. Then, there exists r > 0 such that
∫
B4r(x0)

|ψn|3dvg < ε0.

Then again we compute

Lg(ρun) = ρ(Lgun)− un∆gρ− 2g(∇ρ,∇un)

= ρ|ψn|2un − un∆gρ− 2g(∇ρ,∇un) + ρεn,

where εn → 0 in H−1. From elliptic estimates now we have that

‖ρun‖H1 ≤ C‖ρ|ψn|2un − un∆gρ− 2g(∇ρ,∇un) + ρεn‖H−1‖ρbu3
n +

∂ρ

∂ν
un + ρrn‖

H−
1
2 (∂M)

)
≤ C

(
‖ρ|ψn|2un‖

L
6
5

+ ‖un∆ρ‖
L

6
5

+ 2‖g(∇ρ,∇un)‖H−1 + b‖ρu3
n‖L 4

3 (∂M)

+ ‖∂ρ
∂ν
un‖

L
4
3 (∂M)

+ ‖ρεn‖H−1 + ‖ρrn‖
H−

1
2 (∂M)

)
.
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Again, we estimate

‖ρ|ψn|2un‖
L

6
5
≤ ‖ψn‖2L3‖ρun‖L6 ≤ C1ε

2
3
0 ‖ρun‖H1 .

and

b‖ρu3
n‖L43(∂M) ≤ C2ε

1
2
0 ‖ρun‖H1 .

Taking ε0 even smaller if necessary, so that C1Cε
2
3
0 < 1

2 and C2Cε
1
2
0 < 1

2 , we have that

‖ρun‖H1 ≤ C1

(
‖un∆gρ‖

L
6
5

+ 2‖g(∇ρ,∇un)‖H−1 + ‖ρεn‖H−1

+ ‖∂ρ
∂ν
un‖

L
4
3 (∂M)

+ ‖ρrn‖
H−

1
2 (∂M)

)
,

and as in the previous case we have that

‖un∆gρ‖
L

6
5

+ 2‖g(∇ρ,∇un)‖H−1 + ‖ρεn‖H−1 + ‖∂ρ
∂ν
un‖

L
4
3 (∂M)

+ ‖ρrn‖
H−

1
2 (∂M)

→ 0.

Hence ‖ρun‖H1 → 0. Next, we estimate the spinorial component:

‖ηψn‖
H

1
2
≤ C1‖η|un|2ψn +∇η · ψn + ηδn‖

H−
1
2

≤ C2

(
‖η|un|2ψn‖

L
3
2

+ ‖ψn‖
L

3
2

+ ‖δn‖
H−

1
2

)
.

But

‖η|un|2ψn‖
L

3
2
≤ ‖ρun‖2L6‖ηψn‖

H
1
2
.

Using the fact that ‖ρun‖H1 → 0, we have that zn → 0 in H1(Br(x0)) × H
1
2 (ΣBr(x0)). In

particular, x0 6∈ Σ̃1 and as a corollary we have Σ̃1 \ Σ̃4 = Σ̃2 \ Σ̃4.

To finish the proof, it remains to study Σ̃3. First, it is clear from Hölder’s inequality that if
x0 6∈ Σ̃1, then x0 6∈ Σ̃3. So Σ̃3 ⊂ Σ̃1.
Assume that x0 6∈ Σ̃3. Then one can pick r > 0 so that

∫
B2r(x0)

|un|2|ψn|2dvg < ε0. We have then

‖ρψn‖
H

1
2
≤ C2

(
‖ρ|un|2ψn‖

L
3
2

+ o(1)
)
.

But

‖ρ|un|2ψn‖
L

3
2
≤

(∫
B2r(x0)

|un|2|ψn|2 dvg

) 1
2

‖ρun‖L6 ,

thus

‖ρψn‖
H

1
2
≤ Cε

1
2
0 ‖ρun‖H1 + o(1).

Similarly, we have for the u component,

‖ρun‖H1 ≤ C
(
‖ρ|ψn|2un‖

L
6
5

+ b‖ρu3
n‖L 4

3 (∂M)

)
+ o(1),

and

‖ρ|ψn|2un‖
L

6
5
≤

(∫
B2r(x0)

|un|2|ψn|2dvg

) 1
2

‖ρψn‖L3 .

Hence

‖ρun‖H1 ≤ Cε
1
2
0 ‖ρψn‖H 1

2
+ o(1).

Combining both the previous inequalities we have ρzn → 0 in H1(Br(x0)) × H 1
2 (ΣBr(x0)) and

x0 6∈ Σ̃1. �

Based on the previous lemma, we define the sets S = Sint ∪ S∂ , where Sint := Σ1 and S∂ := Σ̃1.
So we can deduce

Corollary 4.5. Let (zn) be a (PS) sequence at the level c. Then

• If (zn) does not satisfy the (PS) condition, then

S 6= ∅.

• If c < ε0
2 then (zn) converges strongly to zero.



CONFORMAL DIRAC-EINSTEIN EQUATIONS ON MANIFOLDS WITH BOUNDARY. 19

Proof. The proof follows from the boundedness of the (PS) sequences. Indeed, from (23) we have∫
M

|un|2|ψn|2dvg +
b

2

∫
∂M

u4
n dσg = 2c+ o(1).

Hence if 2c < ε0, we have that for n large enough,∫
M

|un|2|ψn|2 dvg +
b

2

∫
∂M

u4
n dσg < ε0.

Thus zn → 0 strongly in H1(M)×H
1
2
+(ΣM). �

We recall that if g = f4g then

Bg(f
−1u) = f−3Bg(u),

If ψ ∈ ΣgM and F (ψ) ∈ ΣgM , where F is the isomorphism defined in (2.4), then we have

B±g (F (ψ)) = F (B±g (ψ)).

For now on, we will focus on the set S∂ . The analysis of concentration phenomena occurring at
points in Sint is exactly similar to the case of a manifold without boundary treated in [43].

For a given (PS) sequence (zn), we define the boundary concentration function Qn for r > 0 by

Qn(r) = sup
x∈∂M

∫
Br(x)

|un|2|ψn|2 dvg +
b

2

∫
Br(x)∩∂M

u4
n dσg.

We choose ε > 0 so that 3ε < ε0, then if Σ3 6= 0, we have the existence of xn ∈ M and Rn → 0
such that

Qn(Rn) =

∫
BRn (xn)

|un|2|ψn|2dvg +
b

2

∫
BRn (xn)∩∂M

u4
n dσg = ε.

Without loss of generality, we can always assume that xn ∈ ∂M , xn → x0 and i(M) ≥ 3, where
i(M) is the boundary injectivity radius of M . Also, we define the map ρn(x) = Fxn

(Rnx) for
x ∈ R3

+ such that Rn|x| < 3. Here F denotes the Fermi coordinates map, for brevity. We denote
also σn = ρ−1

n .
We let B0

R,+ denote the upper half of the Euclidean ball centered at zero and with radius R.
That is,

B0
R.+ = {x = (x̃, ỹ, z̃) ∈ R3; |x| < R; z̃ ≥ 0}.

We can then consider the metric gn on B0
R,+ defined by a suitable rescaled of the pull-back of g:

gn = R−2
n ρ∗ng.

Clearly, the two Riemannian patches (B0
R,+, gn) and (BRRn,+(xn), g) are conformally equivalent

for n large enough and gn → gR3
+

in C∞(B0
R,+). We consider now the identification map (see [10])

(ρn)∗ : Σp(B
0
R,+, gn)→ Σρn(p)(BRRn,+(xn), g),

and we set

ρ∗n(ϕ) = (ρn)−1
∗ ◦ ϕ ◦ ρn.

Using these maps, we can define the spinors Ψn on ΣB0
R,+ by

Ψn = Rnρ
∗
nψn,

and from the conformal change of the Dirac operator, we have that

DgnΨn = R2
nρ
∗
nDgψn,

and

B±g (Ψn) = 0, on B0
R,+ ∩ ∂R3

+.

So we get: ∫
B0

R,+

〈DgnΨn,Ψn〉dvgn =

∫
BRRn,+(xn)

〈Dgψn, ψn〉dvg,∫
B0

R,+

|Ψn|3dvgn =

∫
BRRn,+(xn)

|ψn|3dvg.
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Now we consider the u component, that is we define

Un = R
1
2
nρ
∗
nun,

so that by conformal change of the conformal Laplacian, we have:

LgnUn = R
5
2
nρ
∗
nLgun,

and

BgnUn = R
3
2 ρ∗nBgun.

Hence ∫
B0

R,+

UnLgnUndvgn =

∫
BRRn,+(xn)

unLgundvg,∫
B0

R,+

|Un|6dvgn =

∫
BRRn,+(xn)

|un|6dvg, (24)∫
B0

R,+∩∂R3
+

|Un|4dσgn =

∫
BRRn,+(xn)∩∂M

|un|4dσg,

and ∫
B0

R,+

|Un|2|Ψn|2dvgn =

∫
BRRn,+(xn)

|un|2|ψn|2dvg.

We have the following:

Lemma 4.6. Let us set

Fn = LgnUn − |Ψn|2Un, Hn = DgnΨn − |Un|2Ψn and Kn = BgnUn − bU3
n.

Then

Fn → 0 in H−1
loc (R3

+), Hn → 0 in H
− 1

2

loc (ΣR3
+), and Kn → 0 in H

− 1
2

loc (∂R3
+).

Here the convergence in H−1
loc is understood in the sense that for all R > 0,

sup
{
〈Fn, F 〉H−1,H1 ;F ∈ H1(R3

+), supp(F ) ⊂ B0
R,+, ‖F‖H1 ≤ 1

}
→ 0,

and similarly for Hn and Kn.

Proof. Recall (20),(21),(22). Notice that by construction, we have that

LgnUn − |Ψn|2Un = R
5
2
nρ
∗
n(Lgun − |ψn|2un).

Hence we get

Fn = R
5
2
nρ
∗
n(εn),

and similarly

Hn = R2
nρ
∗
n(δn) and Kn = R

3
2
n rn.

Now we consider F ∈ H1(R3
+) such that supp(F ) ⊂ B0

R,+ and ‖F‖H1 ≤ 1. Since Rn → 0, then for
n big enough we have that:

〈Fn, F 〉H−1,H1 =

∫
B0

R
−1
n ,+

FnFdvgn

=

∫
B0

R
−1
n
,+

ρ∗n(εn)R
5
2
nFdvgn

=

∫
B0

R
−1
n ,+

ρ∗n(εn)R
− 1

2
n Fdvρ∗ng

=

∫
B1(xn)

εnR
− 1

2
n σ∗n(F )dvg ,

where σ∗n = (ρ∗n)−1. On the other hand, we have that ‖R−
1
2

n σ∗n(F )‖H1 ≤ C, hence

〈Fn, F 〉H−1,H1 → 0.
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A similar estimate holds for Hn and Kn. Indeed, in order to estimate the H
1
2 -norm independently

from n, we can assume without loss of generality that our test function F is in H1 and use the
interpolation inequality

‖F‖2
H

1
2
≤ ‖F‖H1‖F‖L2 .

�

Consider the space
D1(R3

+) =
{
u ∈ L6(R3

+); |∇u| ∈ L2(R3
+)
}

and

D
1
2 (ΣR3) =

{
ψ ∈ L3(ΣR3); |ξ| 12 |ψ̂| ∈ L2(R3)

}
,

where here ψ̂ is the Fourier transform of ψ. The space D
1
2 (R3

+) is then the restriction of functions

in D
1
2 (R3) to R3

+. We have then the following:

Lemma 4.7. For ε > 0 small enough, there exist U∞ ∈ D1(R3
+) and Ψ∞ ∈ D

1
2 (ΣR3

+) such that

Un → U∞ in H1
loc(R3

+) and Ψn → Ψ∞ in H
1
2

loc(ΣR3
+). Moreover they satisfy

−∆gR3
U∞ = |Ψ∞|2U∞

on R3
+.

DgR3
Ψ∞ = |U∞|2Ψ∞

B+
R3Ψ∞ = 0

on ∂R3
+.

BgR3U∞ = bU3
∞

(25)

Proof. Since the sequence Zn = (Un,Ψn) is bounded in H1
loc(R3

+) × H
1
2

loc(ΣR3
+), for every β ∈

C∞0 (R3
+), we have that βZn is bounded in H1(R3

+) × H 1
2 (ΣR3

+), hence there exist U∞ and Ψ∞
such that Un ⇀ U∞ in H1

loc(R3
+) and Un → U∞ strongly in Lploc(R3

+) for p < 6 and in Lqloc(∂R3
+)

for q < 4. Similarly Ψn ⇀ Ψ∞ in H
1
2

loc(ΣR3
+) and strongly in Lploc(ΣR3

+) for p < 3. Now we notice
that from (24), we have that ∫

B0
R,+

|Un|6dvgn =

∫
BRRn (xn)

|un|6dvg.

Hence

lim sup
n→∞

∫
B0

R,+

|Un|6dvgn ≤ sup
n≥1

∫
M

|un|6dvg < +∞,

hence U∞ ∈ L6(R3
+) and similarly Ψ∞ ∈ L3(ΣR3

+) and U∞ ∈ L4(∂R3
+). Also, as in the proof of

Proposition 4.1, we see that (U∞,Ψ∞) satisfies equation (25). Therefore,∫
R3

+

|∇U∞|2dvgR3 =

∫
R3

+

|U∞|2|Ψ∞|2dvgR3 + b

∫
R2

U4
∞ dσgR3 <∞.

and ∇Ψ∞ ∈ L
3
2 (ΣR3

+) ⊂ H−
1
2 (ΣR3

+), which leads to U∞ ∈ D1(R3
+) and Ψ∞ ∈ D

1
2 (ΣR3

+). Now,
using again Lemma 4.2, we can assume at this stage that Ψ∞ = 0 and U∞ = 0 by replacing Ψn

by Ψn −Ψ∞ and Un by Un − U∞.
Let β ∈ C∞0 (R3), then by elliptic regularity, we have that

‖β2Un‖H1(R3
+) ≤ C

(
‖LgR3 (β2Un)‖H−1 + ‖BgR3 (β2Un)‖

H−
1
2

)
≤ C

(
‖Lgn(β2Un)‖H−1 + ‖BgnUn‖H− 1

2
+ ‖(LgR3 − Lgn)(β2Un)‖H−1

+ ‖(Bgn −BgR3 )(β2Un)‖
H−

1
2

+ ‖β2Un‖L2

)
.

Now, we have that ‖β2Un‖L2 → 0, and we want to estimate the term

‖(LgR3 − Lgn)(β2Un)‖H−1 + ‖(Bgn −BgR3 )(β2Un)‖
H−

1
2
.

We consider the map Pg : H1 → H−1 ×H− 1
2 defined by

Pg(u) = (Lgu,Bgu).
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The adjoint of this map is P∗g : H−1 ×H− 1
2 → H1 and defined by

〈u,P∗g (f, g)〉 = 〈Pgu, (f, g)〉 = 〈Lgu, f〉+ 〈Bgu, g〉.

Then from [38, Theorems 5.1 and 6.5], we have that Pg and P∗g are continuous. Let F ∈ H1×H 1
2 ,

then we have

|〈(PgR3 − Pgn)(β2Un), F 〉| = |〈βUn, β(P∗gR3 − P
∗
gn)(F )〉| ≤ ‖βUn‖H1‖β(P∗gR3 − P

∗
gn)(F )‖H−1

≤ ‖βUn‖H1‖F‖
H1×H

1
2

(
‖β(Lgn − LgR3 )‖H1→H−1 + ‖β(Bgn −BgR3 )‖

H
1
2→H−

1
2

)
Notice that since gn → gR3 in C∞, hence

‖(LgR3 − Lgn)(β2Un)‖H−1 + ‖(Bgn −BgR3 )(β2Un)‖
H−

1
2
→ 0.

It remains to estimate the term ‖Lgn(β2Un)‖H−1 and ‖Bgn(β2Un)‖
H−

1
2

. To this aim, observe that

‖Lgn(β2Un)‖H−1 + ‖Bgn(β2Un)‖
H−

1
2
≤ ‖β2(|Ψn|2Un + Fn)‖H−1 + ‖β2(bU3

n +Kn)‖
H−

1
2

+ o(1),

and from Lemma 4.6, we have that β2Fn → 0 in H−1 and β2Kn → 0 in H−
1
2 , therefore, we get

‖β2Un‖H1 ≤ C‖β2|Ψn|2Un‖H−1 + b‖βU3
n‖H− 1

2
+ o(1).

Now, if we take supp(β) ∈ B0
1,+ and recall that by definition∫

B0
1,+

|Un|2|Ψn|2dvgn +
b

2

∫
B0

1,+∩∂R3
+

|Un|4 ≤ ε.

we have that

‖β2Un‖H1 ≤ C
(
‖β2|Ψn|2Un‖

L
6
5 (B0

1,+)
+ b‖U3

n‖L 4
3 (B0

1,+∩∂R3
+)

)
+ o(1)

≤ C
((∫

B0
1

|Un|2|Ψn|2dvgn
) 1

2 ‖β2Ψn‖L3 + b‖β2Un‖H1

(∫
B0

1,+∩∂R3
+

U4
n dσgR3

) 1
2
)

+ o(1)

≤ Cε 1
2 ‖β2Ψn‖L3 + Cε

1
2 ‖β2Un‖H1 + o(1).

A similar computation can be done to show that

‖β2Ψn‖
H

1
2
≤ Cε 1

2 ‖β2Un‖L6 + o(1),

and combining these last two estimates we have that

‖β2Un‖H1 + ‖β2Ψn‖
H

1
2
→ 0.

�

We deduce from the previous Lemma that since∫
B0

1,+

|Un|2|Ψn|2 dvgn +
b

2

∫
B0

1,+∩∂R3
+

|Un|4 dσgn = Q(Rn) = ε,

we also have ∫
B0

1,+

|U∞|2|Ψ∞|2 dvgR3 +
b

2

∫
B0

1,+∩∂R3
+

|U∞|4 dσgR3 = ε.

In particular, U∞ 6= 0 and (U∞,Ψ∞) satisfy equation (25); by the regularity results proved in the
previous section, we have that U∞ ∈ C2,α(R3

+) and Ψ∞ ∈ C1,β(ΣR3
+).

Notice here that there is a fundamental difference from the case where M has no boundary, namely,
if b > 0. Indeed, here, Ψ∞ can be identically zero. Hence, we do have two kinds of solutions,
corresponding to different blowup profiles: a purely Yamabe-Escobar solution (U∞, 0) with

−∆U∞ = 0 on Rn+

∂U∞
∂ν (x0, y0, 0) = bU3

∞ on ∂R3
+.

Or coupled solution with Ψ∞ 6= 0.
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Now, we assume that xn → x0 and we consider a cut-off function β = 1 on B1(x0) and
supp(β) ⊂ B2(x0), we define then vn ∈ C2,α(M) and φn ∈ C1,β(ΣM) by

vn = R
− 1

2
n βσ∗n(U∞) (26)

and

φn = R−1
n βσ∗n(Ψ∞). (27)

We start by stating the following Lemma

Lemma 4.8. Let un = un− vn and ψn = ψn−φn. Then, up to a subsequence, un ⇀ 0 in H1(M)

and ψn ⇀ 0 in H
1
2
+(ΣM).

Proof. The proof of this lemma is similar to the one for manifolds without boundary. We will still
write here its details since the technical manipulations of the integrals will be useful in later proofs.
We already have that un ⇀ 0 and ψn ⇀ 0, thus to prove the lemma we only need to show the weak
convergence for vn and φn: these sequences are bounded in H1(M) and H1/2(ΣM) respectively,
then up to subsequences, they converge to some limit. So if we show that the distributional limit
is zero, then the limit in the desired space is also zero. So let f ∈ C∞(M) and h ∈ C∞(ΣM). We
want to show that ∫

M

vnfdvg → 0

and ∫
M

〈φn, h〉 dvg → 0.

We fix R > 0, so that ∫
BRnR(xn)

vnf dvg = R
− 1

2
n

∫
BRnR(xn)

βσ∗n(U∞)f dvg

= R
5
2
n

∫
B0

R,+

ρ∗n(β)ρ∗n(f)U∞ dvgn .

Hence ∣∣∣∣∣
∫
BRnR(xn)

vnf dvg

∣∣∣∣∣ ≤ CR 5
2
n‖f‖∞

∫
B0

R,+

|U∞| dvgR3 .

Also, for n big enough we have that∫
M\BRnR(xn)

vnf dvg =

∫
B3(xn)\BRnR(xn)

vnf dvg

= R
5
2
n

∫
B0

3R
−1
n ,+

\B0
R,+

ρ∗n(β)ρ∗n(f)U∞ dvgn .

Hence, we have ∣∣∣∣∣
∫
M\BRnR(xn)

vnf dvg

∣∣∣∣∣ ≤ CR 5
2
n‖f‖∞

∫
B0

3R
−1
n
\B0

R

|U∞| dvgR3

≤ C‖f‖∞

∫
B0

3R
−1
n ,+

\B0
R,+

|U∞|6 dvgR3

 1
6

.

Based on these last two inequalities we have that∣∣∣∣∫
M

vnf dvg

∣∣∣∣ ≤ C‖f‖∞
R 5

2
n

∫
B0

R,+

|U∞| dvgR3 +

(∫
R3\B0

R,+

|U∞|6 dvgR3
+

) 1
6

 .

Letting n → ∞ and then R → ∞ we get the desired result. A similar inequality holds for the
integral involving φn and h. �

Now we estimate the differential, that is
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Lemma 4.9. We have

dEb(vn, φn)→ 0 and dEb(un, ψn)→ 0,

in H−1(M)×H− 1
2 (∂M)×H− 1

2 (ΣM).

Proof. We set
fn = Lgvn − |φn|2vn, kn = Bg(un)− u3

n

and
hn = Dgφn − |vn|2φn.

Let f ∈ H1(M), h ∈ H
1
2
+(ΣM) and k ∈ H 1

2 (∂M). We compute∫
M

fnf dvg = R
− 1

2
n

(∫
M

(−∆gβ)σ∗n(U∞)f dvg + 2

∫
M

g(−∇β,∇σ∗n(U∞))f dvg

)
+R

− 1
2

n

∫
M

βLg(σ
∗
n(U∞))f dvg −R

− 5
2

n

∫
M

β3|σ∗n(Ψ∞)|2σ∗n(U∞)f dvg

= R
− 1

2
n

(∫
M

(∆gβ)σ∗n(U∞)fdvg + 2

∫
M

g(∇β,∇f)σ∗n(U∞)dvg −
∫
∂M

∂β

∂ν
σ∗n(U∞)dσg

)
+R

− 5
2

n

∫
M

βσ∗n(LgnU∞)f dvg −R
− 5

2
n

∫
M

β3σ∗n(|Ψ∞|2U∞)f dvg

= R
− 1

2
n

(∫
M

(∆gβ)σ∗n(U∞)fdvg + 2

∫
M

g(∇β,∇f)σ∗n(U∞)dvg −
∫
∂M

∂β

∂ν
σ∗n(U∞)dσg

)
+R

− 5
2

n

∫
M

βσ∗n
(
(Lgn − LgR3 )U∞

)
f dvg +R

− 5
2

n

∫
M

(β − β3)σ∗n(|Ψ∞|2U∞)f dvg

=: I1 + I2 + I3 + I4 + I5.

The estimate for I1, I2, I4 and I5 are similar to the case of manifolds with no boundary in [43],
for which one can show that

I1 + I2 + I4 + I5 = ‖h‖H1(M)o(1).

Therefore we focus on the extra term due to the presence of the boundary, namely I3. We get

|I3| = R
− 1

2
n

∣∣∣ ∫
∂M

∂β

∂ν
σ∗n(U∞)f dσg

∣∣∣
≤ R−

1
2

n ‖f‖L4(∂M)‖
∂β

∂ν
σ∗n(U∞)‖

L
4
3 (∂M)

≤ C‖f‖H1(M)Rn

(∫
R−1

n F−1
xn (B2(x0)∩∂M)\R−1

n F−1
xn (B1(x0)∩∂M)

|U∞|
4
3 dσgn

) 3
4

≤ C‖f‖H1

(∫
(B0

3R
−1
n ,+

\B0
1
2
R
−1
n ,+

)∩∂R3
+

|U∞|4 dσgR3
) 1

4

≤ ‖f‖H1o(1).

Therefore, we can conclude that fn → 0 in H−1(M) and a similar convergence holds for hn → 0

in H−
1
2 (ΣM).

We now deal with the boundary component kn. So we take k ∈ H 1
2 (∂M) and we have∫

∂M

knkdσg = R
− 1

2
n

∫
∂M

∂β

∂ν
σ∗n(U∞)k dσg +R

− 3
2

n

∫
∂M

βkσ∗n(Bgn(U∞)) dσg

− bR−
3
2

n

∫
∂M

β3kσ∗n(U∞)3 dσg

= R
− 1

2
n

∫
∂M

∂β

∂ν
σ∗n(U∞)k dσg +R

− 3
2

n

∫
∂M

βkσ∗n(Bgn −BgR3 )(U∞)) dσg

+ bR
− 3

2
n

∫
∂M

(β − β3)kσ∗n(U∞)3 dσg

= J1 + J2 + J3.

We start estimating J1
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|J1| ≤ CR
− 1

2
n ‖k‖

H
1
2

(∫
R−1

n F−1
xn (B2(x0)∩∂M)\R−1

n F−1
xn (B1(x0)∩∂M)

|U∞|
4
3 dσρ∗ng

) 3
4

≤ CRn‖k‖
H

1
2

(∫(
B0

3R
−1
n ,+

\B0
1
2
R
−1
n ,+

)
∩∂R3

+

|U∞|
4
3 dσgn

) 3
4

≤ C
(∫(

B0

3R
−1
n ,+

\B0
1
2
R
−1
n ,+

)
∩∂R3

+

|U∞|4 dσgR3
) 1

4 ‖k‖
H

1
2

≤ ‖k‖
H

1
2
o(1).

For J2, we have

|J2| ≤ C‖k‖
H

1
2
R
− 3

2
n

(∫
R−1

n F−1
xn (B2(x0)∩∂M)

|(Bgn −BgR3 )U∞|
4
3 dσρ∗ng

) 3
4

≤ C‖k‖
H

1
2
‖(Bgn −BgR3 )U∞‖

L
4
3 (B0

3R
−1
n ,+

∩∂R3
+)

≤ C‖k‖
H

1
2

(
‖(Bgn −BgR3 )U∞‖

L
4
3 (B0

R,+∩∂R3
+)

+ ‖(Bgn −BgR3 )U∞‖
L

4
3 ((R3

+\B0
R,+)∩∂R3

+)

)
.

The conclusion then follows from the fact that gn → gR3 on C∞(B0
R,+) hence

‖(Bgn −BgR3 )U∞‖
L

4
3 (B0

R,+∩∂R3
+)
→ 0 as n→∞

and BgR3U∞ = bU3
∞ ∈ L

4
3 (∂R3

+), therefore ‖(Bgn −BgR3 )U∞‖
L

4
3 ((R3

+\B0
R,+)∩∂R3

+)

)
→ 0 as R→∞.

Lastly, we estimate J3 as follows:

|J3| ≤ C‖k‖
H

1
2 (∂M)

R
− 3

2
n

(∫
R−1

n F−1
xn (B2(x0)∩∂M)\R−1

n F−1
xn (B1(x0)∩∂M)

|U∞|4 dσρ∗ng
) 3

4

≤ C‖k‖
H

1
2 (∂M)

‖U∞‖3L4((B0

3R
−1
n ,+

\B0
1
2
R
−1
n ,+

)∩∂R3
+)

≤ ‖k‖
H

1
2 (∂M)

o(1).

Next, we consider (un, ψn) and we fix again f ∈ H1(M). First, notice that

duE
b(un, ψn)f =

∫
M

fLgundvg −
∫
M

|ψn|2unf dvg +

∫
∂M

∂un
∂ν

f dσg − b
∫
∂M

u3
nf dσg

= duE
b(un, ψn)f − duEb(vn, φn)f +

∫
M

Anf dvg +

∫
∂M

Bnf dσg,

where

An = |ψn|2vn − |φn|2un + 2〈ψn, φn〉(un − vn)

and

Bn = −b
(

3u2
nvn − 3unv

2
n

)
.

Now, since we already proved that duE
b(un, ψn)→ 0 and duE

b(vn, φn)→ 0, it is enough to show

that An → 0 in H−1 and Bn → 0 in H−
1
2 (∂M). The convergence of the interior component An is

similar to the case of manifolds without boundary [43]. Then we focus on the boundary component
Bn, for which we get

‖Bn‖
L

4
3 (∂M\∂BRnR(xn))

≤ C
(
‖u2

nvn‖L 4
3 (∂M\∂BRnR(xn))

+ ‖unv2
n‖L 4

3 (∂M\∂BRnR(xn))

)
≤ C

(
‖un‖2L4(∂M)‖vn‖L4(∂M\∂BRnR(xn)) + ‖un‖L4(∂M)‖vn‖2L4(∂M\∂BRnR(xn))

)
But ‖un‖L4(∂M) is uniformly bounded and∫

∂M\∂BRnR(xn)

|vn|4 dσg ≤ C
∫(

B0

3R
−1
n ,+

\B0
R,+

)
∩∂R3

+

|U∞|4 dσgn .
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Since U∞ ∈ L4(∂R3
+) we have that ‖vn‖L4(∂M\∂BRnR(xn)) → 0 as R→∞. Thus

‖Bn‖
L

4
3 (∂M\∂BRnR(xn))

→ 0 as R→∞.

Next, we consider ‖Bn‖
L

4
3 (BRRn (xn)∩∂M)

. Observe that, by convexity of t 7→ t4/3, t ≥ 0, we have

|unvn|4/3 ≤ C(|un|8/3 + |vn|8/3) ,

since |unvn| ≤ |un|2 + |vn|2. Then, the Hölder inequality gives∫
BRRn (xn)∩∂M

|unvn(vn − un)| 43 dσg

≤ C(‖un‖
8
3

L4(∂M) + ‖un‖
8
3

L4(∂M))

(∫
BRRn (xn)∩∂M

|un − vn|4 dσg

) 1
3

.

But, ∫
BRRn (xn)∩∂M

|un − vn|4 dσg ≤ C
∫
B0

3R,+∩∂R3
+

|R
1
2
nρ
∗
nun − U∞|4 dσgn

≤ C
∫
B0

3R,+∩∂R3
+

|Un − U∞|4 dσgR3 .

On the other hand, from Lemma 4.7 we have that Un → U∞ in H1
loc(R3

+), and in particular∫
B0

3R,+∩∂R3
+

|Un − U∞|4 dσgR3 → 0 as n→∞.

Using the boundedness of un and vn in L4(∂M), we conclude that

‖Bn‖
L

4
3 (BRRn (xn)∩∂M)

→ 0 as n→∞.

Thus, collecting the above estimates we find

‖Bn‖
H−

1
2 (∂M)

→ 0,

concluding the proof for duE
b. The same computations also hold for dψE

b. �

Now we estimate the energy, that is:

Lemma 4.10. We have

Eb(un, ψn) = Eb(un, ψn)− EbR3
+

(U∞,Ψ∞) + o(1).

Proof. We have

Eb(un, ψn) =
1

2

(∫
M

|∇(un − vn)|2 +
R

8
(un − vn)2 + 〈Dg(ψn − φn), ψn − φn〉

− |ψn − φn|2|un − vn|2 dvg
)
− b

4

∫
∂M

(un − vn)4 dσg

= Eb(un, ψn) + Eb(vn, φn)− dEb(vn, φn)(un, ψn) + Ãn + B̃n,

where

Ãn = −1

2

(∫
M

|un|2|φn|2 + |vn|2|ψn|2 − 2|un|2〈ψn, φn〉 − 2|ψn|2unvn + 4unvn〈ψn, φn〉 dvg
)
,

and

B̃n = − b
4

∫
∂M

6u2
nv

2
n − 4vnu

3
n dσg.

We first notice that since (un, ψn) is bounded in H1(M) × H
1
2
+(ΣM), from Lemma 4.2, we have

that

dEb(vn, φn)(un, ψn)→ 0.

Let us start by estimating B̃n.
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B̃n = −b
∫
∂M

unv
2
n(un − vn) dσg −

b

2

∫
∂M

u2
nv

2
n dσg

= L1 + L2

|L1| = b
(∫

BRRn (xn)∩∂M
unv

2
n(un − vn)dσg +

∫
(M\BRRn (xn))∩∂M

unv
2
n(un − vn)dσg

≤ C
(
‖vn‖2L4(∂M)‖un‖L4(∂M)‖un − vn‖L4(BRRn (xn)∩∂M)

+ ‖un‖2L4(M)‖vn‖
2
L4(∂M\BRRn (xn)) + ‖un‖L4(M)‖vn‖3L4(∂M\BRRn (xn))

)
.

But, ∫
BRRn (xn)∩∂M

(un − vn)4 dσg ≤
∫
B0

3R,+∩∂R3
+

(Un − U∞)4 dσgR3 .

and since Un → U∞ in H1
loc(R3

+), we have that

‖un − vn‖L4(BRRn (xn)∩∂M) → 0, as n→∞. (28)

Similarly, we have ∫
∂M

|vn|4 dσg =

∫
∂R3

+

ρ∗nβ
4U4
∞dσgn ,

which clearly converges to ‖U∞‖4L4(∂R3
+)

. Therefore,

‖vn‖L4(∂M) → ‖U∞‖L4(∂R3
+). (29)

Combining (28), (29) and the uniform boundedness of ‖un‖L4(∂M), we conclude that

‖vn‖2L4(∂M)‖un‖L4(∂M)‖un − vn‖L4(BRRn (xn)∩∂M) → 0 as n→∞.

Next, we estimate ‖vn‖L4(∂M\BRRn (xn)). We have,∫
∂M\BRRn (xn)

v4
n dσg ≤ C

∫(
B0

3R
−1
n ,+

\B0
R
2

,+

)
∩∂R3

+

U4
∞dσgn

≤ C
∫
∂R3

+\B0
R
2

,+

U4
∞dσgR3 .

Therefore, since U∞ ∈ L4(∂R3
+), we have that

‖vn‖L4(∂M\BRRn (xn)) → 0 as R→∞.
And thus, L1 = o(1). Using a similar procedure, we see that

L2 → −
b

2

∫
∂R3

+

U4
∞dσgR3

+

.

For the quantity Ãn one can show that

Ãn →
∫
R3

+

U2
∞|Ψ∞|2 dvgR3 .

The proof is similar to the case of manifolds with no boundary, hence we omit it. Therefore, we
have

Eb(un, ψn) = Eb(un, ψn) + Eb(vn, φn)− 2EbR3
+

(U∞,Ψ∞) + o(1).

Now we estimate Eb(vn, φn). Indeed,

Eb(vn, φn) =
1

2

(∫
M

vnLgvn + 〈Dφn, φn〉 − |vn|2|φn|2 dvg
)
− 1

2

∫
∂M

vnBgvn −
b

2
v4
n dσg.

Again, following [43], we see that∫
M

vnLgvn + 〈Dφn, φn〉 − |vn|2|φn|2 dvg →
∫
R3

+

U∞LgR3U∞ + 〈DgR3
Ψ∞,Ψ∞〉 − |U∞|2|Ψ∞|2 dvgR3 .
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Therefore, we focus on the boundary term. But as we saw above in (29)∫
∂M

v4
ndσg =

∫
∂R3

+

U4
∞ dσgR3 + o(1).

So we estimate∫
∂M

vnBgvn dσg = R−1
n

∫
∂M

β
∂β

∂ν
σ∗n(U∞)2 dσg +R−2

n

∫
∂M

β2σ∗n(U∞BgnU∞) dσg

= H1 +H2.

Now,

|H1| ≤ CRn
∫(

B0

3R
−1
n ,+

\B0
1
2
Rn,+

)
∩∂R3

+

U2
∞ dσgR3

≤ C
(∫

∂R3
+\B0

1
2
Rn,+

U4
∞ dσgR3

) 1
2

= o(1)

Next,

H2 = R−2
n

(∫
∂M

β2σ∗n(U∞BR3U∞) dσg +

∫
∂M∩BRRn (xn)

β2σ∗n(U∞(Bgn −BgR3 )U∞) dσg

+

∫
∂M\BRRn (xn)

β2σ∗n(U∞(Bgn −BgR3 )U∞) dσg

)
.

But,

R−2
n

∫
∂M

β2σ∗nU∞BgR3U∞ dσg = b

∫
∂R3

+

ρ∗nβ
2U4
∞ dσgn → b

∫
∂R3

+

|U∞|4 dσgR3 .

and

1

R2
n

∣∣∣∣∣
∫
∂M∩BRRn (xn)

β2σ∗n(U∞(Bgn −BgR3 )U∞)dσg +

∫
∂M\BRRn (xn)

β2σ∗n(U∞(Bgn −BgR3 )U∞)dσg

∣∣∣∣∣
≤ C

(∫
B0

3R,+∩∂R3
0

|U∞(Bgn −BgR3 )U∞| dσgR3 +

∫
∂R3

+\B0

3R
−1
n ,+

|U∞||(Bgn −BgR3 )U∞)| dσgR3

≤ C‖U∞‖L4(∂R3
+)

(
‖(Bgn −BgR3 )U∞‖

L
4
3 (B0

3R,+∩∂R3
+)

+ ‖(Bgn −BgR3 )U∞‖
L

4
3 (∂R3

+\B0
3R,+)

)
.

And one can see as in estimate J2, that since ‖(Bgn −BgR3 )U∞‖
L

4
3 (∂R3

+\B0
3R,+)

→ 0 as R→∞ and

‖(Bgn −BgR3 )U∞‖
L

4
3 (∂R3

+\B0
3R,+)

→ 0 as n→∞, we have

H2 =

∫
∂R3

0

U4
∞dσgR3 + o(1).

Combining the previous estimates, we see that

Eb(vn, φn) = EbR3
+

(U∞,Ψ∞) + o(1) ,

and thus

Eb(un, ψn) = Eb(un, ψn)− EbR3
+

(U∞,Ψ∞) + o(1).

�

Now we will prove the following energy lower bound for solutions in R3
+.
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Proposition 4.11. There exists c3 > 0 such that if (U,Ψ) ∈ D1(R3
+)×D 1

2 (ΣR3
+) is a non trivial

solution of 

−∆gR3
U = |Ψ|2U

on R3
+.

DgR3
Ψ = |U |2Ψ

BgR3U = bU3

on ∂R3
+.

B±gR3 Ψ = 0

Then
ER3+ (U,Ψ) ≥ c3 . (30)

Proof. We let (u, ψ) the pull-back of (U,Ψ) by stereographic projection to the hemisphere S3
+.

Then we have

ER3
+

(U,Ψ) = ES3+(u, ψ) =
1

2

∫
S3+
|u|2|ψ|2 dvg0 +

b

4

∫
∂S3+

u4 dσg0 .

Also, we have

λ+
CHI(S

3
+, ∂S3

+, [g0]) ≤
(∫

S3+
u6 dvg0

) 1
3

.

Hence, since

Y (S3
+, ∂S3

+, [g0])
(∫

S3+
u6 dvg0

) 1
3 ≤

∫
S3+
|∇u|2 +

R

8
u2 dvg0 ,

we have

λ+
CHI(S

3
+, ∂S3

+, [g0])Y (S3
+, ∂S3

+, [g0]) ≤
∫
S3+
|∇u|2 +

R

8
u2 dvg0 .

On the other hand,∫
S3+
|∇u|2 +

R

8
u2 dvg0 = 2EbS3+

(u, ψ) +
b

2

∫
∂S3+

u4dσg0 ≤ 4EbS3+
(u, ψ)

Thus,

EbR3
+

(U,Ψ) ≥ 1

4
λ+
CHI(S

3
+, ∂S3

+, [g0])Y (S3
+, ∂S3

+, [g0]) = c3.

�

We are now in a position to prove the desired result for Palais-Smale sequences.

Proof. of Theorem (1.1)
The process described in the previous propositions can be iterated for the boundary bubbles, `
times, for (un, ψn). Similarly, as described in [43], one can extact m interior bubbles. Thus we
have

Eb(un, ψn) = Eb(u∞, ψ∞) +

m∑
k=1

ER3(Ũk∞, Ψ̃
k
∞) +

∑̀
k=1

EbR3
+

(Uk∞,Ψ
k
∞) + o(1),

where (Uk∞,Ψ
k
∞) are solutions to equations (5) in R3

+ and (Ũk∞, Ψ̃
k
∞) are solutions of (4) in R3.

Notice that an uniform lower bound for the energy of interior bubbles holds, analogous to (30).
Then one has (see Remark 1.2)

m∑
k=1

ER3(Ũk∞, Ψ̃
k
∞) +

∑̀
k=1

EbR3
+

(Uk∞,Ψ
k
∞) ≥ mc̃3 + `c3 ≥ (m+ l)c3 ,

so that we stop the process at least when c− (m+ `)c3 <
ε0
2 . Then combining the previous results

and those from [43], we have the existence of m sequences x̃1
n, · · · x̃mn such that x̃kn → x̃k ∈

◦
M ,

m sequences of real numbers R̃1
n, · · · , R̃mn converging to zero, and ` sequences x1

n, · · ·x`n such that
xkn → xk ∈ ∂M , ` sequences of real numbers R1

n, · · · , Rkn such that

un = u∞ + ṽ1
n + · · ·+ ṽmn + v1

n + · · ·+ v`n + o(1) in H1(M),

ψn = ψ∞ + φ̃1
n + · · ·+ φ̃mn + φ1

n + · · ·+ φ`n + o(1) in H
1
2 (ΣM),
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where
ṽkn = (R̃kn)−

1
2 β̃kσ̃

∗
n,k(Ũk∞),

φ̃kn = (R̃kn)−1β̃kσ̃
∗
n,k(Ψ̃k

∞),

vkn = (Rkn)−
1
2 βkσ

∗
n,k(Uk∞),

φkn = (Rkn)−1βkσ
∗
n,k(Ψk

∞),

with σ̃n,k = (ρ̃n,k)−1 and ρ̃n,k(·) = expx̃k
n
(R̃kn·) and σn,k = (ρn,k)−1 and ρn,k(·) = Fxk

n
(Rkn·).

Also βk are smooth compactly supported functions, such that β̃k = 1 on B1(x̃k) and supp(β̃k) ⊂
B2(x̃k). �

5. Classification of ground-state bubbles

In this Section we prove Theorem 1.4, as well as (9).

Lemma 5.1. Let (u, ψ) ∈ H1(S3
+)×H1/2

+ (S3
+) be a non trivial solution to (5), then

ES3+(u, ψ) ≥ 1

2
Y (S3

+, ∂S3
+, [g0])λ+

CHI(S
3
+, ∂S3

+, [g0]) ,

where the conformal invariants on the right-hand side are as in (3), (16).

Proof. Recalling the variational characterization of the above invariants, we get

Y (Sn+, ∂Sn+, [g0]) ≤

∫
S3+
uLg0u dvg0(∫

S3+
|u|6 dvg0

)1/3
=

∫
S3+
u2|ψ|2 dvg0(∫

S3+
|u|6 dvg0

)1/3
, (31)

and

λ+
CHI(S

3
+, ∂S3

+, [g0]) ≤

(∫
S3+
|Dψ|3/2 dvg0

)4/3∣∣∣∫S3+〈Dψ,ψ〉 dvg0∣∣∣ =

(∫
S3+
|u|3|ψ|3/2 dvg0

)4/3∫
S3+
u2|ψ|2 dvg0

.

Then Hölder’s inequality gives

λ+
CHI(S

3
+, ∂S3

+, [g0]) ≤

(∫
S3+
|u|6 dvg0

)1/3

.

The claim then follows by observing that for a solution to (5) there holds

ES3+(u, ψ) =
1

2

∫
S3+
u2|ψ|2 dvg0 .

�

Proof of Theorem 1.4. Let (u, ψ) ∈ H1(S3
+) × H1/2

+ (S3
+) be a ground state solution to (8), with

u ≥ 0. Then

2ES3+(u, ψ) =

∫
S3+
u2|ψ|2 dvg0 = Y (S3

+, ∂S3
+, [g0])λ+

CHI(S
3
+, ∂S3

+, [g0]) (32)

Moreover, observe that by the maximum principle actually u > 0, so that the formula

g :=
4

9
u4g0 , on S3

+

defines a proper conformal change of metric. Consider the associated isometry of spinor bundles

F : Σg0S3
+ → ΣgS3

+ .

Setting

v :=

√
3

2
u , ϕ :=

3

2
u−2F (ψ) ,

by (17) we deduce that v and ϕ solve (8) in the new metric g, namely
Lgv = v|ϕ|2
Dgϕ = ϕ on S3

+
∂u
∂ν = 1

2hgu
3

B+ψ = 0 on ∂S3
+

(33)
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where hg is the mean curvature of ∂S3
+ in the metric g. By (31) we find

Y (Sn+, ∂Sn+, [g0])

(∫
S3+
|u|6 dvg0

)1/3

≤
∫
S3+
u2|ψ|2 dvg0 ,

and combining this fact with (32) we get

λ+
CHI(S

3
+, ∂S3

+, [g0]) ≥

(∫
S3+
|u|6 dvg0

)1/3

The Hijazi inequality for manifold with boundary [45] then gives

3

8
Y (Sn+, ∂Sn+, [g0]) ≤ |λCHI|vol(S3

+, g)

=

(∫
S3+
|u|6 dvg0

)2/3

≤ λ+
CHI(S

3
+, ∂S3

+, [g0])2

(34)

where λCHI is the smallest eigenvalue of (D,B+). Since the first and the last term in (34) coincide,
we have equality in the Hijazi inequality and ϕ is a Killing spinor:

∇gXϕ = αX · ϕ , ∀X ∈ Γ(TS3
+) .

Testing the above condition with vectors ei, i = 1, 2, 3 of a local tangent frame and summing up
one gets

Dgϕ =

3∑
i=1

ei · ∇geiϕ = −3αϕ ,

by the Clifford anti-commutation rules. Thus α = − 1
2 , using the second equation in (33). Moreover,

observe that

∇gXϕ = −1

2
X · ϕ = −1

3
X ·Dgϕ , ∀X ∈ Γ(TS3

+) ,

and ϕ is a twistor spinor, so that by [17, Prop. A.2.1]

(Dg)2ϕ =
9

4
ϕ =

3

8
Rgϕ ,

so that Rg = 6. Then [13, Thm. 4.1, 4.2] implies that there exists an isometry

f : (S3
+, g)→ (S3

+, g0)

such that f∗g0 = g = u4g0. We thus conclude that

dvolf∗g0
= det(df) =

(
8

27
u6

)
dvolg0

and

u =

√
3

2
det(df)1/6 .

Observe that f induces an isometry of spinor bundles Λ and the following diagram commutes

(Σf∗g0S3
+, f

∗g0) (Σg0S3
+, g0)

(S3
+, f

∗g0) (S3
+, g0)

Λ

f

,

the vertical arrows denoting the projections defining the spinor bundles. Notice that, with an abuse
of notation, we denote the metrics on the spinor bundles with the same symbol as the manifold
metrics. Then the spinor Ψ := Λ ◦ ϕ ◦ f−1 is − 1

2 -Killing with respect to the round metric g0, as
this property is preserved by isometries. Finally, we can rewrite

ϕ = Λ−1 ◦Ψ ◦ f =: f∗Ψ , (35)

and then

ψ =
2

3
u2F−1(ϕ) = det(df)1/3F−1(f∗Ψ) .

�
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Proof of Corollary 1.5. Formula (11) is obtained applying a conformal transformation of S3
+ to a

standard bubble for the Yamabe problem on the half-space. Then we only have to deal with the
spinorial part (12).

Notice that Killing spinors on S3
+ are mapped to R3

+ via the stereographic projection to get

Ψ(x) =

(
2

1 + |x̃|2 + x2
3

)3/2

(1− (x̃, x3)) · Φ , x = (x̃, x3) ∈ R3
+ ,

and the parallel spinor Φ can be chosen to meet chiral bag boundary conditions. Our aim is to
prove that applying conformal transformations of (R3

+, gR3
+

) we get another spinor of the form (12),

for a suitable choice of parameters.
Given y ∈ R2, λ > 0, consider the map fy,λ : R3

+ → R3
+ defined as

f(x̃, x3) = λ−1(x̃− y, x3) ,

so that the pull-back metric reads f∗y,λgR3
+

= λ−2gR3
+

. Observe that since the frame bundle is

trivial PSO(R3
+, gR3

+
) = R3

+ × SO(3) we get an induced map

f̃y,λ(x, v1, v2, v3) = (fy,λ(x), v1, v2, v3) ,

acting as the identity on the SO(3) factor. Then such maps lifts to PSpin(R3
+, gR3

+
) = R3

+×Spin(3),

still acting as the identity on the second component. The spinor bundle is also trivial, so that we
obtain a map

Λy,λ : R3
+ × C2 → R3

+ × C2

and the transformation on Ψ reads

ψ(x) = βλ−2gR3
+
,gR3

+

Λ−1
y,λΨ(fy,λ(x))

=

(
2λ

λ2 + |x̃− y|2 + x2
3

)3/2

Fλ−2gR3
+
,gR3

+

Λ−1
y,λ

(
1−

(
x̃− y
λ

,
x3

λ

))
· Φ0.

Here Fλ−2gR3
+
,gR3

+

denotes the identification of spinors for conformally related metrics. The above

discussion shows that Fλ−2gR3
+
,gR3

+

Λ−1
y,λ can be taken to be the identity map, thus proving (12). Let

us now consider the effect of a rotation. Take R ∈ SO(2), identifying it with a rotation preserving
∂R3

+ = R2. By the previous discussion, such map lifts to ΛR : ΣR3
+ → ΣR3

+. Now, considering a
spinor of the form (12) we get

Λ−1
R (ψ(Rx)) =

(
2λ

λ2 + |Rx̃− y|2 + x2
3

)3/2

Fλ−2gR3
+
,gR3

+

Λ−1
R

(
1−

(
Rx̃− y
λ

,
x3

λ

))
· Φ0

=

(
2λ

λ2 + |x̃−R−1y|2 + x2
3

)3/2(
1−

(
x̃−R−1y

λ
,
x3

λ

))
· Λ−1

R (Φ0) ,

since for given v ∈ R3, ϕ ∈ ΣR3
+ we have ΛR(v · ϕ) = (Rv) · ΛR(ϕ). The proof is concluded as we

obtained a spinor of the form (12), with parameters R−1y ∈ R3
+, λ > 0 and Λ−1

R (Φ0) ∈ ΣR3
+. �

6. Aubin Type inequality

This section is devoted to the proof of Theorem 1.6.

To this aim, recall the definition of the functionals

Ẽ(u, ψ) =

(∫
M

uLgudvg

)(∫
M

〈Dgψ,ψ〉dvg
)

∫
M

|u|2|ψ|2dvg
, I(ψ) =

∫
M

〈Dgψ,ψ〉dvg∫
M

|u|2|ψ|2dvg

and of the conformal constant

Ỹ (M,∂M, [g]) = inf

 Ẽ(u, ψ); where (u, ψ) ∈ H1(M) \ {0} ×H
1
2
+(ΣM) \ {0} s.t.

I(ψ) > 0, P−
(
Dgψ − I(ψ)u2ψ

)
= 0

 .
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First of all, we need a characterization of the first eigenvalue of the Dirac operator in terms of
the following minimization problem: for a given u > 0 and smooth, we consider

λ̃u = inf
{
I(ψ); for ψ ∈ H

1
2
+(ΣM) s.t. I(ψ) > 0, P−

(
Dgψ − I(ψ)u2ψ

)
= 0
}
, (36)

then we have

Proposition 6.1. Let (M, g) be a compact oriented three-dimensional Riemannian manifold with

boundary. For any given u > 0 and smooth, we have that λ̃u > 0. Moreover, the minimization
problem is achieved and λ̃u coincide with the first eigenvalue λ+

1 (gu) for the Dirac operator Dgu ,
under chiral bag boundary conditions, where gu = 4

9u
4g.

Proof. Let ψn be a minimizing sequence, I(ψn)→ λ̃u. We can assume∫
M

u2|ψn|2dvg = 1 , (37)

Then we have

I(ψn) = ‖ψ+
n ‖2 − ‖ψ−n ‖2.

Since

−‖ψ−n ‖2 =

∫
M

〈Dgψn, ψ
−
n 〉 = I(ψn)

∫
M

u2〈ψn, ψ−n 〉dvg,

by the last condition in (36). Then, using Hölder’s inequality and (37), we have

‖ψ−n ‖2 ≤ I(ψn)

(∫
M

u2|ψ−n |2dvg
) 1

2

.

Also, since the projector P− : H
1
2
+(ΣM)→ H

1
2 ,−
+ (ΣM) is a zero-order operator, we have

‖ψ−n ‖2 ≤ I(ψn) sup(u)‖ψ−‖L2

≤ I(ψn) sup(u)‖ψ‖L2

≤ I(ψn)
sup(u)

inf(u)

(∫
M

u2|ψn|2dvg
) 1

2

≤ CI(ψn),

where C = C(u) = sup(u)
inf(u) and then

‖ψ+
n ‖2 = I(ψn) + ‖ψ−n ‖2 ≤ (C + 1)I(ψn).

Now, if I(ψn) → 0, we would have that ψn → 0 in H
1
2
+(ΣM), but

∫
M
u2|ψn|2dvg = 1. Therefore

λ̃u > 0. Moreover if ψn is any minimizing sequence, then ‖ψn‖ ≥ δ, for some δ > 0. In order to
prove the existence of a minimizer, we will follow the argument in [44] and [48]. So, we define

S = {ψ ∈ H
1
2
+(ΣM);P−(Dψ − I(ψ)u2ψ) = 0},

and we claim that S is a manifold. Let us consider the operator

F : H
1
2
+(ΣM)→ H

1
2 ,−
+ , F (ψ) = P−(Dgψ − I(ψ)u2ψ),

so that S = F−1(0); therefore, if DF (ψ) is onto for all ψ ∈ S, then S will be indeed a manifold.
We compute its differential DF :

DF (ψ)h = P−(Dgh− I(ψ)u2h)−
(
DI(ψ)h

)
P−(u2ψ).

Notice that

DI(ψ)h = 2

∫
M
〈Dgψ − I(ψ)u2ψ, h〉 dvg∫

M
u2|ψ|2 dvg

.

Hence, if we take ψ ∈ S and restrict h to H
1
2 ,−
+ , we get

〈DF (ψ)h, h〉 = −‖h‖2 − I(ψ)

∫
M

u2|h|2dvg.



34 WILLIAM BORRELLI(1), ALI MAALAOUI(2) & VITTORIO MARTINO(3)

ThereforeDF (ψ) is definite negative onH
1
2 ,−
+ and hence invertible on that space, so S is a manifold.

Now, we can find a minimizing sequence ψn for the functional I that is a (PS) sequence on S (by

Ekeland’s variational principle): we will show that it is still a (PS) sequence in H
1
2
+(ΣM). So, if

we set DI(ψn) = εn, we have that its tangential component εTn , on the tangent space TψnS of
the manifold S, converges to zero since ψn is a (PS) sequence for I on S. Regarding its normal

component, we notice that since the operator DF (ψn)
|H

1
2
,−

+

: H
1
2 ,−
+ → H

1
2 ,−
+ is invertible, it has

an inverse, namely Kn : H
1
2 ,−
+ → H

1
2 ,−
+ satisfying Kn ◦ DF (ψn)

|H
1
2
,−

+

= Id
H

1
2
,−

+

, such that

‖Kn‖op ≤ C, since we have that
∫
M
u2|ψn|2dvg = 1. In this way, the operator Pn = Kn ◦DF (ψn)

is a projector on H
1
2 ,− parallel to TψnS: indeed, we have that if h ∈ H

1
2 ,−
+ then by construction

Pnh = h and TψnS = kerDF (ψn); we consider then P ∗n , the adjoint of Pn, which is a projector

on the normal space NψS of the manifold S, parallel to H
1
2 ,+
+ . Now, since 〈εn, ϕ〉 = 0 for all

ϕ ∈ H
1
2 ,−
+ , therefore εn ∈ H

1
2 ,+
+ and so we have εn = (Id−P ∗n)εTn (see Figure 1). Indeed, P ∗nεn = 0

and P ∗nε
⊥
n = ε⊥n . Hence,

(Id− P ∗n)εTn = (Id− P ∗n)(εn − ε⊥n ) = εn − ε⊥n + ε⊥n .

This shows that εn → 0 and ψn is a (PS) sequence for I in H
1
2
+(ΣM).

Figure 1. Projection of εTn .

In particular this (PS) sequence ψn satisfies

‖ψ+
n ‖2 ≤

∫
M

u2|ψ+
n ||ψn|dvg + o(‖ψ+

n ‖) ≤ C + o(‖ψ+
n ‖).

Since a similar inequality holds also for ψ−n , then the (PS) sequence ψn is bounded in H
1
2
+(ΣM);

therefore up to subsequences, there exists ψ ∈ H
1
2
+(ΣM) such that ψn ⇀ ψ weakly in H

1
2
+(ΣM)

with ψ satisfying

Dgψ = λ̃uu
2ψ.

Finally, since λ̃u is a minimum, by the conformal change gu = 4
9u

4g, we have that

λ̃u = λ+
1 (gu).

�

We can now prove the Aubin-type inequality stated in Theorem 1.6.
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Proof of Theorem 1.6. We start by proving the first inequality in the formula (14). By the Sobolev

inequality and Proposition (6.1), we have for any non-trivial (u, ψ) ∈ H1(M)×H
1
2
+(ΣM):

Ẽ(u, ψ) ≥ Y (M,∂M, [g])

(∫
M

u6dvg

) 1
3

∫
M

〈Dgψ,ψ〉dvg∫
M

|u|2|ψ|2dvg

≥ Y (M,∂M, [g])λ+
1 (gu)V ol(gu)

1
3

≥ Y (M,∂M, [g])λ+
CHI(M,∂M, [g]).

where gu = 4
9u

4g, and Y (M,∂M, [g]) is the Yamabe invariant (3). By taking the infimum on the
first side, we get the first inequality in (14). In order to prove the other inequality, let us consider
a spinor Ψ0 ∈ ΣR3

+ such that Ψ0 meets the chiral bag boundary conditions. We define the spinor

Ψ0(x) =

(
2

1 + |x̃− y|2 + x2
3

)3/2

(1− (x̃− y, x3)) ·Ψ0

and the bubble

U0 =

(
2

1 + |x̃− y|2 + x2
3

)1/2

where x = (x̃, x3) ∈ R3
+, with x̃ ∈ R2 and x3 ≥ 0. Then (U0,Ψ0) ∈ H1(R3

+) × H1/2
+ (ΣR3

+) is a
ground state solution to (5), that is (U0,Ψ0) is a critical point for ER3

+
and

ER3
+

(U0,Ψ0) =
1

2
Ỹ (S3

+, ∂S3
+, [g0]).

Now, let x0 ∈ M and λ > 0, small enough. We set ρλ(x) = expx0(λx), similar to (26) and (27),
and we consider β a cut-off function supported in B2(x0) and such that β ≡ 1 on B1(x0). We can
therefore define the functions  uλ = λ−

1
2 βσ∗λ(U0),

ψλ = λ−1βσ∗λ(Ψ0),

where σλ = ρ−1
λ . Arguing as in Lemma 4.8, Lemma 4.9, Lemma 4.10 one can show that, as λ→ 0:

dE(uλ, ψλ)→ 0,

and ∫
M

uλLguλdvg =

∫
R3

+

|∇U0|2dvgR3 + o(1),∫
M

〈Dgψλ, ψλ〉dvg =

∫
R3

+

〈DgR3
Ψ0,Ψ0〉dvgR3 + o(1),∫

M

|uλ|2|ψλ|2dvg =

∫
R3

+

|U0|2|Ψ0|2dvgR3 + o(1).

Moreover, since b = 0, we do not have boundary terms. Now, in order to take the infimum of Ẽ,
by definition (13) we need to have

P−(Dgψλ − I(ψλ)|uλ|2ψλ) = 0.

For our test functions this might not be true, therefore we will perturb ψλ so that the previous

condition is satisfied. In particular we will show that there exists h ∈ H
1
2 ,−
+ so that

P−(Dg(ψλ + h)− I(ψλ + h)|uλ|2(ψλ + h)) = 0.

This is equivalent to solving

Dgh− P−[I(ψλ)|uλ|2h] +B(h) = Aλ,

where

Aλ = P−(Dgψλ − I(ψλ)|uλ|2ψλ), B(h) = P−
(
[I(ψλ)− I(ψλ + h)]|uλ|2(ψλ + h)

)
.
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Next we define operator

T : H
1
2 ,−
+ → H

1
2 ,−
+ , T (h) = Dgh− I(ψλ)P−(|uλ|2h) +B(h),

and we compute its differential at zero

dT (0)ϕ = Dgϕ− I(ψλ)P−(|uλ|2ϕ)− 〈dI(ψλ), ϕ〉P−(|uλ|2ψλ).

Now, the operator

ϕ 7→ Dϕ− I(ψλ)P−(|uλ|2ϕ)

is negative definite on H
1
2 ,−
+ , hence it is invertible for all λ > 0; moreover we have that

〈dI(ψλ), ϕ〉P−(|uλ|2ψλ)→ 0, as λ→ 0.

Then dT (0) is invertible for λ small enough. Since we have that also Aλ → 0 as λ → 0, by the

implicit function theorem we get the existence of hλ ∈ H
1
2 ,−
+ such that T (hλ) = Aλ, moreover

hλ → 0 as λ→ 0. Now, as before, we have that as λ→ 0,∫
M

〈Dg(ψλ + hλ), (ψλ + hλ〉 dvg =

∫
R3

+

〈DgR3
Ψ0,Ψ0〉 dvgR3 + o(1),

and ∫
M

|uλ|2|ψλ + hλ|2 dvg =

∫
R3

+

|U0|2|Ψ0|2 dvgR3 + o(1).

Hence, we have

Ẽ(uλ, ψλ + hλ) = Y (S3
+, ∂S3

+, [g0])λ+
CHI(S

3
+, ∂S3

+, [g0]) + o(1),

therefore

Ỹ (M,∂M, [g]) ≤ Ỹ (S3
+, ∂S3

+, [g0]),

and this concludes the proof. �

We are now in a position to prove our existence result.

Proof of Theorem 1.6. Let us consider the functional E: we want to show that E has the ge-
ometry of mountain pass type, in order to apply a min-max argument. Technically, one cannot
apply the classical mountain-pass theorem due to the nature of the functional and the restrictions
that one has, though we will provide a heuristic reason here on why one should expect the value
Ỹ (M,∂M, [g]) to be a critical value for E. So, for t > 0 and s > 0, we consider the functional

W (t, s, ϕ) := E(tu, sψ+ϕ), where ϕ ∈ H
1
2 ,−
+ . This parametrization is consistent with the general-

ized Nehari manifold that will be introduced later. Notice that equivalently one could still define
W as W (t, s, ϕ) = E(tu, sψ+ + ϕ). Hence, one has

W (t, s, ϕ) =
1

2

(
t2‖u‖2 + s2‖ψ+‖2 − t2s2

∫
M

u2|ψ+|2 dvg − ‖ϕ‖2 − t2
∫
M

u2|ϕ|2 dvg

− 2t2s

∫
M

u2〈ψ+, ϕ〉 dvg
)

=
1

2

(
t2‖u‖2 + s2‖ψ+‖2 − t2s2

∫
M

u2|ψ+|2 dvg +Qt,s(ϕ)
)
,

where

Qt,s(ϕ) = −‖ϕ‖2 − t2
∫
M

u2|ϕ|2 dvg − 2t2s

∫
M

u2〈ψ+, ϕ〉 dvg.

Notice that Qt,s(·) is negative definite and strongly concave. Hence, it has a unique maximizer
ϕ̃ := ϕ̃(t, s, u, ψ) and this maximizer satisfies:

Dgϕ̃− P−(u2ϕ̃− st2u2ψ+) = 0.

Notice that this is equivalent to

P−(Dg(sψ
+ + ϕ)− (tu)2(sψ+ + ϕ)) = 0,
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which is in some sense, the constraint that we have in the definition of Ỹ (M,∂M, [g]). Now, if we
substitute in W , we have

W̃ (t, s) = W (t, s, ϕ̃) =
1

2

(
t2‖u‖2 + s2‖ψ+‖2 − t2s2

∫
M

u2|ψ+|2 dvg
)
.

Thus, one can easily see that there exists C1 and C2 positive and depending on u and ψ+, such
that

W̃ (t, s) ≥ C1(t2 + s2)− C2(t4 + s4).

Therefore, for s and t small enough we have W̃ (t, s) > c > 0. On the other hand

W̃ (t, t) ≤ t2(‖u‖2 + ‖ψ+‖2)− t4
∫
M

u2|ψ+|2 dvg.

Thus, as long as
∫
M
u2|ψ+|2 6= 0, we have W̃ (t, t) → −∞ as t → +∞. With this we see that we

have a sort of a mountain pass geometry.
Next we consider the following min-max problem

m = inf


max

t≥0,s≥0,ϕ∈H
1
2
,−

+

E(tu, sψ + ϕ); where (u, ψ) ∈ H1(M) \ {0} ×H
1
2
+(ΣM) \ {0} s.t.

I(ψ) > 0

 ,

which is equivalent to

m = inf


max

t≥0,s≥0
E(tu, sψ); where (u, ψ) ∈ H1(M) \ {0} ×H

1
2
+(ΣM) \ {0} s.t.

I(ψ) > 0; P−
(
Dgψ − (tu)2ψ

)
= 0

 ,

Without the orthogonality condition, in the classical case, if E satisfies (PS) at the level m then
m would be a critical value; in particular, by a direct computation we have that

max
t>0,s>0

E(tu, sψ) =
1

2
Ẽ(u, ψ),

therefore 2m = Ỹ (M,∂M, [g]). This provides the heuristic proof on why one would expect m to
be a critical value.
Next we explicitly show that indeed we have a critical point at that level by introducing the
generalized Nehari manifold:

N =



(u, ψ) ∈ H1(M)×H
1
2
+(ΣM); s.t.∫

M

uLgu dvg =

∫
M

〈Dgψ,ψ〉 dvg =

∫
M

|u|2|ψ|2 dvg 6= 0;

P−
(
Dgψ − I(ψ)u2ψ

)
= 0


We first show that N is indeed a manifold, so we consider the operator

G : H1(M)×H
1
2
+(ΣM)→ R× R×H

1
2 ,−
+ (ΣM),

defined by

G(u, ψ) =

[∫
M

uLgu− |u|2|ψ|2 dvg,
∫
M

〈Dgψ − |u|2ψ,ψ〉 dvg, P−(Dgψ − I(ψ)|u|2ψ)

]
.

In this way, since N = G−1(0), if DG(u, ψ) is onto for all (u, ψ) ∈ N then N is a manifold. Let
(u0, ψ0) ∈ N , we will show that DG(u0, ψ0) is invertible if restricted to some special subspace. For

h ∈ H
1
2 ,−
+ , we will use the following representation

(tu0, sψ0 + h) = [t, s, h] ∈ R× R×H
1
2 ,−
+ ,
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and we will express DG(u0, ψ0) in this basis. Since
∫
M
|u0|2|ψ0|2 dvg 6= 0, we can assume for the

sake of simplicity that
∫
M
|u0|2|ψ0|2dvg = 1. We have then

DG(u0, ψ0)[1, 0, 0] =[0,−2, 2P−(Dgψ0)],

DG(u0, ψ0)[0, 1, 0] =[−2, 0, 0],

DG(u0, ψ0)[0, 0, h] =[2〈Dgψ0, h〉, 0, Dgh− P−(|u0|2h)].

Now we define the operator K(h) = Dgh− |u0|2h, and we see that it is negative definite on H
1
2 ,−:

in fact

〈Kh, h〉 = −‖h‖2 −
∫
M

|u0|2h2dvg;

hence it is invertible. Now, for [a, b, c] ∈ R × R × H
1
2 ,−
+ , we want to find [x1, x2, w] so that

DG(u0, ψ0)[x1, x2, w] = [a, b, c], namely we have to solve the following system: a = −2x2 + 2〈Dgψ0, w〉
b = −2x1

c = 2x1P
−(Dgψ0) +K(w)

Since K is invertible, we find

x1 = − b
2

x2 = −a
2

+ 〈Dgψ0,K
−1(c+ bP−(Dgψ0))〉

w = K−1(c+ bP−(Dgψ0))

Therefore DG(u0, ψ0) is onto and hence N is a manifold. Now, let us denote by A(u0, ψ0) the
inverse of DG(u0, ψ0)

|Ru0⊕Rψ0⊕H
1
2
,−

+

,

A(u0, ψ0) : R× R×H
1
2 ,−
+ → Ru0 ⊕ Rψ0 ⊕H

1
2 ,−
+ ,

with

‖A(u0, ψ0)‖op ≤ C(‖u0‖‖ψ0‖).
As in the proof of Proposition 6.1, by using Ekeland’s principle, we have the existence of a mini-
mizing (PS) sequence (un, ψn) ∈ N , for E restricted to N : we will show that this is indeed a (PS)

sequence for E also in H1(M) × H
1
2
+(ΣM). We set DE(un, ψn) = εn and we have that εTn → 0,

since it is the tangential part of the (PS) sequence which is a (PS) sequence in N . Now we define

Pn = A(un, ψn) ◦DG(un, ψn)

and we notice that it is a projector on Ru0 ⊕ Rψ0 ⊕H
1
2 ,−
+ parallel to T(u0,ψ0)N . Moreover, since

E(unψn) =
1

2

∫
M

|un|2|ψn|2 dvg → m,

we have that ‖un‖2 ≤ C. Also

−‖ψ−n ‖2 =

∫
M

|un|2〈ψn, ψ−n 〉 dvg.

Therefore

‖ψ−n ‖2 ≤
∫
M

|un|2|ψn||ψ−n |dvg

≤
(∫

M

|un|2|ψn|2 dvg
) 1

2
(∫

M

|un|2|ψ−n |2 dvg
) 1

2

≤ C1‖un‖L6‖ψ−n ‖L3 ,

so that

‖ψ−n ‖ ≤ C.
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But we have that

‖ψ+
n ‖2 − ‖ψ−n ‖2 =

∫
M

|un|2|ψn|2dvg,

hence
‖ψ+

n ‖2 ≤ C.
Therefore, we have that Pn is uniformly bounded. Let now P ∗n be the adjoint of Pn; so that P ∗n

is also a projector on (Ru0 ⊕ Rψ0 ⊕H
1
2 ,−
+ )⊥ parallel to N(un,ψn)N , the normal space of N at the

point (un, ψn). Since

εn ∈ (Ru0 ⊕ Rψ0 ⊕H
1
2 ,−)⊥,

hence εn = (Id − P ∗n)εTn and so (un, ψn) is indeed a (PS) sequence for E in H1(M) ×H
1
2
+(ΣM);

in particular this (PS) sequence is at the energy level 1
2 Ỹ (M,∂M, [g]). Finally, from the classifica-

tion of the (PS) sequence Theorem (1.1), if Ỹ (M,∂M, [g]) < Ỹ (S3
+, ∂S3

+, [g0]), the (PS) sequence
converges to a solution to our problem and the proof is concluded. �
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