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Experimental Realization of Optimal Time-Reversal on an
Atom Chip for Quantum Undo Operations

Ivana Mastroserio, Stefano Gherardini, Cosimo Lovecchio, Tommaso Calarco,
Simone Montangero, Francesco S. Cataliotti, and Filippo Caruso*

The authors report the use of the dressed chopped random basis optimal
control algorithm to realize time-reversal procedures. The latter are aimed for
the implementation of quantum undo operations in quantum technology
contexts as quantum computing and quantum communications. The last
performed operation can be time-reversed via the undo command so as to
perfectly restore a condition in which any new operation, chosen by the
external user, can be applied. By generalizing this concept, the undo
command can also allow for the reversing of a quantum operation in a generic
time instant of the past. Here, thanks to optimal time-reversal routines, all
these functionalities are experimentally implemented on the fivefold F = 2
Hilbert space of a Bose–Einstein condensate of non-interacting 87Rb atoms in
the ground state, realized with an atom chip. Each time-reversal
transformation is attained by designing an optimal modulated radio frequency
field, achieving on average an accuracy of around 92% in any performed test.
The experimental results are accompanied by a thermodynamic interpretation
based on the Loschmidt echo. These findings are expected to promote the
implementation of time-reversal operations in a real scenario of gate-based
quantum computing with a more complex structure than the five-level system
considered here.
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1. Introduction

The undo command allows to reverse an op-
eration that has been performed in a past
step of a complex computational routine.
Specifically, the undo command is a basic
tool to be addressed in all those computa-
tional processes, in which the external user
may need to proceed step by step, thus vi-
sualizing the result of each operation. This
already holds in classical computer or com-
puting systems managed by a high-level in-
terface (as e.g., an operating system) where
such a command is a requirement that is
practically taken for granted.[1,2]

In quantum platforms for quantum
computing, the undo command is ex-
pected to need more onerous procedures
with respect to the classical case. So
far, procedures carrying out time-reversal
transformations[3] have been implemented
in superconducting circuits realizing quan-
tum circuits,[4] and classical[5] and quantum
optics platform.[6] As a main feature, it is
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desirable to employ universal features that are valid in a gen-
eral quantum technologies context. In this regard, two main
challenges have to be still addressed: one from the procedu-
ral/numerical side, ensuring high performance and high speed,
and the other from a technological/experimental point of view. In
our view, these challenges concerns the establishment of an op-
timal procedure for the realization of quantum undo operations
by reducing as much as possible the execution error and requir-
ing amoderate computation load depending on the experimental
devices at disposal.
In real experiments, indeed, one can often implement only a

small set of operations, due to practical limitations, experimen-
tal imperfections, and restrictions on resources. Moreover, such
an optimal procedure has to be designed to be possibly imple-
mented in a generic experimental platform. The optimal solution
to these issues, which we are going to propose, is the use of quan-
tum optimal control (OC) methods that have been introduced for
the control of quantum systems dynamics.[7] Quantum OC the-
ory is one of the optimal ways to successfully prepare quantum
states and perform desired tasks that are crucial in implement-
ing quantum-based technologies, ranging from atomic, molecu-
lar, and optical systems to solid-state systems.[8–25] Specifically, in
this paper we adopt the dressed chopped random basis (dCRAB)
optimal control algorithm[26–30] that has been already successfully
tested in several experiments even involving many-body atomic
systems[31–35] thanks to its efficiency and versatility.
In this paper, we theoretically and experimentally exploit the

dCRAB OC techniques to successfully perform time-reversal
transformations, thus inverting the dynamical evolution of a
quantum system realized with ultra-cold atoms from an atom-
chip device, as summarized in Figure 1. To make an illustra-
tive comparison, we also show the large differences between the
results from our experiments and the ones given by inverting,
through the addition of a phase term (i.e., a pre-factor ei𝜋), the
time-dependence of the external driving field f (t) used to ad-
dress the atoms. In fact, in the absence of decoherence as in
our case (at least until around 100 μs of the system dynamics),
the evolution of a driven quantum system is governed by the
Schrödinger equation[36] in which the Hamiltonian operator is
generally composed by two distinct contributions. One describes
the inner structure of the system (the atomic Hamiltonian H0),
while a control termHRF, as detailed in Section 2, models the ac-
tion of an external time-dependent coherent field f (t) that steers
its dynamics. Hence, leading the system back to its initial state
is not simply yielded by the inversion of the time of the driving
field, that is, f (−t), because of the unavoidable presence of the
Hamiltonian H0 that always evolves forward in time. It has been
already proven that, in some specific cases, it is possible to ex-
ploit the periodicity of the quantum dynamics to retrace part of
the evolution or to create an echo of the initial state.[37–39] Some
peculiar time inversion tasks have been demonstrated, such as
the reversal of atom-field interaction in a cavity quantum elec-
trodynamics experiment[40] or feedback-control-based determin-
istic reversal of projective measurements on a trapped ion exper-
iment through a quantum error-correction protocol.[41] However,
these strategies may be viable if no constraints on the duration
of the time-reversal transformations are taken into account. For
example, in our case using ultra-cold atoms within an atom chip
device—but similarly even inmany other atomic, molecular, con-

densed matter, and optical systems—any dynamical transforma-
tion is constrained by the decoherence time T2,

[42] which defines
the period after which, on average, the system loses quantum co-
herence due to the presence of an external field and/or the cou-
pling to the environment. In our experiments, for instance, the
quantum system dynamics cannot be longer than around 100 μs.
Up to this duration, indeed, the effects of decoherence can be al-
most neglected.
The paper is organized as follows. In Section 2 we introduce

both the experimental setup and the quantum system Hamil-
tonian, and then explain how the driving field is optimally de-
signed by means of the dCRAB algorithm. In Section 3, instead,
we present all the experiments we realized to test time-reversal
transformations with ultra-cold atoms, as a proof-of-principle of
undo operations in quantum regimes. Finally, Sections 4 and 5
conclude the paper, by discussing the relevance of our experi-
mental results and also providing a thermodynamic interpreta-
tion whereby the employed optimal control strategy corresponds
to an entropy rectification procedure.

2. Physical System and Optimization Protocol

The experiment is performed on a Bose–Einstein condensate
(BEC) of 87Rb realized with an atom chip evolving on the fivefold
Hilbert space given by the F = 2 rubidiumhyperfine ground state
(see Section 6 for technical details). Hence, we assume that the
internal state of the atomic system is described at each time t by
the 5 × 5 densitymatrix 𝜌(t) in the |F,mF⟩ basis. After the creation
of the BEC, at the beginning of the system evolution, the atoms
are optically pumped in the |F = 2, mF = 2⟩ sub-level, as shown
in Figure 2. The free evolution of the BEC atoms is governed
by the time-independent atomic Hamiltonian H0 that is evalu-
ated via the Breit–Rabi formula, which quantitatively determines
the energies of all different sub-levels for a knownmagnetic field
intensity.[43] In particular, for our system the atoms are subject to
a constant bias magnetic field that we set to 6.179 G (again, see
Section 6 for details). As a result, we obtain the atomic Hamilto-
nianH0 = 2𝜋ℏ diag(8635, 4320, 0,−4326,−8657)kHz, where ℏ is
the reduced Planck constant and the elements of the state basis
are chosen to correspond to the hyperfyne levels from mF = +2
to mF = −2 by ensuring that the reference zero-energy state is|F = 2, mF = 0⟩ (see Figure 2).
The atomic evolution is driven through a quasi resonant radio

frequency (RF) field, which is produced by micro structured con-
ductors integrated on the atom chip. Specifically, the driving is
implemented through a frequency-modulated RF pulse f (t) that
couples the five neighboring mF states described by the follow-
ing Hamiltonian, expressed in the |F,mF⟩ basis and valid in the
rotating wave approximation (RWA) regime

HRF(t) = ℏ

⎛⎜⎜⎜⎜⎜⎜⎝

−2f (t) Ω 0 0 0

Ω −f (t)
√
3∕2 Ω 0 0

0
√
3∕2 Ω 0

√
3∕2 Ω 0

0 0
√
3∕2 Ω f (t) Ω

0 0 0 Ω 2f (t)

⎞⎟⎟⎟⎟⎟⎟⎠
(1)

where f (t) = 𝜕t[t𝜔(t)] and 𝜔(t) denotes the time-dependent fre-
quency of the driving field. The coupling Rabi frequency Ω is
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Figure 1. Pictorial representation of the realized time-reversal experiments. We prepare a 87Rb BEC in |F = 2, mF = +2⟩ as the initial state for all the
performed experiments denoted with (a,b,c). In the first experiment, the atoms evolve from (a1) toward the state (a2) where their population is equally
distributed among the states |F = 2, mF = +2⟩ and |F = 2, mF = −2⟩, and then brought back to the initial state |F = 2, mF = +2⟩ corresponding to the
configuration (a3). In the second experiment, the atoms evolve from (b1) toward a state (b2) by using the optimal pulse employed in the first experiment
but with a shorter length that belongs to [10, 100) μs. Then, the atoms evolve back to the initial state—configuration (b3)—as in the first experiment.
Finally, in the third experiment, the forward evolution of the atoms from (c1) to (c2) is the same of that in the first experiment, while in the backward
process the system reaches the quantum state (c3) that has been already explored in the second experiment (thus, in its past). It is worth noting that
also the latter transformation realizes a quantum undo operation, but on a shorter time-scale with respect to the other cases illustrated in the figure.
Although for illustrative purposes we have chosen to report in this plot only the populations of the quantum states, in Section 3.3 we will show that the
state (c3) has the same (within experimental error) quantum coherence terms of (b2).

proportional to the RF field amplitude and in the following will
be set to Ω = 2𝜋 × 60.0 kHz.
Overall, the total Hamiltonian describing the system isH(t) =

H0 +HRF(t). Moreover, we may also include in the model a
dephasing term by means of super-operators expressed in the
Gorini–Kossakowski–Sudarshan–Lindblad (GKSL) form to de-
scribe the presence of experimental low-frequency noise on the
magnetic bias field and on the RF signal.[44] In order to drive the
system evolution back and forth in time, the optimal time de-
pendence of f (t) needs to be determined. This goal is achieved
by minimizing the difference between the final and target quan-
tum states of the atomic evolution, both expressed in terms of the
density matrix 𝜌. This difference is provided by the error function
𝜖 ≡

1
2

∑5
n=1 |𝜌n,n(T) − 𝜌n,n|, where T is the duration of the control

pulse, 𝜌n,n(T) denotes the final atomic population of the nth sub-
level at t = T , while 𝜌n,n is the corresponding target population.
To minimize the error function 𝜖, the time dependence of

the (slowly oscillating) frequency RF control pulse f (t) is opti-
mally modulated by following the prescriptions of the dCRAB
method.[26–30] For this purpose, the time-dependent frequency
𝜔(t) of the driving field is expanded in the standard Fourier basis
such that

f (t) = 1 +
7∑

k=−7
Ak(1 + i𝜈kt)e

i𝜈kt (2)

and the optimal values of the expansion coefficients Ak (am-
plitude of the control function modulation) are determined by
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Figure 2. 87Rb atomic energy levels. The quantum dynamics in our time-
reversal experiments take place in the F = 2 hyperfine ground state of a
87Rb BEC. The manifold is given by the five possible orientations of a spin-
2, energetically separated by means of a homogeneous magnetic field.
The atomic cloud is initially prepared in the |F = 2, mF = +2⟩ quantum
state, and subsequently the five neighboring |F,mF⟩ states are coupled by
a quasi-resonant radio frequency radiation (depicted by the red arrows).
By modulating the latter in time through an optimally designed strategy,
the energies of the five sub-levels are effectively “shaken” in order to drive
the system back and forth in time. The inset shows an example of opti-
mally prepared pulse, whose frequency 𝜔(t) typically belongs to the range
1 ÷ 10 MHz.

ensuring that the error function 𝜖 is minimized. In Equation (2)
𝜈k = 2𝜋k∕T , where k is the index that spans the set of harmonics
pertaining to the driving field, with k = 1,… , 7,[45] and T denotes
the length of the control pulse as above. Moreover, the optimiza-
tion procedure in determining the optimal values of Ak is per-
formed via the subplex variant of the Nelder–Mead algorithm.[46]

Let us note that other optimization methods for the derivation
of the optimal pulse, such as the GRadient Ascent Pulse Engi-
neering (GRAPE) algorithm,[47] have not been considered by us,
but they might certainly be the subject of study in future inves-
tigations to achieve time-reversal transformations. Furthermore,
regarding the robustness of the optimal control pulse, the fol-
lowing two possibilities can be considered while minimizing the
error function 𝜖: i) for the atomic populations 𝜌n,n(T) at time T ,
we could use the numerical solution of the GKSL equation that
also accounts for the presence of external noise sources; ii) we
could simply consider that the dynamics of the BEC is unitary,
but by employing a larger number of terms for the expansion
of the time-dependent frequency 𝜔(t) of the driving field, with
respect to the noiseless case. The solution adopted by us in our
experiments (especially the ones in Section 3.2 is the first (i).
The time-reversal protocol introduced in this work operates

only on the diagonal elements of the final density matrix 𝜌(T)
(reached at the end of the evolution), corresponding to the quan-
tum system populations that we directly measure. In fact, the op-
timization procedures, which we perform to design the optimal
pulses that drive the quantum system dynamics, are set not to
employ non-diagonal elements of 𝜌(T) that should be necessar-
ily measured by means of a tomography process. In this regard,
by making use of the results in refs. [33, 48] concerning the opti-
mal preparation of quantum states on 87Rb BEC atom-chip-based
micro-traps, we implement a preliminary test experiment to tune

the values of the setup parameters (i.e., the constant magnetic
field and Rabi frequency) for accurate state preparation and trans-
fer. In this test experiment, we compare the theoretical and exper-
imentally measured time evolutions of the atomic population in
each of the five mF sub-levels during the application of an opti-
mal pulse. The latter brings the quantum system from an initial
state, in which the population is equally distributed among the
states |F = 2, mF = +2⟩ and |F = 2, mF = −2⟩ in a coherent su-
perposition, to a final state where all the population occupies the|F = 2, mF = −2⟩ sub-level. The experimental results, reported in
Figure 3 for illustrative purposes, are in satisfactory agreement
with the theoretical predictions obtained by solving the Liouville-

von Neumann differential equation d
dt
𝜌 (t) = −(i∕ℏ)[H(t), 𝜌(t)].

3. Experiments

In this work we exploit the dCRAB control techniques to realize
three different set of experiments (see Figure 4) to faithfully time-
invert the evolution of a quantum system realized with ultra-cold
atoms. Starting from the initial state where the atomic popula-
tion occupies the |F = 2, mF = 2⟩ ≡ | + 2⟩ level (as depicted in
Figure 2), the proposed strategies are successfully applied along
several paths in the Hilbert space of the system. Here, we per-
form the time-inversion of quantum operations by using grad-
ually higher levels of control in terms of the complexity of the
addressed control problems. Moreover, we are also going to il-
lustrate how such techniques allow for the extension of the im-
plemented time-reversal transformations to much more compli-
cated situations, in which performing the backward evolution in
the shortest time-scale and/or with accuracy values as high as
possible may be crucial. Finally, in order to make a comparison
and demonstrate the need to employ quantum OC methods, we
show how different the outcomes of such experiments are if one
inverts the time-dependence of the external driving field instead
of using an optimal driving pulse. In doing this, whenever a full
density matrix reconstruction is performed for additional test ex-
periments (see the next sections), the distance between the target
and the experimentally measured quantum states, 𝜌 and 𝜌(t) re-
spectively, is evaluated through the Uhlmann fidelity[49]

𝔉(𝜌, 𝜌(t)) ≡
(
Tr
√√

𝜌𝜌(t)
√
𝜌

)2

(3)

In all the other cases, the accuracy in performing a given opera-
tion is assessed by means of the error function, according to the
formula 1 − 𝜖.

3.1. First Set of Experiments

In the first set of experiments (Figure 4a), our aim is to drive the
evolution of the quantum system forward and backward: from an
initial state 𝜌(0) to a given target one 𝜌 and then back again to 𝜌(0).
This experiment is performed twice: first by time-inverting the
driving field f (−t), and second by controlling the time-reversed
evolution via the optimally-designed driving pulse fOC(t), where
again the subscript OC stands for “optimal control”. The results
obtained in both cases are then compared.

Adv. Quantum Technol. 2022, 5, 2200057 2200057 (4 of 11) © 2022 The Authors. Advanced Quantum Technologies published by Wiley-VCH GmbH
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Figure 3. Illustration of atomic population dynamics. Time evolution of
the five mF sub-levels, as an effect of the application of the optimal con-
trol pulse f (t). The latter drives the atoms within the BEC from an ini-
tial state, where the population is equally distributed among the states|F = 2;mF = +2⟩ and |F = 2;mF = −2⟩, to a final state where all the pop-
ulation occupies the |F = 2;mF = −2⟩ sub-level. Continuous lines repre-
sent the results from the theoretical simulations obtained by determining
the optimal quantum evolution of the system. Dots are the experimen-
tal values measured by averaging over ten experimental repetitions. Error
bars, computed via standard deviation, are smaller then the diameter of
the points and thus not shown.

The experiment is repeated four times to test the realization
of an accurate time-reversal transformation over four different
paths in the Hilbert space of the BEC. Specifically, our quantum
system is driven—according to the optimal strategy of ref. [33]—
from the initial state 𝜌(0), such that 𝜌1,1(0) = 1 and 𝜌k,j(0) = 0 for
k, j = 1,… , 5 apart k = j = 1, to the following four different target
states: i) 𝜌A: 𝜌1,1 = 𝜌5,5 = 0.5; ii) 𝜌B: 𝜌2,2 = 𝜌4,4 = 0.5; iii) 𝜌C: 𝜌1,1 =

𝜌2,2 = 0.5; iv) 𝜌D: 𝜌n,n = 1∕5 for n = 1,… , 5, where for each target
all the other elements of 𝜌 are equal to zero. Subsequently, the
optimal control pulse fOC(T) (designed as in Section 2) or f (−T)
are applied to the BEC to bring the system back to the initial state
𝜌(0). In all the analyzed cases, the time duration T of the forward
and backward processes is set to 100 μs, thus entailing a total
system evolution of 200 μs.
It is worth noting that our results are validated by using just the

atomic populations of the system, under the assumption of uni-
tary dynamics. However, it is well known thatmeasuring the pop-
ulation elements of a quantum system represents only a partial
knowledge of its full density matrix. For this reason, despite the
good agreement between theoretical continuous lines and exper-
imental dots in Figure 3 that seems to confirm our assumption
of unitary dynamics, we perform a full density matrix reconstruc-
tion for the case (i). As reported in Figure 5, we have measured
the densitymatrix of the experimental state 𝜌OCA (T) that is reached
in the forward evolution by following the optimized OC path
from the initial state 𝜌(0) = | + 2⟩⟨+2| to the intermediate target
state 𝜌A. Then, the two possible final density matrices 𝜌OC(T) and
𝜌(−T), corresponding respectively to the ending stage of the opti-
mally controlled and time-inverted backward trajectories, are re-
constructed. The results illustrated in Figure 5 show that invert-
ing only the time-dependence of the driving field brings the BEC
atomic population closer (in the sense given by the Uhlmann fi-
delity) to the orthogonal state | − 2⟩ instead of | + 2⟩, while the
optimally reversed evolution successfully reaches the initial state.
Finally, we have implemented the forward and backward evo-

lution for all the remaining paths (ii), (iii), and (iv). The resulting
values of the error functions 𝜖 are illustrated in Figure 6 where
similar behaviors can be observed for all the tested target states
(i), (ii), (iii), and (iv).

3.2. Second Set of Experiments

To evaluate the time limits/constraints of the optimally-
controlled time-reversal transformations implemented in the
first set of experiments, we perform a second set of experiments
(Figure 4b) to drive the quantum system evolution back and forth
from the state 𝜌(0) to quantum target states 𝜌Qj

, along the same
trajectory, by using pulses of gradually shorter lengths Tj, which
belong to the set {10, 20, 40, 60, 70, 80, 100} μs. In more detail,
first we design an optimal forward pulse that brings the quan-
tum system from the initial state 𝜌(0) to the state 𝜌A reached at
T = 100 μs. Then, we interrupt this pulse at each Tj in order to
obtain the other sub-pulses that realize gradually shorter evolu-
tions. In all these experiments, the different pulses that realize
the forward and backward processes have the same duration.
The backward process from each 𝜌Qj

to the quantum state 𝜌(0)
is realized, once by inverting the time-dependence of the for-
ward pulse and another time using OC to design the backward
pulse, similarly to what done in the first set of experiments. For
illustrative purposes, we report in Figure 7 the optimal control
pulses computed, for the forward and backward dynamics, with
durations Tj = 20 μs, Tj = 40 μs, and Tj = 80 μs, respectively. As
shown in the figure, the optimal control pulses are smooth and
bounded functions. This is due to the limited amount of em-
ployed resources, in terms of the number of harmonics (only 14
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Figure 4. Experiments. a) The atomic evolution is driven forward and backward between an initial state and a given target one. b) The time-reversal of
the quantum system evolution is performed along trajectories with gradually shorter time duration. c) The quantum state of our system is driven back
in time to a quantum state that has been already explored in the past.
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Figure 5. Tomographic reconstruction. Density matrix representation in Hinton plots (i.e., diagrams for visualizing the numerical values of the elements
composing a matrix) of the initial state 𝜌(0), the intermediate state 𝜌OCA (T) (reached via OC and as much close as possible to the target state 𝜌A), and the
final states 𝜌OC(T) and 𝜌(−T) obtained by inverting, respectively, the whole system quantum dynamics via OC techniques or the pulse time-dependence
of the driving field. The positive and negative numerical values of the matrices elements are here represented by red and blue squares respectively, while
their magnitude is directly proportional to the size of the depicted squares.

in our case) composing fOC(t). It proves that our method to re-
alize undo operations is not as complicated as it would be if one
aims at exactly retracing back the forward trajectory in theHilbert
space of the quantum system.[50] Moreover, even though the for-
ward and backward control pulses belong to the same frequency
range, their shapes as a function of time are different from each
other. Also this evidence denotes that the backward trajectories
followed by the BEC populations to come back to the initial state
can be quite different from the forward paths. What matters for
any undo operation, indeed, is to restore the initial condition in-
dependently on the way (albeit optimal as in our experiments)
such operation is done.
The experimental results reported in Figure 8 show a smaller

error 𝜖 in realizing reversed quantum dynamics via OC tech-
niques compared to the ones obtained by changing the time-
dependence of the driving field, thus confirming the results
found in Section 3.1 but over quantum dynamics with a shorter

time-scale. Furthermore, by accounting in the theoretical model
for experimental dephasing noise that entails quantum coher-
ence degradation, the experimental results are in good agree-
ment with the corresponding theoretical predictions for driving
pulses with not so long duration, while for experiments longer
than 80 μs the mismatch slightly increases. These effects on the
error function are depicted by the light-blue shaded area in Fig-
ure 8. In more detail, dephasing noise is included in the model
bymeans of the following Lindbladian super-operator term act-
ing on the density matrix 𝜌(t): (𝜌(t)) =

∑5
n=1 𝛾n[−{|n⟩⟨n|, 𝜌(t)} +

2|n⟩⟨n|𝜌(t)|n⟩⟨n|], where {⋅, ⋅} denotes the anti-commutator and
𝛾n are the dephasing rates. The action of  is to randomize the
phase of each sub-level n of the BECwith rate 𝛾n. Hence, the light-
blue shaded area is obtained as follows. The difference between
the experimental and theoretical points at 100 μs is attributed ex-
clusively to the dephasing noise that determines the range of 𝛾 .
Then, starting from such dephasing range, the lower and upper
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Figure 6. Control error functions. Theoretical and experimental error func-
tion computed for the implemented time-reversed quantum dynamics in
reaching the initial state 𝜌(0). Here, we start from the target states 𝜌A, 𝜌B,
𝜌C , 𝜌D within the achievable experimental accuracy. The black bars rep-
resent the numerically simulated error function 𝜖 (defined in Section 2)
obtained through the optimized inversion of the driving field fOC(T). The
light blue bars are the corresponding experimental error function (with its
standard deviation), while the red bars denote the experimental error (with
its standard deviation) obtained by changing the time-dependence of the
driving field and thus applying the pulse f (−T). The error bars are com-
puted by repeating ten times each set of experiments. It is worth noting
that the error function is never equal to zero even in our numerical simu-
lations. This is first due to the presence of decoherence, as we will show
in Section 3.2, and second to the limited number of resources at disposal
(in terms of operations) to carry out the OC protocol.

bound of the shaded area at each pulse length T are obtained by

numerically solving the GKSL equation: d
dt
𝜌 (t) = − i

ℏ
[H(t), 𝜌(t)] +

(𝜌(t)), by choosing the dephasing rate 𝛾n ≡ 𝛾 constant for all the
sub-levels in the interval 2𝜋[20, 200] Hz and considering mag-
netic field fluctuations within the range ΔB = 1 mG. In this re-
gard, we recall that in the GKSL equation, whichmodels the time
evolution of the system’s density matrix affected by dephasing
noise, H(t) ≡ H0 +HRF(t) with HRF(t) defined as in Section II,
and f (t) is constrained in the range f (t) ∈ 2𝜋[4150, 4600] kHz so
as to maintain always the same coupling of the RF antenna to the
driving circuit.

Figure 8. Testing optimal time-reversal over time. Error function versus
pulse length T, with T ∈ {10, 20, 40, 60, 70, 80, 100} μs, from both the the-
oretical and experimental side. The values of the error function are evalu-
ated, once by using the proposed optimal control strategy and another by
inverting the time-dependence of the driving field. In the figure, we also
take into account the presence of experimental dephasing noise on the
quantum system evolution, by including in the numerical simulations a
correction term that adjusts the theoretical prediction. The correction, pic-
torially represented in the figure by the light-blue shaded area, is numeri-
cally simulated for each value of T by solving the GKSL equation in the de-
phasing range 𝛾n ≡ 𝛾 ∈ 2𝜋[20, 200] Hz (estimated at T = 100 μs) and with
an additional magnetic field fluctuation with standard deviation of 1 mG.
In this way, the correction is finally obtained by taking the corresponding
minimum andmaximum values of such a computation as explained in the
main text.

3.3. Third Set of Experiments

To better illustrate the wide applicability of our implemented
time-reversal procedures, in a third set of experiments (see Fig-
ure 4c) we aim to show that our OC strategy is able to invert the
evolution of the quantum system by driving it back from 𝜌A (tar-
get state at T = 100 μs) to a quantum state 𝜌P(𝜏) that is reached
in 𝜏 ≤ 100 μs along the same trajectory linking 𝜌(0) with 𝜌A. In
this way, we are going to show that it is also possible to drive
the system back to a generic quantum state that has been already
explored in the past. This effectively qualifies our experiments
as a proof-of-principle of quantum undo operations, whereby the

(a) (b) (c)
Figure 7. Optimal control pulses. Plot of the optimal control pulses as a function of time for both the forward and backward BEC time evolution, with
duration a) Tj = 20 μs, b) Tj = 40 μs, and c) Tj = 80 μs.
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Figure 9. Tomography reconstruction of quantum states 𝜌OCP (𝜏1) and 𝜌

OC
P (𝜏2). The state 𝜌

OC
P (𝜏1), reported on the left-hand side of the figure, is reached

in 𝜏1 = 33 μs in the first stage of the experiment and represents a state in the past of the quantum system evolution. Instead, the state 𝜌OCP (𝜏2) on the
right-hand side of the figure is reached in 𝜏2 = 67 μs via the optimal time-reversal procedure we have realized. The accuracy 1−𝜖 between these two
measured density matrices is about 97.3%.

external user has to be able to reverse at will the last operation
they performed.
In particular, also in this case, the set of experiments is per-

formed twice. First, starting from the initial state 𝜌(0), the system
evolution, enabled by the driving pulse that drives the quantum
system from 𝜌(0) to 𝜌A in 100 μs (it is the same optimal pulse used
in the first set of experiments), is interrupted after 𝜏1 = 33 μs.
In that instant 𝜏1, the system has reached the intermediate state
𝜌OCP (𝜏1), which is then reconstructed via tomography. Therefore,
this first stage of the experiment allows us to identify the state
𝜌P(𝜏1). Second, the system is made to evolve from the initial state
𝜌(0) to the target state 𝜌A in 100 μs without interrupting the pulse.
Exploiting the dCRAB optimization procedure, then, a path from
𝜌A to the state 𝜌P(𝜏1) is traced back by using an optimal pulse last-
ing 𝜏2 = 67 μs (note that, by construction, 𝜏1 + 𝜏2 = 100 μs), and
the resulting state 𝜌OCP (𝜏2) is measured again via a tomographic
process. The experimental results are reported in Figure 9.
The accuracy 1 − 𝜖 between the measured density matrix

𝜌OCP (𝜏1 = 33 μs), representing a state in the past of the system
evolution, and themeasured state 𝜌OCP (𝜏2 = 67 μs) reached via the
optimally time inverted dynamics, is around 97.3%. These results
illustrate that the implemented OC strategy allows to perform a
quantum undo operation not only of the last quantum state 𝜌A
but also of any past state 𝜌P(𝜏) in the occurred quantum dynam-
ics. In other terms, one is able to bring back the system from the

target state 𝜌A to the initial one 𝜌(0), but even from 𝜌A to a generic
state along the pathway 𝜌(0) ←→ 𝜌A.

4. Discussion

Time-reversal expresses the aim to come back to the initial state of
an already performed transformation. The impossibility in carry-
ing out a time-reversal operation (i.e., the breaking of the time re-
versal symmetry), both when facing withmicro- andmacroscopic
systems, is referred as irreversibility. The latter is directly propor-
tional to a production of the thermodynamic entropy that is orig-
inated by the specific system under scrutiny.[51] Hence, the intro-
duction of a procedure to achieve time-reversal transformations
is implicitly linked with the understanding of a clever way to nul-
lify (or even rectify) the thermodynamic entropy.[50,52–57] The prin-
ciples of thermodynamics, and in particular the second law, tell
us that if a dynamical process (classical or quantum) is reversible,
then it operates to come back to the starting point in a recurrent
way without further consumption of resources. For such dynam-
ics, thus, it might not be required to carry out time-reversal pro-
cedures by means of an external drive. Clearly, this is not the case
in our experiments. In fact, the decoherence time (intrinsic to a
Bose–Einstein condensate) imposes as upper bound a time win-
dow of around 100 μs to the experimental implementation of the
dynamics, as discussed in Section 3.2. This temporal constraint

Adv. Quantum Technol. 2022, 5, 2200057 2200057 (8 of 11) © 2022 The Authors. Advanced Quantum Technologies published by Wiley-VCH GmbH
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makes the quantum process that we aim to physically implement
as it was irreversible, since the possibility that the quantum sys-
tem autonomously (i.e., without the driving) comes back to the
initial state is generally prevented. Such an operation, indeed,
could require a time ideally infinite, provided that the quantum
system does not lose its quantum coherence (namely it is main-
tained over time as a closed system). As a consequence, in order
to successfully carry out time-reversal transformations, in our ex-
periments we need to pump energy from the outside, specifically
by making use of OC strategies that are designed to fulfill the
physical constraints imposed by the experimental setup.
We have quantified this aspect by computing the Loschmidt

echo:[58–60]

M(𝜏) ≡ |||⟨𝜓0|ei2(𝜏)𝜏e−i1(𝜏)T |𝜓0⟩|||2 (4)

where ℏ is here set to 1, |𝜓0⟩ denotes the initial wave-function
such that 𝜌(0) = |𝜓0⟩⟨𝜓0|, and 𝜏 is the duration of both the for-
ward and backward processes. Since in our case we can identify
1(t) = H(t) as the BEC Hamiltonian of the forward process in
the implemented dynamics and 2(t) = HOC(t), the Loschmidt
echoM(𝜏) can be equivalently written as:

M(𝜏) = Tr
[
eiHOC(𝜏)𝜏𝜌(𝜏)e−iHOC(𝜏)𝜏𝜌(0)

]
= Tr

[
𝜌OC(𝜏)𝜌(0)

]
(5)

where 𝜌(𝜏) is the target quantum state achieved by the forward
process at t = 𝜏. The Loschmidt echoM(𝜏) = Tr[𝜌OC(𝜏)𝜌(0)], com-
puted experimentally for each set of tomographic data, provides
us the same values of the corresponding Uhlmann fidelity val-
ues 𝔉(𝜌OC(𝜏), 𝜌(0)). This evidence, beyond providing a thermo-
dynamic interpretation of our experimental findings, also allows
to confirm, in a quantitative way, that the time-arrow inversion
t → −t of the time-dependent terms in the interaction Hamilto-
nian is not sufficient in general to reverse a quantum evolution
and thus to implement quantum undo operations.

5. Conclusions

In this paper, we have experimentally tested the effectiveness of
OCmethods, enabled in our case by a dCRAB technique, to carry
out time-reversal transformations with an accuracy on average
around 92% in a BEC on an atom chip. Specifically, we have re-
alized three sets of experiments. In the first set, the laser-cooled
87Rb atoms of the condensate are driven forward and backward in
time from an initial state 𝜌(0) to a target one and then back to 𝜌(0).
In the second set of experiments, we have shown that the adopted
OC technique works with almost equal accuracy in bringing back
to the initial condition any quantum target state along the same
trajectory, independently on the time instant in which the target
state was achieved in the forward evolution of the system. In a
third set of experiments, we also demonstrate the possibility to
drive the quantum system back to a generic quantum state al-
ready explored in its past dynamics.
The realization of undo operations of the last-performed com-

putation executed by a quantum circuit is the primary application
of our experiments. In fact, while we cannot experience time-
reversal phenomena occurring spontaneously due to the unidi-
rectionality in time of physical processes, in a digital context as

a (quantum) computing device, reversing a given operation may
be a feasible task. The most significant example is the undo com-
mand that allows to reverse a calculation that has been performed
in a past step of a computational routine. By resorting to OC the-
ory, here we have experimentally proved that the time-reversal of
operations is possible also in the quantum realm. We thus expect
that in the next future one can realize in commercial quantum
computers quantum undo commands that represents the main
technological application of our work.

6. Experimental Section
All the experiments reported in the main text are realized on a collec-

tion of laser-cooled rubidium (87Rb) atoms prepared in a macroscopically
occupied single quantum state, that is, a BEC, evolving on the five-level
Hilbert space given by the F = 2 rubidium hyperfine ground state (Fig-
ure 2). The atoms were first loaded at room temperature in a ultra-high-
vacuum glass cell by means of a pulsed dispenser. Then, an atom chip
equipped with a reflective golden layer was mounted in the science cell to
create, together with a pair of external Helmholtz coils, a mirror magneto-
optical trap (MOT) that laser cool and trap the atoms. The latter were op-
tically pumped in the |F = 2, mF = +2⟩ level (Figure 2) and transferred to
a magnetic micro-trap, generated by micro-structured conductors hosted
on the chip, with longitudinal and radial trap frequencies of 46 and 950Hz,
respectively. Quantumdegeneracy was reached by forced evaporative cool-
ing, ramping down the frequency of a radio frequency field supplied by a
waveform generator connected to a U-wire hosted by the chip. The BEC
produced so far has typically 105 atoms, a critical temperature of 0.5 μK,
and was formed at a distance of 300 μm from the chip surface. All the sub-
sequentmanipulations described in the paper were performed 0.7ms after
releasing the atoms from the magnetic trap; in this way, the cloud expan-
sion guarantees bias field homogeneity and the effect of atomic collisions
could be neglected. Hence, in the limit of independent atoms, recording
the population distribution in each sub-level directly yielded the probabil-
ity for a single atom to occupy the latter. Moreover, an homogeneous and
constant magnetic field, set to 6.179 G, was applied to the atoms to en-
ergetically separate the five sub-levels and define the quantization axis of
the system. The value of the magnetic field was chosen such that it was
much larger than the magnetic noise fluctuations and, at the same time,
the current (used to produce it) was not high enough to cause significant
heating of the coils. The RF-field that drove the evolution of the BEC in the
F = 2 manifold described in the paper, was realized by another waveform
generator connected to a second U-wire integrated on the chip. Note that
the characteristic frequency for the free Hamiltonian evolution was of the
order of 4 MHz, thus much faster than the controlled dynamics. Finally,
the atoms distribution across the F = 2 manifold was detected following a
Stern–Gerlach method. After 1 ms of expansion, an inhomogeneous mag-
netic field was applied along the quantization axis for 10 ms. The atoms
move in the field gradient and their different mF states spatially separate.
After a time of 23 ms of expansion, a standard absorption imaging se-
quence was executed. Since the imaging method was destructive, a new
condensate had to be created each time and the measurement procedure
was repeated after different preparation states.
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