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A Fully-Integrated 5mW, 0.8Gbps Energy-Efficient
Chip-to-Chip Data Link for Ultra-Low-Power IoT

End-Nodes in 65-nm CMOS

Hayate Okuhara, Ahmed Elnaqib, Martino Dazzi, Pierpaolo Palestri, Simone Benatti, Luca Benini, Davide Rossi

Abstract—The increasing complexity of Internet-of-Things
(IoT) applications and near-sensor processing algorithms is push-
ing the computational power of low-power, battery-operated end-
node systems. This trend also reveals growing demands for high-
speed and energy-efficient inter-chip communications to manage
the increasing amount of data coming from off-chip sensors
and memories. While traditional micro-controller interfaces such
as SPIs cannot cope with tight energy and large bandwidth
requirements, low-voltage swing transceivers can tackle this
challenge thanks to their capability to achieve several Gbps of the
communication speed at milliwatt power levels. However, recent
research on high-speed serial links focused on high-performance
systems, with a power consumption significantly larger than the
one of low-power IoT end-nodes, or on stand-alone designs not
integrated at a system level. This paper presents a low-swing
transceiver for the energy-efficient and low power chip-to-chip
communication fully integrated within an IoT end-node System-
on-Chip, fabricated in CMOS 65nm technology. The transceiver
can be easily controlled via a software interface; thus, we can
consider realistic scenarios for the data communication, which
cannot be assessed in stand-alone prototypes. Chip measurements
show that the transceiver achieves 8.46x higher energy efficiency
at 15.9x higher performance than a traditional microcontroller
interface such as a single-SPI.

Index Terms—IoT End-Nodes, SerDes, Energy efficient periph-
eral, SPI, microcontroller.

I. INTRODUCTION

PUSHED by the increasing complexity of near-sensor
data analytics algorithms, the computational performance

required by Internet of Things (IoT) end-nodes has increased
dramatically in the last few years. Nowadays, near-sensor
applications, such as Convolutional Neural Network (CNN)
based image analysis and bio-metric processing, have to
efficiently operate on large volumes of sensor data captured
by microcontrollers, as well as application parameters such
as weights of CNNs. To deal with this increasing complexity,
state of the art SoCs (System on Chip) have already achieved
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performance in the order of several GOPS (Giga Operation
per Seconds) within a power envelope in the order of a few
mW, exploiting parallelism, Instruction Set Architecture (ISA)
specialization, and domain-specific acceleration [1]–[3].

On the other hand, in modern embedded systems operating
in the IoT domain, overcoming the limitations imposed by
low chip-to-chip communication bandwidths and high energy
consumption represent a major challenge. Conventional MCU
peripherals, such as I2C and SPI, provide transfer data rates
in the order of a few tens of Mbps, which are typically insuf-
ficient to satisfy the expected bandwidth and energy efficiency
demand of the next-generation IoT applications. For example,
according to the results reported in [4], the off-chip memory
bandwidth required to perform MobileNetV2 inference [5] at
10 FPS on an MCU is larger than 500 Mbps. Although there
are some solutions which can reach this requirement (e.g.,
HyperBus or Octal SPI operating at fast frequencies) [6]–[8],
their power consumption rapidly saturates the end-node power
budgets.

Low voltage swing serial interfaces have the potential to
solve the challenges mentioned above [20]–[24]. They utilize
low-voltage swing signals at the physical layer, which enable
data communications at a higher-rate and lower-power con-
sumption than the existing digital interface. Indeed, pursuing
the maximum bandwidth has been the key metric driving
link design, and state-of-the-art links achieve tens or even
hundreds of Gbps for high-performance applications [23]–
[25]. In domains like the HPC, serial interfaces have already
become an essential building block [11]. Short-range serial
links can also be used for chiplet-to-chiplet communication
[9]. Besides bandwidth improvements, extremely low energy-
per-bit, below 1pJ/bit while maintaining a few Gbps of the rate
has been achieved at a few Gpbs for low power applications
[20], [21]. Hence, using energy efficient serial links in IoT
edge devices is a promising direction to mitigate I/O energy
bottlenecks.

Although various research efforts have been reported in op-
timizing serial interfaces, their system-level integration, espe-
cially in edge-node microcontrollers, has not been extensively
studied to the best of the authors’ knowledge. Most of the
designs are stand-alone and employ a verification module for
laboratory experiments [21], [23], [24]. In other words, these
ignore the issues lying on system-level integration for real
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systems such as controller design to cooperate with an internal
CPU, interface design to an SoC, link architecture optimization
utilizing available resources in SoCs, and software interface.
Unlike high-performance applications, these factors’ impacts
cannot be ignored in IoT edge devices with limited resources.

From the observations above, the contributions of this paper
are:

• We designed the first low-power serializer-deserializer
link (SerDes) fully integrated into an open-source low-
power microcontroller [13] fabricated in commercial 65-
nm CMOS technology. Detailed architectural and micro-
architectural information are provided. We implemented
a communication protocol for a chip-to-chip data transfer
with the SerDes, including software drivers.

• We evaluated the energy efficiency of the SerDes with
real chip measurement results, deriving guidelines for its
power management: we explored duty-cycled operation
of the SerDes when full bandwidth is not required.

• We report on the trade-off between bandwidth and energy
efficiency. The energy efficiency of the SerDes is finally
compared with conventional digital peripherals widely
adopted in microcontrollers such as SPI [2], [34], [35].

The SerDes achieves 8.46x higher energy efficiency at
793 Mbps compared to the case of a Single SPI operating
at 50 Mbps. Moreover, even if we target a low bandwidth
such as 10 Mbps with the SerDes, its efficiency is 8.58
higher than the SPI. Unlike other state-of-the-art links, these
results are achieved with a complete interface integrated into
a microcontroller.

The rest of this paper, based on preliminary circuit design
exploration presented in [30], is organized as follows: In
section II, we review the state-of-the-art of existing serial
interfaces. Then the proposed system architecture is described
in sections III and IV. The inter-chip communication protocol
is presented in section V. The chip implementation, and its
evaluations are reported in sections VI and VII. Finally, we
conclude this paper in section VIII.

II. RELATED WORK

High-speed serial interfaces have been extensively studied
over the last decades [14]–[21], [23]–[25]. Data rates reached
2.5 Gbps in the middle of the 1990s, as reported in [14].
Nowadays, they exceed one hundred Gbps at a single lane,
and tens of Tbps of aggregate bandwidth is achieved for
many-lanes short-range interfaces [25]. To achieve such a high
bandwidth, designers rely on advanced equalization techniques
[15], [18], [24], [25] to compensate the signal attenuation on
the channel at extremely high frequencies, as well as PAM4
[24], [25] which utilizes four voltage levels for signaling on its
physical layer, in addition to extremely aggressive technology
scaling. The equalization techniques are essential, especially
when serial interfaces are designed for lossy channels (e.g.,
long channel applications), which deteriorate the transmitted
signal quality.

One of the key drivers for serial link applications is the
HPC domain. Nowadays, HPC systems are built with relatively

small dies (so-called chiplets) integrated within a package
to achieve both higher performance and fabrication yield.
As described in [32], short-range links which achieve over
Gbps/pin are responsible for the inter-chip data transfer. Data-
rates of 112Gbps are available in commercial IP offerings [9],
reflecting on the technology trend where such short-range and
high-data rate serial links have become an essential building
block for high-performance computing systems.

Besides the bandwidth evolution, energy efficiency has
been carefully optimized because I/O power can erode an
entire system’s energy-efficiency as described in [19], [21].
For example, the short-range link in [23] records 1.17 pJ/bit
efficiency at the 25Gbps/pin data rate. Unlike long-reach
serial links such as [24], this interface leverage short channel
traces for low signal attenuation (up to -8.5dB), allowing for
achieving robust operations with simple circuitry. Moreover,
at a high data rate, energy per-bit is low even in the presence
of steady current consumed by the I/O circuits.

Even though energy per bit is low, the level of I/O power
required by serial links designed for high performance systems
is not acceptable for IoT end-devices because the total chip
power has to be bound at a few mW. In fact, even a high-speed
interface designed for short traces would dissipate more than
tens of mW (e.g., 28mW =1.17pJ/bit*25Gbps [23]), which is
substantially larger than expected average power consumption
for an entire IoT end-device SoC.

More closely related to our application target, the work in
[20], [21] reports a low-power serial interface that achieves
extremely low energy consumption while maintaining a few
Gbps of data rate. This interface’s main feature is to uti-
lize near-threshold voltages (around 0.5V), which are widely
adopted in digital circuits and have succeeded in improving
energy efficiency by tenfold compared to conventional nominal
voltages (e.g., 1.2V) [10]. A multiplexed transceiver with a
parallel data path connected to a data trace and activated
at different clock phases compensates for the degraded gate
delay at the near-threshold voltage level. If a transceiver has
eight paths, the clock frequency is 1/8 for the same data-rate
target. A PLL for the near-threshold voltage operation is also
implemented. As a result, the link can operate at 0.45V and
achieves 0.29pJ/bit of the efficiency at 1.2Gbps with a power
consumption of 0.348mW. This is a promising example of
a low-power serial link that achieves the very high energy
efficiency required by IoT end-nodes. However, this link is
demonstrated in a stand-alone test chip and has not been
integrated in an SoC.

Another important concern to achieve an efficient link is
how the clocking scheme is implemented. If two chips commu-
nicating with each other have independent clocks, there is no
guarantee that the transmitter’s data synchronize to the clock
domain on the receiver side. One of the well-known ways
to manage this issue is to implement a clock data recovery
(CDR) scheme on the receiver side to extract the clock phase
information of the transmitted data at the cost of extra circuit
overheads [33]. Another method is to forward the transmitter
clock to the receiver, then manipulate its delay to achieve



appropriate phases. According to [19], clock forwarding can
realize a simpler mechanism than a CDR, resulting in less
power/area overheads. Indeed, the low-power link mentioned
above [20], [21] also utilizes this idea.

Regardless of the continuous research efforts on serial
interfaces, most of these systems reported in the literature are
just stand-alone and not integrated into real microcontrollers.
Indeed, it is common to implement a link system for proof of
concept, which requires several additional voltage sources [21]
and a test code generator for the transmitter [21], [23], [24].
The link in [21] requires an external reference voltage to deter-
mine the output swing’s amplitude. Integrating an extra voltage
source into a chip imposes area/power overheads ignored in
that work. Also, in actual system integration, a transceiver
must cooperate with on-chip memory storing the transferred
data and a CPU unit issuing the data transaction. However,
the links directly connected to a test code generator do not
implement additional modules corresponding to such essential
interface functionality. Moreover, the stand-alone system test
does not offer any insight into optimization opportunities by
exploiting existing support circuits in the rest of the chip and
considering the limitations critical for edge-node devices. Even
if it is believed that the clock forwarding systems can achieve
lower-power consumption than CDRs as previously described,
the additional pads needed for clock transfer erode the small
pin resources of microcontrollers.

To address the issues mentioned above, we propose a low-
power serial link interface for IoT end-nodes, which requires
no additional power source and clock forwarding pins, and we
integrate it into an open-source microcontroller [13]. Unlike
state-of-the-art interfaces in the literature, we implement all the
required control modules for our link, which can be managed
via an on-chip CPU and allow communicating to an on-chip
memory across the link. This means our design is a complete
chip-to-chip communication link, including all the hardware
and software layers. The link utilizes available resources in
the SoC to reduce area overhead, and most of the digital parts
exploit a low clock frequency, one-fourth of the data frequency,
to reduce power overheads.

It is important to mention that, although there are some
reports of low-power SoCs including serial interfaces [28],
[29], they do not reveal the architectural part of the interface
itself and do not present any evaluation of the performance of
the interface alone, which is the main focus of our work.

III. SYSTEM OVERVIEW

Fig. 1 shows an overview of the SoC hosting the pro-
posed serial interface. It is built around a RISC-V core
optimized for energy-efficient digital signal processing served
by a word-level interleaved L2 memory and an autonomous
input/output subsystem (µDMA) [36]. Three frequency locked
loops (FLLs) generate the internal clocks. The SoC includes
other basic modules: a timer, a debug unit, UART (Periph in
Fig. 1), and programmable GPIOs. A JTAG interface (omitted
from the figure) accesses the debug unit. It can boot application
data into the on-chip memory and start executing the loaded

Fig. 1. High level architectural block diagram of the system overview

program with the RISC-V core. The SoC has three main clock-
domains, namely “SoC Clock,” “Periph Clock,” and “SerDes
Clock.” Each domain is driven by a dedicated FLL multiplying
the given reference clock. The clock domain crossing (CDC)
modules implemented here are asynchronous FIFOs.

The on-chip memory is composed of four 32-kB word-
level interleaved shared banks and two 16-kB private banks.
The interleaved banks allow four times higher bandwidth with
respect to a traditional single/port architecture. Thus, this
memory feature is suitable for managing access requests by a
high-speed serial link interface and other functional units (e.g.,
CPU). Also, as the RISC-V core does not have an instruction
cache, the private banks are dedicated to the core. This strategy
avoids instruction access to conflict against data access by
other modules.

The µDMA provides high-speed autonomous data transfers
between the on-chip memory and peripherals. It has two 32-
bit ports directly connected to the on-chip memory via the
logarithmic interconnect, one dedicated to the write channel,
and one to the read channel being the two completely decou-
pled from each other, delivering 1.6 Gbps at 50 MHz each. The
RISC-V core is responsible for programming logical channels,
implemented through APB mapped control and status registers
available for every peripheral connected to the µDMA (e.g.,
I2S, I2C, SPI). When the logical channels are enabled, the
physical channels automatically route data to/from the on-chip
memory through the read and write physical channels which
are shared among all the peripherals.

The SerDes, integrated into the µDMA just like any other
peripheral is composed of the transmitter (TX), the receiver
(RX), and configuration registers mapped on the advanced
peripheral bus (APB) used to store enable signals and the
address/size of the communicated data. As shown in the block
diagram, the clocking scheme is based on a CDR to save the
chip’s limited pin resources. It is essential to mention that the
dedicated FLL for “SerDes Clock” is implemented because of
testing purposes. We can omit it when the output of “Periph



Fig. 2. Architectural block diagram of the SerDes interface (a)TX (b)RX

Clock” can be shared with the SerDes interface. Also, note
that the SerDes data rate should always be lower than the one
of the µDMA. Otherwise, the DMA’s effective-bandwidth is
limited while we have the SerDes’s power overhead operating
at unneeded bandwidth.

IV. SERDES INTERFACE

Fig. 2 shows a detailed block diagram of the SerDes. The
TX is composed of the 8b/10b encoders [37], TX controller,
40:1 serializer, pre-driver, and the driver. The RX consists of
an analog amplifier, analog comparators, timing synchronizers,
deserializers, an RX controller, a CDR circuit, and the 10b/8b
decoders [37]. The differential signaling is used for the data
channel. This signaling brings the design simplicity for the
analog drivers and robustness against common-mode noise.
Single-ended signaling with the ground reference voltage
imposes additional design complexity and implementation
footprint as reported in [19]. Since we do not employ a clock
forwarding scheme, four analog pads (two for the RX and
two for the TX) are necessary for the physical data channel.
Also, as the target is miniaturized IoT edge nodes, expected
PCB traces would not be longer than a few cm (e.g., less than
5cm), and the operating frequency is not as high as other high-
performance applications (less than a few Gbps). So channel
equalization is not needed, as verified later by back-annotated
simulations in Section VII.

It is worth noting that, by utilizing the “Periph Clock”
domain, the SerDes does not require a dedicated clock source.
This clock sharing strategy contributes to avoiding the power
and area overhead imposed by an additional clock generation
circuit.

Fig. 3. Architectural block diagram of the serializer

A. TX design

At the TX, 40-bit “Start flit,” “Stop flit,” and the main
body of the communication are serialized and transmitted. The
“Start flit” and “Stop flit” notify the transferred data’s start and
endpoint, respectively. A multiplexer, pictured in the left part
of Fig. 2 (a) before the serializer, selects one of the 40-bit flits
and sends it to the serializer. The four parallel 8b/10b encoders
ensure that the serialized data is DC-balanced and its disparity
is less than ±2. The TX controller is a finite state machine that
manages these functionalities’ timing according to the FIFO
handshaking signals from the interface between the SerDes
and the µDMA and the enable signals from the configuration
registers. The TX clock is provided by the FLL and divided by
two and then four. The encoders, multiplexer, and controller
utilize “Clk fll/4” to reduce the power consumption.

Fig. 3 depicts the detailed architecture of the 40:1 serial-
izer [22]. According to the counter output synchronizing to
“Clk fll/4”, the multiplexer selects a set of 8-bits over the 40-
bit word. Then, the tree of 2:1 modules serializes the selected
one. The serialized data synchronize at both the falling and
the rising edge of “Clk fll” (DDR).

The output of the counter informs the TX controller about
the progress of the serialization. For example, when the
counter’s value is 0, the first 8-bits (< 0− 7 >) is serialized.
When it is 4, the serialization is completed for a 40-bit flit.

The driver is composed of a voltage-mode differential driver
with a chain of inverters acting as a pre-driver [22] (Fig. 4).
It is powered by a low-dropout regulator (LDO) to operate at
a lower voltage swing than the full voltage supply of 1.2V.
The transceiver is source-terminated (by adequately sizing the
transistors in the driver) to match a differential impedance of
100Ω.

It is important to mention that this work’s design approach
is different from implementing a power-hungry LVDS [12]
compliant peripheral driving 3.5mA of current for each line.
Thanks to the design strategies such as using a high impedance
RX input (as opposed to 100Ω differential) and setting the
driver MOS’s output resistance to 50Ω (instead of adding
series resistors), the driver implemented here consumes much
less power, as shown in section VII.

Fig. 5 shows the finite state machine of the TX controller.
Firstly, the TX is in the idle state. Then, by asserting “Warm-
En,” the state is changed to “Warm-up,” where the TX outputs
a DC-balanced training sequence including its clock phase
information (warm-up mode). According to the sequence, the



Fig. 4. Circuit diagram of the TX driver and predriver

Fig. 5. Finite state machine of the TX controller

CDR loop manipulates the RX clock phase to synchronize
to the TX data before establishing the communication. In
case “Comm-En” and “Valid” signals are “1”, the state is in
“Start-header,” which sends the “Start flit.” After the header
transfer, the state automatically goes to “Data-comm” (data-
comm mode), then the main part of the data communication
is started. The multiplexer’s output is updated every 20 cycles
during this mode as the serial data synchronizes at DDR.
This control is realized by checking the counter value from
the serializer and activating the encoder at the proper timing.
When the “Valid” signal is negated, the “Stop flit” is sent.
Finally, the state is back to the idle one.

B. RX design

At the RX, the input signal is sent to the amplifier first. Then
it is captured by the comparators, which restore the even and
odd bit data from the channel (Fig. 2(b)). After the deserial-
ization, the 32-bit data is decoded, and the original 40-bit data
is transferred to the µDMA through the asynchronous FIFO
interface. Since the data communication begins from “Start
flit” and ends at “Stop flit,” the sequence detector monitors
whether they arrive at or not. This mechanism is realized
by checking 11011111 (K27,7 in [37]) for “Start flit” and
10111111 (K29,7) for “Stop flit.” According to the detector’s
information, the RX controller manages the deserializer and
10b/8b decoders for the transferred data’s main body. The
decoded data is sent to the FIFO with the “Valid” signal
according to the “Ready” signal from it.

The CDR scheme is composed of the phase detector, loop
filter, and phase interpolator (PI) adjusting the FLL clock
phase. The phase detector compares “Data” captured by the
normal clock (“Clk pi”) with “Edge” synchronizing to a
quadrature clock (“Clkq”) [33]. This comparison produces
”Early” and ”Late” signals. They are accumulated and then
used to control the PI. For the other modules in the RX,

Fig. 6. State machine of the sequence detector

the generated clock is divided by four (“Clk pi/4”) and two
(“Clk pi/2”). As shown in Fig. 2(b), The RX controller,
decoders, and some parts of the CDR loop synchronize to
“Clk pi/4” to reduce the power consumption.

The sequence detector checks the even and odd bits captured
by the analog comparators to activate the entire RX when the
“Start flit” arrives. The sequence detector is composed of a
finite state machine, as shown in Fig. 6.

The state of the detector is changed when K27,7 arrives. In
other words, when 11 out of 11011111 is detected, the next
state is “Check1.” After this, if the following two bits are 01,
the state is updated to “Check2.” When the full 8-bit of K27,7

is detected, the state goes to “Data-comm.” The RX controller
enables the deserializer and decoder at this state. Also, during
the data communication, it is monitored whether the “Stop flit”
arrives or not with a similar procedure. When it is detected,
the state of the detector goes back to “Start.”

It is important to mention that the RX has to consider the
possibility of a data shift; even if the TX sends an even bit, the
RX might capture it as an odd-bit. For example, the sequence
of 11011111 might be captured as x1 10 11 11 1x. The state
machine holds the bit shift information as the signal “Shift” to
manage such a situation. The “Check4” state checks additional
2 bits of the input when the shift occurs.

Fig. 7 depicts the adopted deserializer architecture. Firstly,
the tree of 1:2 modules restores 8-bit data, then, 1:5 modules
complete the 8:40 deserialization. The counter selects one bit
of the 1:5 modules’ output. So, as similar to the TX, the
counter value indicates deserialization progress utilized by the
RX controller. The 8-bit output is forwarded to the CDR’s
phase detector together with the 1:8 deserialization of the edge
samples [22]. Note that, unlike digital circuits, it is difficult to
define analog macros’ timing information for automatic P&R
tools, possibly resulting in long paths and timing violations.
Hence, in Fig. 2, the modules named “Timing synchronizers”
are placed between the comparators and the deserializers. They
also adjust the bit shift according to the “Shift” signal from
the sequence detector. Hence the deserializer always receives
the even and odd bit correctly.

Before the data communication, the controller activates only
the CDR loop components by asserting “Warm-En” (warm-
up mode). After the loop settles, the configuration registers



Fig. 7. Architectural diagram of the deserializer

assert the enable signal for the sequence detector (“Comm-
En”). When the “Start flit” arrives, the controller state is
in the data-comm mode enabling the entire deserializer. The
decoders update their output when 40-bit data is ready. As
mentioned before, the counter in the deserializer indicates this
timing. The “Valid” signal is also generated after the latency
of the decoders. When the “Stop flit” arrives, the controller
disables the 8:40 deserializer and decoders if “Warm-En” is
still asserted. In case that all the enable signals for the RX are
negated, the RX is in idle mode.

The analog front-end employs a differential amplifier that
feeds the data and edge comparators. The comparator is based
on the double-tail comparator described in [38]. The advantage
behind the double-tail comparator is the reduction of transistor
stacking, allowing low supply voltages.

Fig. 8 shows an architectural diagram of the CDR loop.
First, the “Early-Late” part compares the 8-bit “Data” for-
warded by the 2:40 deserializer with the 8-bit “Edge” gen-
erated by the dedicated 2:8 module. The “Early-Late” is
composed of seven parallel Alexander phase detectors [31].
Then, the number of “Early” is subtracted by the number
of “Late.” The result is accumulated and divided by 1/N
(N=1,2,4,8,..., 128). According to the result, the PI shifts
the clock phase for both “Clk” and “Clkq.” We define the
resolution of this adjustment as 2π/32 in the current design.
The PI is a charge-based interpolator based on [39]. Since the
TX clock generation is in another chip, the actual frequency
slightly varies from the RX one. However, this is detected as a
phase difference continuously increasing over time corrected
by the CDR loop. In this respect summing the Early/Late
signals obtained from the deserialized data and edge sampling
is advantageous compared to voting since the CDR loop’s
bandwidth is improved, and larger differences between the TX
and RX FLLs can be tracked.

V. SOFTWARE MODEL FOR THE COMMUNICATION

A. Software control for the SerDes

As previously described, the SerDes operates in three
modes: idle, warm-up, and data-comm. The enable signals
(“Comm-En” and “Warm-En”) selects these three modes. The
signals are stored in the memory-mapped configuration reg-
isters by the application running on the core. Before starting
a µDMA transaction, the core sets the SerDes’ configuration

Fig. 8. Architectural diagram of the CDR loop

TABLE I
CONFIGURATION REGISTERS

Reg name Description
TX Data Addr The start address of the transferred data
RX Data Addr The start address of the RX buffer region
TX Data Size The data size to be transferred
RX Data Size The data size to be stored

Warm-En The warm-up enable signals
Comm.-En The communication enable signals

CDR param.(N in Fig.8) The CDR parameters

registers (Table I), modifying the address pointer in the on-
chip memory and the target data’s size to be sent. Then, the
SerDes is set to the warm-up state by the “Warm-En” signal.
After the CDR loop is ready, “Comm-En” is asserted by the
application, and the µDMA automatically sends the data to
the SerDes according to the address/size information. The TX
module transmits the data from the µDMA to another chip.
The RX module in another chip captures the transferred data
and delivers it to the µDMA. According to the configuration
registers’ information, the µDMA sends the received data to
the RX buffer in the on-chip memory.

B. Chip-to-Chip Communication

In actual systems, the TX and RX should be activated
only when the data communication occurs because of its non-
negligible power overhead. Fig. 9 shows a conceptual timing
chart for the data communication. After the data transaction,
the TX and RX turn to sleep.

The problem lying here is that while the SerDes is in
idle mode, the CDR loop does not track the TX data. So
the channel has to be warmed up again when the next
data communication occurs. Also, before the SerDes com-
munication, the µDMA module must be set up for its data
transaction from/to the on-chip memory. In this scenario, the
TX has to know whether the RX in another chip is ready. We
solve this concern with GPIOs, which are generally available
on microcontrollers. Here we assume that the TX(RX) chip
controls “GPIO0”(“GPIO1”).

The first situation that has to be considered is when a TX
chip (e.g., a sensor module) invokes the data communication
to an RX chip (e.g., a microcontroller). Algorithms 1 depicts
a programming model to synchronize the two chips in this
case. The lines from 1 to 10 show the pseudo-code for the
TX chip. Also, the codes for the RX chip are noted from



Fig. 9. Timing chart of the data transfer

Algorithm 1 Programming model for the case that the TX
invokes the communication

1: ∼∼∼ TX Chip ∼∼∼
2: Setup the direction of GPIO0.
3: Prepare the transferred data in the on-chip memory.
4: Setup µDMA (Write configuration registers for data size

& address.)
5: Warm-En ⇐ 1
6: GPIO0 ⇐ 1
7: while GPIO1 ! = 1 do
8: Wait.
9: end while

10: Comm-En ⇐ 1
11: ∼∼∼ RX Chip ∼∼∼
12: Setup the direction of GPIO1.
13: Interrupt happened by GPIO0.
14: Prepare an RX buffer region in the on-chip memory.
15: Setup µDMA (Write configuration registers for data size

& address.)
16: Warm-En ⇐ 1
17: while The RX clock is not ready do
18: Wait.
19: end while
20: Comm-En ⇐ 1
21: GPIO1 ⇐ 1

11 to 21. In the TX chip, the “Warm-En” signal is asserted
after preparing the transferred data and setting µDMA (Lines
2∼5), and the training sequence is sent to the RX chip. Then
“GPIO0” notifies the RX that the TX chip is ready for the
data communication (Line 6). In the RX chip, “GPIO0” from
the TX causes interruption (Line 13) and then sets up the link
communication. After asserting RX’s “Warm-En,” the SerDes
has to wait until the RX clock recovers, as shown in the lines
from 17 to 19. Once everything for the communication is
ready, “GPIO1” is asserted to notify the TX chip that the RX
can accept the data transfer. With this “GPIO1” signal, the TX
starts to transmit the data by asserting the “Comm-En” signal.

We also have to consider the case when an RX chip (e.g., a
microcontroller) requests the data communication from a TX
chip (e.g., an off-chip memory) as shown in Algorithm 2. In
this scenario, the RX chip is set up first, and then it tells
the TX via “GPIO1” that the data communication takes place
(Lines 1∼6). The TX chip starts to set up µDMA and the
configuration registers by receiving the RX interrupt signal,
and it sends the training sequence (Lines 18 and 19). Also,

Algorithm 2 Programming model for the case that the RX
invokes the communication

1: ∼∼∼ RX Chip ∼∼∼
2: Setup the direction of GPIO1.
3: Prepare an RX buffer region in the on-chip memory.
4: Setup µDMA (Write configuration registers for data size

& address.)
5: Warm-En ⇐ 1
6: GPIO1 ⇐ 1
7: while GPIO0 != 1 do
8: Wait.
9: end while

10: while The RX clock is not ready do
11: Wait.
12: end while
13: Comm-En ⇐ 1
14: GPIO0 ⇐ 0
15: ∼∼∼ TX Chip ∼∼∼
16: Setup the direction of GPIO0.
17: Interrupt happened by GPIO1.
18: Setup µDMA (Write configuration registers for data size

& address.)
19: Warm-En ⇐ 1
20: GPIO0 ⇐ 1
21: while GPIO0 == 1 & GPIO1 ==1 do
22: Wait.
23: end while
24: Comm-En ⇐ 1

Fig. 10. Chip photograph of the whole system

the TX chip notifies the RX of the start point of the warm-
up mode (Line 20). After that, the RX conducts the clock
recovery (Lines 10∼12). When the RX is ready to accept the
main data, “GPIO0” is negated (Line 14) to notify the TX that
it can start the communication (Line 24).

VI. CHIP IMPLEMENTATION

We implemented and fabricated the above-mentioned whole
SoC, including the SerDes in 65-nm CMOS technology (UMC
65-nm) [42]. The chip photograph is shown in Fig. 10. The
analog signals are connected to four library I/O cells featuring
a built-in 50-ohm resistor. Two of them are for the RX, and the
others are for the TX. Synopsys Design Compiler 2018.06-SP1
and Cadence Innovous v15.20 were employed for the synthesis
and P&R. The used chip package is QFN56.



Fig. 11. Photograph of the evaluation board

The nominal voltage and operational frequency of the
SerDes are 1.2V and 400MHz, respectively. Hence, the current
design’s target bandwidth is 0.8 Gbps as the data transfer
is performed at DDR. The nominal voltage is used for both
digital and analog circuits because, as previously described,
adding extra voltage sources increases system costs which
should be avoided for embedded microcontrollers. The default
frequency of the microcontroller is 50MHz. So the data rate of
the SerDes is lower than one of the µDMA. Hence the µDMA
can fully saturate the bandwidth available at the data link.

According to a Matlab simulation, the minimum number of
N (divider ratio) in Fig. 8 for the loop convergence is equal
to four at the nominal frequency target. So, in our test, we
set N=4. Also, in our system-level simulation, the maximum
frequency deviation between RX and TX that the CDR loop
can track is approximately 0.4% with this setup.

We implemented a test board with the two fabricated chips.
The board also has a Nordic Semiconductor nRF52832 SoC
(Fig. 11). The nRF52832 chip is responsible for sending a
JTAG compliant sequence to the test chips to load application
data into the on-chip memory. Once the boot ends, the JTAG
connection activates the core in the test chip, and a test code
for the SerDes runs. The TX and RX channel trace between
the two chips is kept at 2cm as the link targets small IoT end-
node boards. For flexible measurements, an external function
generator (Agilent 33220A) provides the reference clock for
the FLL. Nevertheless, the board allows mounting a crystal
oscillator and utilizing it. The power supply pins for the
SerDes are connected to wires to measure power consumption.

VII. CHIP MEASUREMENT RESULTS AND EFFICIENCY
EVALUATION

A. Measurement result

Fig. 12 shows the waveform of the two chip communica-
tion synchronization described in Algorithm 1. To improve
the readability of the figure we lowered the SerDes’ clock
frequency to 8MHz, and we disabled the CDR loop (i.e., only
the PI is active). Also, the frequency of the monitored PI output
is divided by four. As we can see, the TX sends the interrupt
signal through “GPIO0” first, and then the RX starts activating
the RX clock (i.e., the PI begins to output the clock signal).
When the RX is ready to accept the data from TX, “GPIO1”

Fig. 12. Waveform of the two chip synchronization

Fig. 13. Simulated eye-diagram (0.8Gbps, the RX input impedance is
high):(a) with the 2cm trace (b) with the 5cm trace

is asserted, and the TX starts to send the data sequence at a
low-voltage swing (0.44V here).

As we do not have an equalization mechanism in our
SerDes topology, it is necessary to verify the TX driver’s
signal integrity under PCB trace’s attenuation. We simulate
the driver’s eye-pattern with a micro-stripe model obtained by
the parameter calculator [43]. Here we implement the 2cm
and 5cm emulation of a PCB differential channel and connect
them to the driver. Figs. 13 (a) and (b) show the simulated
eye diagrams depicted with an input sequence generated by
the microcontroller. These figures are obtained by repeatedly
sampling and superimposing 150 Unit Intervals (UI) of the
TX signal. The UI period here is 1.25ns. As can be seen,
the longer trace attenuates the signal more. Indeed, the eye
height with the 5cm trace is 0.386V, while for 2cm it is
0.418V. Nevertheless, both eyes are open without the need
for equalization at this frequency.

Table II shows the SerDes’ measured power consumption
at 400MHz of the operational frequency. Since it is difficult
to capture the exact timing of the communication mode with
a multimeter, we alternatively show a simulation result of the
RX digital module obtained by a back-annotated simulation for
this operating mode. We checked that the difference between
the simulation and the real chip is only 5.5% in the warm-up
mode. According to the table, the total power consumption
at the data communication mode is 5.2mW. The estimated
energy efficiency at 0.8 Gbps is 6.5pJ/bit. Also, if we assume
that the clock to the digital modules is completely gated at
the standby mode and the analog modules are power-gated, the
standby power is just 2µW. Note that LVDS compliant drivers



TABLE II
POWER CONSUMPTION OF THE SERIAL LINK @ 1.2V, 400MHZ (*

SIMULATION RESULT)

Power consumption RX 3.66mW
(Analog parts) TX 0.695mW
Power consumption RX 0.591*mW : data-comm mode
(Digital parts) 0.368 mW : warm-up mode

0.001 mW : standby mode
TX 0.253 mW : data-comm & warm-up

0.001 mW : standby mode

Fig. 14. Conceptual timing diagram of the duty-cycled operation

need to provide 3.5mA. Regarding the actual product in [45],
the power consumption of 4 channel drivers can reach 30mW
(i.e., 7.5mW per channel) that exceeds the power budgets
of most IoT end-nodes. On the other hand, our TX driver
consumes only 0.695mW, which is more suitable for the target
applications.

In case that a required bandwidth is lower than 0.8Gbps,
the power consumption is further lowered by utilizing a
duty-cycled operation [41] which periodically turns on the
SerDes. Fig. 14 shows its conceptual timing diagram. Here,
TCycle, TAct, TWarm, and TIdle represent one cycle period,
duration of the data-comm, warm-up, and idle mode, respec-
tively. The data communication is conducted until the RX
buffer allocated in the on-chip memory is filled up. Then, the
SerDes state is back to the idle mode. Here, we also assume
that the analog macros’ power supply is turned off during
the idle state. When it is activated again, the warm-up mode
settles the CDR loop with the overhead of TWarm. Under
these assumptions, TAct is calculated by (Buffer size)/0.8Gbps.
Also, Tcycle is obtained by considering how many cycles are
necessary for one second to achieve a target bandwidth (i.e.,
Tcycle=(Buffer size)/(Target BW)).

Since we cannot precisely measure when the CDR loop
converges, let us make the worst-case assumption. Here we
consider the phase interpolater shifts 16 steps of the RX clock.
The input for the phase detector is updated every four cycles. It
goes to the accumulator and 1/N divider (N=4). So the output
of the digital filter is updated every 16 cycles. Hence, the
estimated worst assumption is 16∗16∗2.5ns = 0.64µs. Also,
we have to consider the programming latency imposed by
Algorithm 1/2. According to the RTL simulation with 50MHz
of the microcontroller’s frequency, this takes about 0.75µs. So
the total TWarm is 1.39µs.

As described in [40], gating the power supply imposes an
energy overhead when the switch turns on again. According to
the back-annotated simulation, this overhead from the switch
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for the analog modules was 120pJ.
Using the assumptions mentioned above and the values in

Table II, we obtain Fig. 15. Each of the lines corresponds
to the different bandwidth under the duty-cycled operation.
As can be seen from the graph, the smaller buffer sizes
degrade the energy efficiency. The reason for these results is
that idle power dominates the total energy. Also, this graph
shows too large buffer sizes do not always contribute to
energy efficiency. Indeed, when the buffer size reaches 16KB,
the efficiency improvement is almost saturated at all of the
bandwidth targets. Hence, 16KB is a good compromise in
terms of required memory size and available energy efficiency.

Fig. 16 shows of a comparative view of energy efficiency.
We measured the energy consumption of a single SPI (in 40-
nm technology) and HyperBus (in 65-nm technology), which
were previously designed by our group, with an I/O voltage
of 1.8V. The averaged energy of reading/writing operations
were obtained. The transferred data size of HyperBus was
0.5 KB. The HyperBus is implemented by fast but power-
hungry drivers, while the SPI adopts slow but low-power ones.
Hence, the SPI and HyperBus operate up to 50 and 100MHz,
respectively. In other words, the maximum bandwidth of the
former and latter are 50 Mbps and 1.6Gbps. As shown in the
graph, the HyperBus consumes much higher energy than the
single SPI even though it achieves over 1Gbps. Thus, there
is a trade-off between the maximum bandwidth and energy
efficiency at the conventional digital interfaces.

On the other hand, the SerDes achieves a high band-
width and low energy consumption simultaneously. Indeed,
the maximum bandwidth (BWmax) with the 16KB buffer is
793Mbps. Compared to the Single SPI’s best case (i.e., at
50Mbps), the SerDes efficiency is 8.46x higher at 15.9x higher
performance. Besides, even if a target bandwidth is lowered to
10Mbps, the SerDes achieves 8.61x smaller energy than the
SPI. Moreover, although the HyperBus achieves about two
times higher bandwidth, its energy efficiency is 17.4x lower
than the SerDes operating at BWmax.

Based on the SPI measurement results and its switching
activity, we estimated the energy efficiency of a Quad SPI and
Octal SPI operating at both DDR and SDR, shown in Fig. 16.
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TABLE III
AREA OVERHEAD [µm2]

SerDes Quad SPI
Digital: 13427
Analog: 30848 Digital: 22435
Total: 44275

TABLE IV
THE NUMBER OF DATA PADS NEEDED FOR EACH SOLUTION

Single SPI Quad SPI Octal SPI Hyper Bus SerDes
4 6 11 12 6

As can be seen from the graph, the parallel SPI lanes improve
energy efficiency. Nevertheless, the SerDes still achieves lower
energy consumption. Indeed, the SerDes energy efficiency at
BWmax is 2.1x higher than the DDR Octal SPI case.

B. Area overhead

Table III shows the area comparison excluding pads between
the SerDes and the open-source Quad SPI module [13]. We
obtained the value of the digital parts by area reports after the
synthesis because ones after place & route highly depend on
several design choices (such as the filler cells ratio). The area
for the analog macros is the result after the custom layout.
Also, Table IV compares the number of required pads of the
SerDes with other widely used digital peripherals (SPIs and
HyperBus). Regarding the two chip synchronization protocol
in Section V, additional two GPIOs are necessary for the
SerDes, resulting in six pins in total.

As shown in Table III, the SerDes consumes more area than
the Quad SPI module as it requires analog macros occupied by
large passive components and wider transistors. So in case that
a required silicon footprint is limited, the full digital interface
can be an option. However, regarding Table IV and Fig. 16,
the high bandwidth with pure digital interfaces is achieved at
the cost of pad counts and energy consumption, critical for
microcontrollers driven by batteries and equipping a few pins.
On the other hand, the SerDes interface needs less or the same
number of pads than the others and offers the smallest energy
in Fig. 16.

C. Comparison to other short reach links

Table V summarizes a comparison to other short reach
links recently published. While the other links achieve higher
bandwidth and energy-efficiency than ours, they are missing
the option to be integrated into actual microcontrollers. Indeed,
the works from [23], [25], [27] are not suitable for low power
applications as their total power consumption is much higher
than the power envelope of an IoT edge devices (10mW). Also,
the work in [21] does not consider power overhead imposed by
extra voltage sources. Moreover, the clock forwarding scheme
requires additional pad resources. The work from Shekhar et
al. [26] addresses these problems; however, this design is still a
stand-alone system like the ones in [21], [23], [27] and ignores
the essential functionality required by actual microcontrollers.
On the other hand, our design meets all the requirements,
such as the tight power envelope, limited number of pads,
and system integration. Furthermore, our power efficiency is
still much higher than other pure digital peripherals.

VIII. CONCLUSION

This paper presented the first complete SoC design imple-
menting a high-speed serial link for IoT edge devices and
evaluated the energy efficiency based on real chips fabricated
with 65-nm CMOS technology. The SerDes achieves lower
energy consumption and higher bandwidth of the data com-
munication than existing digital peripheral interfaces such as
parallel SPIs and HyperBus, let alone a single SPI. Indeed, it
records about two times less energy than the octal SPI interface
at the same data rate target. Moreover, we also reveal that
the SerDes saves the number of required pads which is often
beneficial for embedded systems.

In the current work, the analog parts’ power consumption is
not fully optimized because this is the first prototype. Indeed,
80% of the power is dissipated by them, resulting in relatively
higher energy than other short-range serial links. Also, our
SerDes does still not employ the near-threshold voltage region,
unlike other low-power links. Consequently, there is still room
to lower the power consumption further. Addressing these
concerns is our main future work.
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