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A Low-Power Transprecision Floating-Point
Cluster for Efficient Near-Sensor Data Analytics

Fabio Montagna, Stefan Mach, Simone Benatti, Angelo Garofalo, Gianmarco Ottavi,
Luca Benini, Fellow, IEEE, Davide Rossi, Member, IEEE, and Giuseppe Tagliavini, Member, IEEE

Abstract—Recent applications in low-power (1-20 mW) near-sensor computing require the adoption of floating-point arithmetic to
reconcile high precision results with a wide dynamic range. In this paper, we propose a low-power multi-core computing cluster that
leverages the fined-grained tunable principles of transprecision computing to provide support to near-sensor applications at a minimum
power budget. Our solution – based on the open-source RISC-V architecture – combines parallelization and sub-word vectorization
with a dedicated interconnect design capable of sharing floating-point units (FPUs) among the cores. On top of this architecture, we
provide a full-fledged software stack support, including a parallel low-level runtime, a compilation toolchain, and a high-level
programming model, with the aim to support the development of end-to-end applications. We performed an exhaustive exploration of
the design space of the transprecision cluster on a cycle-accurate FPGA emulator, varying the number of cores and FPUs to maximize
performance. Orthogonally, we performed a vertical exploration to identify the most efficient solutions in terms of non-functional
requirements (operating frequency, power, and area). We conducted an experimental assessment on a set of benchmarks
representative of the near-sensor processing domain, complementing the timing results with a post place-&-route analysis of the power
consumption. A comparison with the state-of-the-art shows that our solution outperforms the competitors in energy efficiency, reaching
a peak of 97 Gflop/s/W on single-precision scalars and 162 Gflop/s/W on half-precision vectors. Finally, a real-life use case
demonstrates the effectiveness of our approach in fulfilling accuracy constraints.

Index Terms—RISC-V, transprecision, parallel computing, sub-word vectorization, FPU interconnect, near-sensor computing
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1 INTRODUCTION

THE pervasive adoption of edge computing is increasing
the computational demand for algorithms targeted on

low-power embedded devices operating in the mW range.
Besides the aggressive optimization strategies adopted on
the algorithmic side, there is a great effort to find the best
trade-off between architectural features and computational
capabilities [1]. Indeed, deploying artificial intelligence al-
gorithms or digital signal processing (DSP) on near-sensor
devices poses several challenges to resource-constrained
low-power embedded systems.

Fixed-point arithmetic is a well-established paradigm in
embedded systems optimization since it allows a simplified
numerical representation for real numbers at high energy
efficiency [2]. Nevertheless, many applications require high
precision results characterized by a wide dynamic range
(e.g., the accumulation stage of support vectors or feed-
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forward inference for deep neural networks). In these cases,
fixed-point implementations may suffer from numerical in-
stability, requiring an in-depth analysis to make the result
reliable. This methodology implies additional code sections
to normalize and adjust the dynamic range avoiding satu-
ration (e.g., the fixed-point implementation of linear time-
invariant digital filters described in [3]). As a result, fixed-
point arithmetic is not necessarily the most energy-efficient
solution since the code requires real-time adaptations of the
dynamic range that affect performance significantly and in-
crease the time-to-market [2]. To cope with these issues, the
adoption of single-precision floating-point (FP) arithmetic
is a well-established paradigm for embedded low-power
systems, such as ARM Cortex M4, a microcontroller (MCU)
architecture that is the de facto standard for FP-capable low-
power edge nodes. Combining FP and fixed-point arith-
metic, depending on the computational requirements, is the
typical approach for optimizing Cortex M4 applications.
The main shortcomings of this approach are related to the
manual analysis for the format selection (float vs. fixed), the
tuning required for adjusting the fixed-point dynamic range,
and the software overhead to make the format conversions.
Furthermore, the usage of mixed (i.e., floating-fixed point)
representation introduces several architectural bottlenecks
in managing the pipelines and the register file, such as flush-
ing or stalls that reduce the computational efficiency of these
approaches. Finally, at least in commercial architectures, the
floating-point unit (FPU) cannot be turned off when the
core executes fixed-point operations, resulting in a further
reduction energy efficiency reduction.

In this scenario, transprecision computing [4] is emerging
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TABLE 1
Floating-point formats used in low-power embedded systems.

Format1 Exponent Mantissa Range Accuracy2

float 8 23 1.2× 10−38 – 3.4× 1038 7.2
bfloat16 8 7 1.2× 10−38 – 3.4× 1038 2.4
float16 5 11 5.9× 10−88 – 6.5× 104 3.6
1 Number of bits. 2 Decimal digits.

as a successful paradigm for embedded computing systems.
This paradigm is an evolution of approximate computing,
and it aims at tuning approximation at a fine grain during
the computation progress through hardware and software
control mechanisms. In the context of FP computations,
this approach requires the availability of hardware units
providing efficient support for multiple FP formats [5].
The IEEE 754-2008 standard [6] describes five FP formats,
including the 16-bit half-precision format (float16) and the
32-bit single-precision format (float). Moreover, bfloat16 is an
alternative 16-bit format dedicating 8 bits to the exponent
field, in contrast with the 5 bits used in the IEEE half-
precision format; this trade-off allows to handle the same
dynamic range of the float format losing some precision.
Relevant applications in the field of near-sensor computing
as well as state-of-the-art (SoA) machine learning algorithms
widely rely on float16 and bfloat16 formats since many
ML models, such as Temporal Convolutional Networks
(TCN) or Convolutional Neural Networks (CNN), tolerate
lower precision arithmetic without losing their accuracy
[7]. Adopting the smaller format that satisfies the applica-
tion accuracy requirements paves the way for substantial
improvements in performance and energy consumption.
For instance, Quantized Neural Networks (QNNs) encode
weights or activations into 8-bit or smaller data types with
a negligible accuracy loss – around 2% between 8-bit and
float models of a MobileNet SSD topology [8]. Nevertheless,
programmers need full software support in the compilation
toolchain and also a consolidated methodology for tun-
ing the precision of FP variables [9]. Table 1 provides an
overview of the discussed formats.

A major optimization enabled by FP bitwidth reduc-
tion relies on applying the single-instruction-multiple-data
(SIMD) approach on multiple sub-word elements simultane-
ously. These data types are known as packed-SIMD vectors.
As a clear benefit, SIMD operations act on multiple data
elements of the same size and type simultaneously, offering
a theoretical 2× speed-up for 16-bit data. Moreover, vector-
ization of 16-bit types enables an equivalent reduction of
the memory footprint, allowing to store bigger models in
the same amount of memory. This approach also enables
more effective data movements, as multiple elements can be
transferred concurrently.

An architectural design that aims to achieve the goals
discussed above must exploit additional features of the
ultra-low-power (ULP) computing domain. A tightly-
coupled cluster composed of several processing elements
(PEs) enables to improve the computational capabilities of
the system using parallel programming techniques without
increasing the operating frequency. Specialized hardware
extensions allow programmers to accelerate key parallel

patterns and exploit the advantages of packed-SIMD opera-
tions. Combining these features with near-threshold com-
puting on a fully programmable multi-core architecture
leads to a highly scalable and versatile system suitable for
a wide range of applications. The total number of FPUs
and their sharing among the cluster cores require careful
evaluation since these aspects directly impact area and
energy efficiency. For instance, having a dedicated FPU
for each core can be detrimental if the data demand from
the PEs can not be satisfied by the memory throughput:
this effect is known as the Von Neumann bottleneck [10].
Thus, reducing the number of FPUs and adopting a sharing
policy among the cores can be beneficial to improve overall
efficiency. Another aspect to consider is the pipelining of the
FPU unit, which allows designers to increase the maximum
operating frequency to the cost of potential deterioration
of performance if pipeline latency cannot be completely
hidden. In this complex scenario, finding the best trade-off
requires an accurate exploration of the design space that
includes the definition of adequate metrics and an experi-
mental assessment of kernels from end-to-end applications.

In this paper, we propose the design of a transprecision
computing cluster tailored for applications in the domain
of low-power (1-20 mW) near-sensor computing and its
complete software ecosystem. The main contributions of our
work are:

• The architectural design of the transprecision cluster.
A dedicated design for the FPU interconnect enables
multiple policies for FPU sharing, with the possibil-
ity to guarantee different trade-offs.

• A complete software infrastructure that includes
a low-level runtime environment to enable effi-
cient parallel programming, an extended compila-
tion toolchain to support transprecision features, and
a high-level programming model (OpenMP) highly
optimized to exploit the architectural features.

• A comprehensive exploration of the design space
considering different architectural configurations of
the transprecision cluster: the number of cores, the
number of FPUs and the related sharing factor, the
number of pipeline stages in the FPUs. We have
performed this exploration on an accurate hardware
emulator implemented on an FPGA board.

• A vertical exploration to identify the most effi-
cient solutions optimizing non-functional require-
ments (i.e., operating frequency, power, and area).
For this evaluation, we have considered the ex-
perimental results and power/area figures derived
from post place-&-route (P&R) models in 22nm FDX
technology. This exploration provides guidelines to
instantiate an optimal proper cluster configuration
depending on the target application domain and
expected performance.

• A comparison with the most efficient configurations
deriving from the design space exploration with SoA
solutions, considering a broader scenario that in-
cludes high-performance and embedded computing
domains.

• The description of a use case that demonstrates the
effective adoption of the transprecision cluster and
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its software infrastructure in a real-life application.
This contribution shows how multiple formats can
be used and the consequences of mixed-precision
computations on application accuracy.

Our experimental results show that the configuration
with 16 cores and private FPUs configured with one
pipeline stage provide the best performance (5.92 Gflop/s),
the one with 16 cores and private FPUs configured with
zero pipeline stages is the most energy-efficient (167
Gflop/s/W), and the configuration with 8 cores and 4
shared FPUs configured with one pipeline stage is the most
area-efficient (3.5 Gflop/s/mm2). Ultimately, the energy
efficiency of the transprecision cluster outperforms all the
other solutions that provide FP support in the area of
embedded computing.

The rest of the paper is organized as follows: Section 2
presents the related work. The proposed architecture of the
transprecision cluster is presented in Section 3. Section 4
describes the programming model and the compilation
toolchain. Sections 5 and 6 present the experimental results
and a comparison with previous works, respectively. Finally,
Section 7 concludes the whole paper.

2 RELATED WORK

This section provides an overview of the current SoA. First,
we consider the main alternatives available for platform and
component design. Then, we explore the role of packed-
SIMD and vector units in embedded platforms, as they
are central to our discussion. We also discuss software-
based approaches since they represent a platform-agnostic
alternative to our solution. Finally, we provide an overview
of both low-power and high-end embedded systems that
provide FP support because these architectures provide us
a baseline to compare our results.

2.1 Non-IEEE floating-point formats

In recent years, researchers have started to explore custom
formats that are alternative to the IEEE standard ones and
their closer derivatives (e.g., bfloat16) [7]. Coleman et al. [11]
propose an FPU based on the logarithmic number system
(LNS) that is almost 2.5× faster than standard FP units in
non-linear processing kernels. Alternatively, Universal num-
bers (UNUMs) adopt a variable-width representation based
on interval arithmetic to guarantee that the result contains
the exact solution [12]. The variable width provided by
UNUM enables to scale up precision in scientific computing
applications [13], but current hardware implementations are
not suitable for the area and energy constraints of the em-
bedded computing domain. A recent version of the UNUM
specification, known as UNUM type III or posit [14], proposes
a solution to the hardware overhead issue. Tiwari et al. [15]
introduce a posit arithmetic unit supporting multiply-and-
add, division, and square root operations. The synthesis
of the IEEE-754 and posit units on a 65 nm technology
node shows that the area of the posit design is about 1.6×
higher. At the same time, the number of cycles required for
execution is almost equivalent.

The discussed solutions may represent a viable alterna-
tive to reduce execution time in our target domain. How-
ever, we have not included these hardware components
in the transprecision cluster design for two main reasons.
First, current hardware implementations are characterized
by high power and area overheads compared to actual
performance benefits [16]. Second, their adoption imposes
a significant effort by programmers since these approaches
are not natively supported as language data types.

2.2 Transprecision computing building blocks
The choice of an energy-efficient and transprecision-enabled
FPU design is a key enabler for this work. In literature,
there are several designs of FPUs that enable transprecision
operations. For instance, Kaul et al. [17] describe a variable-
precision fused multiply-and-add (FMA) unit with vector
support (1, 2, or 4 ways). Their design considers 8 bits for
the exponents and 24 bits for the mantissa. Moreover, a 5-bit
certainty field tracks the number of accurate mantissa bits:
Computations that do not fulfill the accuracy constraints
provided by the application are recomputed with increased
precision. The energy consumption for a 32 nm CMOS
implementation is 19.4 pJ/FLOP, even though the overhead
due to precision tracking and fixed-size exponents increases
the total energy consumption at the application level. More-
over, if maximum precision is required, applications become
very inefficient due to the need for repeated operations
performed at a lower precision.

Nannarelli [18] describes the design of an FPU based
on the Tunable Floating-Point (TFP) format, which supports
a variable number of bits for mantissa (from 4 to 24) and
exponent (from 5 to 8). However, this solution does not
support vectorization, which is a key enabler for energy
efficiency. Jaiswal et al. [19] present a pipelined design of
two FP adders that support multiple precision configura-
tions. The results are promising in terms of area and energy
efficiency, but this solution does not support additional FP
operations. Hardfloat [20] is an open-source library (writ-
ten in Chisel) that contains parameterized blocks for FMA
operations, conversions between integer and FP numbers,
and conversions among different FP formats. At the current
stage of development, this library offers individual function
blocks instead of a fully-featured FPU, missing unit-level
optimizations. Zhang et al. [21] present a multiple-precision
FP FMA with vector support Their work aims at minimizing
the area overhead, but the hardware sharing inside the
datapath constrains all formats to use the same latency.
Moreover, the FPU does not provide any support for scalars
in smaller formats.

FPnew [22] is an open-source transprecision floating-
point unit (TP-FPU) capable of supporting a wide range of
standard (double, float, and float16) and custom (bfloat16
and 8-bit minifloat) FP formats. FPnew supports both scalar
and packet-SIMD operations, and the experimental results
in [22] assess that this design outperforms all its competitors
in terms of area and energy efficiency. We have integrated
this FPU in our architecture, and Section 3.2 describes its
design and integration aspects in further detail. FPNew
includes a DIVSQRT module to compute divisions and
square roots using an iterative non-restoring divider, similar
to the design presented in [23].
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2.3 Packet-SIMD support and vector units

Intel initially introduced Packed-SIMD extensions for FP
computations with the MMX and SSE ISAs. ARM later
introduced the NEON extension, which supports up to 128-
bit single-precision FP operations, which has been evaluated
as a better solution than the Intel counterpart in low-power
embedded platforms [24]. In this context, heterogeneous
architectures have also provided support for packed-SIMD
instructions featuring a DSP accelerator, such as Texas
Instruments Keystone II [25]. Considering the impact of
packed-SIMD instructions on the processing capabilities of
DSP platforms, the RISC-V consortium is working on a
dedicated ISA extension [26].

Variable-length vector units have been initially intro-
duced on the CRAY-1 architecture [27], and today they are
a well-established solution in high-end computer systems.
The ARM Scalable Vector Extension (SVE) [28] is a vector ex-
tension introduces as a SIMD instruction set for the AArch64
architecture. The SVE specification allows system designers
to choose a vector register length between 128 and 2,048
bits to satisfy different constraints. The programming model
is vector-length agnostic; there is no need to recompile the
source code or use compiler intrinsics to change the vector
length. The A64FX chip by Fujitsu is realized in TSMC 7nm
technology and implements the SVE extension, including 48
cores with support for 512-bit wide vectors and reaching
peak performance of 2.7 Tflop/s [29]. This chip has been
used in Fugaku, which entered the TOP500 list in June 2020
as the fastest supercomputer in the world.

The current working draft for the RISC-V ‘V’ vector
extension [30] defines a variable-length register file with
vector operation semantics. This extension provides support
for FP16, FP32, FP64, and FP128 types and also includes
widening FMA operations to support mixed-precision com-
putations (e.g., multiplying two FP16 registers and adding
the result to an FP32 register). Hwacha [31] is the first
embodiment of this provisional standard. It is based on
the vector-fetch paradigm and is composed of an array of
single-issue, in-order RISC-V Rocket cores [31]. In general,
the area and power consumption of these solutions are too
high for low-power, MCU-class processing systems. This
observation is the main reason why vector semantics in ULP
embedded systems are typically supported by providing
packed-SIMD instructions.

2.4 Software-based transprecision approaches

Besides approaches involving custom HW design to en-
able mixed-precision operations, several researchers have
proposed multiple-precision arithmetic libraries that extend
the IEEE754 formats to perform FP computations with arbi-
trary precision. This solution allows application designers to
overcome the limitations of fixed-format FP types without
dedicated hardware support. ARPREC [32] and GNU MPFR
[33] provide APIs to handle multiple formats characterized
by a fixed-size exponent (a machine word) and an arbitrary
size mantissa (multiples of a machine word). Arb [34] is
a C library for arbitrary-precision interval arithmetic using
the midpoint-radius representation that outperforms non-
interval solutions such as MPFR in some applications. These

libraries are widely used in contexts requiring a high dy-
namic range and are characterized by relaxed constraints on
computation time and energy consumption (e.g., scientific
computing on data center nodes). To speed up the library
execution time, Lefèvre [35] presents a new algorithm to
speed up the sum of arbitrary-precision FP number using
the MPRF internal representation, However, the approach
based on software emulation is not a viable solution for
energy-efficient embedded systems since: Time and energy
efficiency are negatively affected by at least an order of
magnitude compared with solutions based on dedicated
hardware.

Anderson et al. [36] propose a software approach for the
reduced-precision representation of FP data. They define a
set of non-standard floating-point multibyte formats (flytes)
that can be converted to the next largest hardware type
to perform arithmetic computations. The exponent is set
to the maximum number of bits of the containing type to
minimize the conversion overhead. The adoption of the
vector units available on general-purpose processors (e.g.,
Intel Haswell) or high-end accelerators (e.g., Intel Xeon Phi)
allows the software library to coalesce memory accesses and
then amortize the conversion overhead.

2.5 Low-power parallel architectures for FP computing

FPGAs are among the most promising embedded archi-
tectures for signal processing. The recent development of
heterogeneous SoCs, such as the Xilinx Zynq family, has
enabled a high level of flexibility to build heterogeneous
acceleration systems. However, the DSP-capable hardware
of these devices requires a power envelope in the order
of Watts. Modulating numerical precision of floating-point
operation is an efficient method to enable fast, accurate
computation for demanding algorithms in near-sensor pro-
cessing. Nevertheless, the design of FPUs on a low-power
FPGA, such as Lattice senseAI [37], is hampered by the
reduced LUTs capabilities of these devices as well as the
lack of DSP blocks with transprecision support.

Coarse Grain Reconfigurable Architectures (CGRAs) re-
cently emerged as a promising solution for the near-sensor
processing domain. CGRAs are systolic arrays containing
a large number of processing elements with a low-latency
routing interconnect. MuTARe [38] is a CGRA working in
the near-threshold voltage regime to achieve low energy.
This solution improves by 29% the energy efficiency of a
heterogeneous platform based on the ARM big. LITTLE
platform. However, MuTARe targets high-end embedded
systems, and it does not provide FP support. Transpire
[39] is a CGRA architecture with FP support. The authors
state an improvement of around 10× in performance and
energy efficiency compared with a RISC-V core extended
with packed-SIMD vectorization. These benefits are limited
to specific algorithms since the design of CGRAs enables
programmers to exploit different combinations of data-level
and pipeline-based parallelism. However, the domain of
near-sensor processing includes a wide variety of algo-
rithms presenting complex access patterns that cannot be
efficiently implemented on CGRAs. For example, Prasad et
al. [39] present the implementation of a Principal Compo-
nent Analysis (PCA) algorithm. Although Transpire delivers
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remarkable efficiency, the performance of a tightly-coupled
cluster of processors scales much better with the number
of cores. Moreover, the work presented in [39] does not
consider the performance and energy reconfiguration over-
head needed to swap the different kernels of the PCA. The
results presented in Section 6 show that exploiting clusters
of software programmable processors leads to better per-
formance in a much more software-friendly programming
environment.

Mr.Wolf [1] is a multi-core programmable processor
implemented in CMOS 40nm technology. The platform
includes a tiny (12 Kgates) RISC-V core accelerated by a
powerful 8-cores cluster of RI5CY cores sharing two single-
precision FPUs. The limited number of FPUs provided by
this architecture represents a severe limitation to the maxi-
mum FP intensity that applications may expose. A primary
contribution of our work consists of finding the best tradeoff
between the number of cores and the number of available
FPUs, yet considering strict area and power constraints and
exploiting transprecision units to improve performance and
execution efficiency. In Section 6, we include Mr.Wolf in our
comparison with SoA platforms.

Helium [40] is an extension of the Armv8.1-M architec-
ture targeting low-power MCU-class computing systems.
The ISA extension includes a set of scalar and vector in-
structions supporting fixed-point (8-bit, 16-bit, and 32-bit)
and FP (float and float16, optionally double) formats. These
instructions are beneficial for a wide range of near-sensor
applications, from machine learning to DSP. The Cortex-M55
[41] core includes the Helium extension, but chips based on
this IP are not yet available on the market to perform a
comparison with our solution.

2.6 High-end embedded systems for FP computing

The most widely used commercial architectures for
compute-intensive FP workloads are GP-GPUs. With the
growth of emerging applications such as training of neural
networks, they have also started to support reduced preci-
sion floating-point formats such as brain-float and binary16.
Indeed, training algorithms for deep neural networks such
as backpropagation are naturally robust to errors. These
features of modern GPUs have also been exploited in other
application domains, such as linear algebra [42], demon-
strating significant benefits for performance and efficiency.
NVidia Pascal has been the first GPU with native sup-
port for 16-bit FP formats. The Volta microarchitecture fur-
ther extended support to reduced precision types featur-
ing mixed-precision multiply-and-add instructions; the new
Ampere microarchitecture improves performance by 2.5×,
increasing to 5× with the support for sparse computations.
However, GP-GPUs are optimized for throughput-oriented
application domains, while our platform design prioritizes
the energy and area constraints of near-sensor applications.

Other research works target neural network training and
FP-intensive workloads by leveraging specialized architec-
tures. NTX is a memory-mapped streaming co-processor
targeting inference and training of deep neural networks
in high-performance computing systems [43]. This design
removes the register-file bottleneck of SIMD architectures
accessing the memory exploiting programmable hardware
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Fig. 1. Top-level view of the proposed transprecision cluster.

loops and address generators, and enabling execution effi-
ciency close to one MAC per cycle. NTX improves energy
efficiency by 2.7× over GPGPUs, with 4.4× less silicon area,
delivering 1.2 TFLOP/s.

In [44], the memory-mapped control has been replaced
by a tiny general-purpose processor meant to drive double-
precision FPUs, improving the efficiency and flexibility of
previous approaches. This architecture introduces two ISA
extensions to reduce the pressure on the core: the stream
semantic registers (SSR) and the floating-point repetition
instruction (FREP). SSRs allow the core to implicitly encode
memory accesses as register reads/writes, removing a sig-
nificant number of explicit memory instructions. The FREP
extension decouples the FP and integer pipeline by sequenc-
ing instructions from a micro-loop buffer. The evaluation on
an octa-core cluster in 22 nm technology reports a 5× multi-
core speed-up and a 3.5× gain in energy efficiency.

The architectures discussed in this section target the
domain of servers and high-end embedded systems, and
presenting further details is beyond the scope of our work.
However, the comparison with these solutions provides
valuable insight and is discussed in Section 6.

3 ARCHITECTURE AND IMPLEMENTATION

This section illustrates the architecture of the transprecision
cluster, with a specific focus on the FPU design choices. It
also presents the results deriving from the physical imple-
mentation and the related design space exploration.

3.1 Cluster Architecture

The cluster architecture proposed in this work is a soft IP
implementing a tightly-coupled cluster of processors built
around a parametric number of RISC-V cores called RI5CY.
The cluster is integrated into an SoC featuring a standard
set of peripherals such as a JTAG interface used to pre-load
program and data into an L2 scratchpad memory accessed
by the cluster through an AXI bus. Fig.1 shows the top-level
design of the transprecision cluster.

RI5CY is a RISC-V based processor implementing
a 4-stage in-order single-issue pipeline, supporting the
RV32IMC instruction set and dedicated extensions for DSP
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and machine learning workloads. The cores fetch instruc-
tions from a 2-levels shared instruction cache optimized
for performance and energy efficiency when running SIMD
workloads typical of near-sensor data analytics applications.
To enable the single-cycle exchange of data among cores,
they share a multi-banked Tightly-Coupled Data Memory
(TCDM) behaving as a scratchpad memory. This design choice
is a standard solution adopted in the low-power computing
domain to avoid area and energy overheads associated
with data caches [45]. From the software perspective, data
coherency is enforced by algorithms exploiting inter-core
synchronization primitives. The TCDM enables the cores
to share data through a word-level interleaved, single-cycle
latency logarithmic interconnect, allowing the execution of
data-parallel programming models such as OpenMP. A ded-
icated hardware block (Event Unit) provides low-overhead
support for fine-grained parallelism, accelerating the execu-
tion patterns typical of data-parallel programming models
(e.g., thread dispatching, barriers, and critical regions) and
enabling the adoption of power-saving policies when cores
are idle. The event unit also controls the clock gating of
the cores within the cluster. The event unit clock-gates the
cores waiting on a synchronization barrier until all the other
cores reach the barrier; at this point, all cores can resume the
program flow.

Outside the cluster, at the SoC level, the architecture
features one more memory hierarchy level, composed of a
15-cycle latency multi-banked scratchpad memory used to
serve the data bus of the cores, the instruction cache refills,
and the cluster DMA. We base the explorations performed
in this work on a set of cluster configurations with 8 and
16 cores. The L2 memory comprises 512 kB (4 × 128 kB
banks), the TCDM is 64 kB for the 8-core configurations
(16 × 4 kB banks) and 128 kB for the 16-core ones (32 × 4
kB banks). The cluster cores are connected to multiple FPU
instances, whose number and interconnect are a central part
of our exploration. Unlike the standard configuration for
the RI5CY core, the proposed cluster does not employ core-
private FPUs. Instead, a set of FPUs is shared among all
cores in the cluster, using an interconnect which enables
various mappings of cores to available FPUs. The next
section provides insights into the FPU subsystem proposed
in this work.

3.2 FPU and interconnect

The cluster exploits configurations of FPnew [22] as FPU
instances in our evaluation. FPnew is a parametric FPU
architecture that supports multiple FP formats, SIMD vec-
tors for smaller-than-32-bits data types, and the insertion
of any number of pipeline stages. The last parameter is
a key configuration knob for the design space exploration
discussed in this paper. Fig. 2 (bottom) shows an archi-
tectural overview of a single shared FPU instance. The IP
supports the standard IEEE formats, binary32 (float) and
binary16 (float16), as well as bfloat16. Some operations such
as Multiplication and Fused Multiply-Add (FMA) can also
be performed as multi-format operations, taking the prod-
uct of two 16-bit operands but returning a 32-bit single-
precision result. Such multi-format operations are helpful in
many near-sensor data analytics applications accumulating
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Fig. 2. FPU sharing for the 8-core, 4-FPU configuration.

data in a higher-precision variable to avoid overflows or
losses of precision. To make full use of the 32-bit data path,
we enable packed-SIMD operations for the 16-bit types,
boosting the execution performance when using 16-bit data
types. Division and square root operations are disabled in
the FPU instances as these operations reside in stand-alone
blocks (DIV-SQRT), which are shared separately. The DIV-
SQRT units feature a fixed latency of 11, 7, and 6 cycles
for float, float16, and bfloat16, respectively. Moreover, since
DIV-SQRT is designed as an iterative block, back-to-back
pipelined operations are not possible when using these
units.

The individual FPU instances are linked to one or more
cores through a logarithmic tree interconnect, allowing to
share one FPU among multiple cores in a fully transparent
way from a software perspective. On the core side, the in-
terconnect interface replaces the FPU in the execution stage,
mimicking a core-private unit. The FPU instances connect
to the cores through an auxiliary processing unit (APU)
interface, featuring a ready/valid handshake and support
tagging of all in-flight operations, requiring no modification
to be shared.

In the proposed design, we employ a partial interconnect
with a static mapping of FPUs to cores, such that a core (or
a group of cores) will always access the same physical FPU
instance. It arbitrates cases of simultaneous accesses to the
FPU by using a fair round-robin policy and propagating
the ready signal to only one core, stalling other competing
cores. As such, the fact that FPUs are shared is transparent
to both the core and FPU instances. Moreover, we use a
connection scheme with interleaved allocation to reduce
access contentions on the FPUs in unbalanced workloads.
For example, in a configuration featuring eight cores and
four FPUs, units 0, 1, 2, 3 are shared among cores 0 & 4, 1 & 5,
2 & 6, and 3 & 7, respectively, as shown in Fig. 2 (top). This
approach reduces the area and timing overhead compared
to a monolithic, fully connected crossbar, which puts signifi-
cant pressure on the paths from the cores to the first pipeline
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TABLE 2
Description of the architectural configurations of the proposed
transprecision cluster that compose the design space. Cluster

(8-16-cores), FP units (2-16), and pipeline stages (0-2).

Mnemonic Cluster FP units Pipeline Stages
8c2f0p 8-cores 2 0
8c2f1p 8-cores 2 1
8c2f2p 8-cores 2 2
8c4f0p 8-cores 4 0
8c4f1p 8-cores 4 1
8c4f2p 8-cores 4 2
8c8f0p 8-cores 8 0
8c8f1p 8-cores 8 1
8c8f2p 8-cores 8 2

16c4f0p 16-cores 4 0
16c4f1p 16-cores 4 1
16c4f2p 16-cores 4 2
16c8f0p 16-cores 8 0
16c8f1p 16-cores 8 1
16c8f2p 16-cores 8 2

16c16f0p 16-cores 16 0
16c16f1p 16-cores 16 1
16c16f2p 16-cores 16 2

stage of the FPU, severely limiting the cluster’s operating
frequency and jeopardizing energy efficiency. Moreover,
it provides an almost optimal allocation (only up to 1%
overhead in performance has been measured against a fully
connected crossbar), avoiding contentions on the shared
units also when the number of workers in parallel sections
is smaller than the number of cores.

In the remainder of the paper, we present a design space
exploration of the proposed transprecision cluster, modify-
ing the key configuration parameters presented previously
in this section, namely the pipeline stages and sharing
factor. The rationale for these design choices lies in the
fact that in most near sensor-data analytics applications,
the density of FPU instructions is smaller than 50%, hence
employing a private, per core FPU may form a bottleneck
for area and energy. On the other hand, the pipelining of
the FPU provides a powerful knob to tune the performance
and energy efficiency of the transprecision cluster. If the
number of cores and FPUs is equal (1/1 sharing factor), the
system effectively degenerates into a core-private scenario,
and the interconnect disappears from the design. In all the
considered configurations, a single DIV-SQRT unit is shared
among all cores. Finally, the proposed exploration involves
designs of 8-core and 16-core clusters with supply voltages
ranging from 0.65 V to 0.8 V to explore the whole design
space in between energy-efficient and high-performance
solutions.

3.3 Implementation

Table 2 describes the 18 different configurations, given
by the combination of the three architectural parameters
(number of cores, number of FP units, and number of FPU
pipeline stages), as described in the previous section. The
various configurations of the clusters have been synthe-
sized using Synopsys Design Compiler 2019.12, using LVT
libraries from 22nm FDX technology from Global Foundries.
Physical implementation has been performed with Cadence
Innovus v19.10-p002 1, using both 0.65 V near-threshold
(NT) and 0.8 V super-threshold (ST) corners. We considered

Fig. 3. Minimum, maximum, and median values of the frequencies for
all the configurations of the transprecision cluster, divided in NT and ST
voltage corners.

Fig. 4. Total area of all the configurations in the design space of the
transprecision cluster.

all permutations of operating conditions for signoff: fast and
slow process transistors, 125◦C and −40◦C temperatures,
±10% of the voltage supply, as well as optimistic and pes-
simistic parasitics. Power analysis has been performed with
Synopsys PrimeTime 2019.12 using the nominal corners at
0.65 V and 0.8 V, extracting value change dump (VCD) traces
through parasitic-annotated post-layout simulation of a 32-
bit floating-point matrix multiplication performed using
Mentor Modelsim 2008.06. Each configuration has been
synthesized and implemented at its maximum operating
frequency. In contrast, power consumption has been ana-
lyzed at the same operating frequency for all configurations
(100 MHz) to guarantee a fair comparison.

Fig. 3, Fig. 4 and Fig. 5 show the frequency, the area,
and the power consumption of the cluster configurations
analyzed in this work at 100 MHz. This frequency supports
a power consumption in the range of 2-4 mW. In Fig. 3, we
report the minimum, maximum, and median values of the
frequencies obtained varying the number of cores (c) and
pipeline stages (p). This analysis does not take into account
the total number of FPUs (f ) since this parameter does not
affect the outcomes. When considering single-cycle latency
FPUs, we note that the entire system’s operating frequency
suffers profoundly. The long paths starting from the ID/EX
registers of the core towards the FPUs and then back to the
EX/WB registers form a considerable bottleneck for operat-
ing frequency. On the other hand, the absence of pipeline
registers makes this solution quite small and low-power.
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Fig. 5. Total power consumption (at 100 MHz) of all the configurations in
the design space of the transprecision cluster.

When moving to single-stage pipeline solutions, we note
a significant increase in the operating frequency when using
NT cells (almost 50%). In contrast, the performance increase
using ST cells is more limited since the design already hits a
structurally critical path from the TCDM SRAMs (featuring
wide-voltage range but low-performance in ST) to the core
through the logarithmic interconnect. In all configurations
featuring one pipeline stage, we can observe an increase in
power and area due to the extra overhead of the additional
pipeline stage. When adding a second pipeline stage to the
FPUs, we can see another slight increase of frequency in all
configurations. In these configurations, we also encounter
structurally critical paths using NT through control paths of
the interconnect to the instruction cache. With two pipeline
stages, although the area increases for all configurations, the
power consumption tends to decrease thanks to the smaller
timing pressure on the FPU.

Considering the sharing factor, we note that the impact
on frequency caused by the FPU interconnect is negligible
and that the area linearly increases when moving from
1/4 to 1/1 sharing (for all configurations). On the other
hand, when moving from 1/4 to 1/2 sharing factor, the
power increases significantly due to the high utilization
of the units. When moving from 1/2 to 1/1 sharing, we
note that the power consumption decreases in almost all
cases. This effect occurs because even if we consider a
highly intensive benchmark (e.g., matrix multiplication), the
FP intensity around 50% leads to underutilization of the
available resources, causing smaller power consumption.
Additionally, the 1/1 configuration removes the intercon-
nect, which relaxes the paths through the FPU, leading to
smaller power consumption. Finally, if we consider scaling
the number of cores, we can notice that most of the power
components scale linearly with the number of cores (i.e.,
core power, TCDM power, and FPU power). On the other
hand, other components such as the interconnect and the
instruction cache scale superlinearly, indicating a smaller
efficiency for the 16-core configuration. Moreover, the op-
erating frequency of the 16-core cluster decreases compared
to the one using eight cores. This effect is due to the longer
path through the interconnects. Finally, we can notice that
the area increases less than linearly due to some blocks not
being duplicated, such as the DMA, the event unit, and the
shared banks of the I$.

4 SOFTWARE INFRASTRUCTURE

The exploitation of the transprecision cluster in end-to-end
applications requires a full software stack. For this purpose,
we designed complete support for scalar and vector data
types for the C/C++ languages, advanced optimizations to
support ISA extensions in the compiler toolchain, and a
parallel programming model to raise the level of abstraction.
All these tools are available as open-source projects on the
PULP code repository [46].

4.1 Scalar types
To enable the adoption of the new formats, we have ex-
tended the GCC front-end for C/C++ programs with new
data types, namely float16, bfloat16. In the usual cross-
compilation circumstance, the FP constants in the programs
must be represented in the target format to avoid range and
precision errors. This requirement determines that the cross
compiler cannot use the host FP arithmetic; for this purpose,
GCC includes an FP emulator to deal with constants in op-
timization passes (e.g., constant propagation). We extended
this emulator to manage the new formats.

Finally, we extended the type system to include rules
for automatic type promotion in mixed-typed expressions
involving the new FP types. In accordance with the standard
rules, promotion is based on the bit width. Consequently, a
float16/bfloat16 operand is converted to float if the expres-
sion includes a float operand. As an additional rule, bfloat16
operands are converted to float16 in expressions that include
only 16-bit types to avoid indeterminacy.

4.2 Vector types
Adopting the GCC approach for vector types, programmers
can specify vector data types through a typedef declara-
tion coupled with a vector_size attribute; the compiler
automatically lowers standard arithmetic and comparison
operations involving these types into their vector counter-
part. The ISA extension also includes cast-and-pack opera-
tions that convert two scalar single-precision operands and
insert them into two adjacent entries of a packed vector in
the destination register. These operations aim at removing
the bottleneck of “convert scalars and assemble vectors”
operations that could seriously compromise the perfor-
mance and energy efficiency of transprecision computing
techniques. A set of compiler intrinsics provides access to
cast-and-pack operations.

The automatic vectorization pass of GCC operates on
the middle-end intermediate representation [47]. This pass
analyzes the loops to replace the scalar operations with
the vectorial ones reducing the loop trip-count by the
vectorization factor. We have also extended the standard
GCC auto-vectorizer to use cast-and-pack operations. The
original version only recognizes patterns involving multi-
ple vector types with different widths using unrolling and
vector-to-vector casts (i.e., cast-and-pack semantic was not
supported).

4.3 Compiler back-end
In addition to the middle-end passes described in the pre-
vious subsection, we further extended the compiler at the
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back-end level to support a parametric number of FPU
pipeline stages. This parameter substantially impacts the
instruction scheduling algorithm: Imprecise modeling of
the FPU instruction latency may introduce stalls due to
data dependencies with the result. We have modified the
FPU pipeline description to include the hardware func-
tional units and introduce a command-line option to specify
the number of stages in the target configuration. Based
on this option, the model specifies different latencies and
reservation delays for the functional units involved in FP
operations.

Finally, we specified a set of platform-specific param-
eters for the instruction scheduling algorithm. The GCC
algorithm uses a heuristic function to estimate the relative
costs of operations; this value enables the choice of the best
assembly sequence in case of multiple alternatives in the
lowering process.

4.4 Hardware Abstraction layer (HAL)
The architectural template of the transprecision cluster
promotes a Single-Program Multiple-Data (SPMD) parallel
paradigm. This approach is supported by a Hardware Ab-
straction Layer (HAL), which allows access to the plat-
form features with minimal overhead. The HAL provides
information such as the identifier of the core that can be
used to organize the parallel workload for both data and
task parallelism. With this approach, all the cores of the
cluster follow the same execution flow unless the program-
mer explicitly indicates that a specific region should be
executed by a subset of the cores, splitting the workload
among the cores running concurrently on different data.
Inter-core synchronization barriers are explicitly indicated
to ensure the correctness of the results. Our architecture
features dedicated hardware support that allows optimizing
synchronization construct like barriers or critical sections.
The HAL layer provides the basic primitives to support
high-level parallel programming models.

4.5 High-level parallel programming model
As a high-level approach to code parallelization, we support
OpenMP [48], a parallel programming model based on
directives that are translated by the compiler front-end into
functions calls towards a runtime environment. OpenMP
relies on the fork/join programming paradigm. A program
based on this conceptual framework executes sequentially
on a single thread and creates additional threads (fork) to
exploit parallelism in annotated code regions. After the
completion of the parallel workload, the program encoun-
ters a synchronization point (join), after which it continues
sequentially.

We optimized the OpenMP runtime to reduce three main
sources of overheads that are relevant in our target domain.
First, we reduced the overhead associated with parallel
regions by removing support for some recent features. Our
implementation is compliant with the OpenMP 3.0 specifi-
cation, except for the task directive. In real applications that
we considered, this support is sufficient for the common
requirements of this class of devices. Second, we re-designed
the synchronization primitives, which depend on the POSIX
API in the GCC reference implementation, intending to

TABLE 3
Main application domains (Domains), FP intensity (FP I.), and memory

intensity (M. I.) for scalar and vector variants of the benchmarks.

Scalar Vector
Apps Domains FP I. M. I. FP I. M. I.
CONV Audio, Image, ExG 0.33 0.67 0.28 0.29
DWT Audio, Image, ExG 0.29 0.59 0.21 0.57
FFT Audio, Image, ExG 0.32 0.52 0.26 0.38
FIR Audio, Image, ExG 0.32 0.65 0.32 0.48
IIR Audio, Image, ExG 0.19 0.55 0.17 0.33
KMEANS ExG 0.55 0.36 0.44 0.30
MATMUL Audio, Image, ExG 0.28 0.58 0.27 0.41
SVM ExG 0.27 0.53 0.21 0.52

exploit the benefits of the Event Unit (introduced in Sec-
tion 3.1). This aspect is crucial to reduce the overhead of
barriers and critical sections, which can become relevant
if compared with the optimized HAL primitives described
in Section 4.4. Third, we modified the directive lowering
performed by the GCC toolchain. Instead of calling runtime
functions and outlining the user code, loops with static
scheduling policy and implicit barriers are directly inlined.
This last point is a key enabler for the adoption of OpenMP:
A high-level model can provide a more intuitive interface
than HAL primitives, but it comes at the cost of higher
overhead when parallel workloads are fine-grained.

5 EXPERIMENTAL RESULTS

This section describes the experimental setup, the bench-
mark suite, and the main outcomes of the experiments.

5.1 Experimental Set-up
The experiments have been performed on a hardware
emulator implemented on a Xilinx UltraScale+ VCU118
FPGA board. The emulation on the FPGA provides cycle-
accurate results, with a significant speed-up of the exper-
iments compared to an RTL-equivalent simulation. A set
of non-intrusive per-core performance counters included
in the hardware design record the number of executed
instructions and cycles spent in different states (total, active,
L2/TCDM memory stalls, TCDM contention, FPU stall, FPU
contention, FPU write-back stall, instruction cache miss).
We have generated all the bitstreams for all the configu-
rations reported in Table 2 and, after loading a bitstream
on the FPGA, we load and run application binaries using
OpenOCD and GDB interfaces. The same interface is used to
load a program binary in the L2 memory, start the program
execution, and finally read the performance counters from
an emulated terminal. The values of power consumption
used to calculate the efficiency have been derived from
an annotated post-layout simulation, as described in Sec-
tion 3.3.

5.2 Benchmarks
To evaluate the different configurations of the proposed
transprecision cluster architecture, we analyzed eight bench-
marks commonly used in the near-sensor processing appli-
cations for filtering, feature extraction, classification, and
basic linear algebra functions. Table 3 illustrates the tar-
get benchmarks associated with their domains (i.e., audio
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TABLE 4
Performance [Gflop/s], energy efficiency [Gflop/s/W ], and area efficiency [Gflop/s/mm2] executing the benchmarks on the 8- and 16-cores

configurations. Performance and area efficiency are computed at 0.8 V , energy efficiency at 0.65 V . Each cell reports the best configuration name
and the corresponding value for the metric. The last line reports normalized average values.

8 CORES 16 CORES
Scalar Vector Scalar Vector

Perf. En. Eff. Area Eff. Perf. En. Eff. Area Eff. Perf. En. Eff. Area Eff. Perf. En. Eff. Area Eff.

CONV 8c8f1p
2.04

8c8f0p
91

8c4f2p
2.1

8c8f1p
2.98

8c8f0p
139

8c4f1p
3.0

16c16f1p
3.37

16c16f0p
94

16c4f2p
2.0

16c16f1p
4.78

16c16f0p
140

16c4f1p
2.7

DWT 8c8f1p
0.95

8c8f0p
45

8c4f2p
0.9

8c8f1p
1.21

8c8f0p
55

8c4f2p
1.3

16c16f1p
1.06

16c16f0p
31

16c4f2p
0.6

16c16f1p
1.11

16c16f0p
33

16c4f2p
0.8

FFT 8c8f1p
1.37

8c8f0p
61

8c4f2p
1.3

8c8f1p
1.98

8c8f0p
96

8c8f1p
1.9

16c16f1p
1.99

16c16f0p
56

16c4f2p
1.1

16c16f1p
2.74

16c16f0p
78

16c4f2p
1.7

FIR 8c8f1p
1.88

8c8f0p
97

8c4f0p
1.9

8c8f1p
3.57

8c8f0p
162

8c4f1p
3.5

16c16f1p
3.08

16c16f0p
99

16c8f0p
1.8

16c16f1p
5.92

16c16f0p
167

16c4f1p
3.3

IIR 8c8f1p
0.94

8c8f0p
45

8c4f2p
1.0

8c8f1p
1.55

8c8f0p
72

8c4f2p
1.6

16c16f1p
0.98

16c16f0p
28

16c4f2p
0.7

16c16f1p
1.71

16c16f0p
49

16c4f2p
1.2

K-MEANS 8c8f1p
1.68

8c8f0p
80

8c8f1p
1.6

8c8f1p
2.33

8c8f0p
113

8c8f1p
2.2

16c16f1p
1.50

16c16f0p
43

16c4f2p
1.0

16c16f1p
2.43

16c16f0p
67

16c4f2p
1.5

MATMUL 8c8f1p
1.81

8c8f0p
81

8c4f1p
1.8

8c8f1p
3.32

8c8f0p
148

8c4f1p
3.2

16c16f1p
2.86

16c16f0p
80

16c4f2p
1.6

16c16f1p
5.47

16c16f0p
154

16c4f2p
3.1

SVM 8c8f1p
0.77

8c8f0p
37

8c4f2p
0.8

8c8f1p
0.91

8c8f0p
42

8c2f1p
1.0

16c16f1p
1.19

16c16f0p
35

16c4f2p
0.7

16c16f1p
1.47

16c16f0p
42

16c4f2p
1.0

Norm. avg 8c8f1p
0.48

8c8f0p
0.43

8c4f1p
0.30

8c8f1p
1.00

8c8f0p
1.00

8c4f1p
0.94

16c16f1p
0.41

16c16f0p
0.43

16c4f2p
0.29

16c16f1p
1.00

16c16f0p
1.00

16c4f2p
0.97

processing, image processing, ExG biosignal processing).
The Finite Impulse Response (FIR) and Infinite Impulse
Response (IIR) are digital filters with various applications in
data acquisition and analysis. The Discrete Wavelet Trans-
form (DWT) is a standard kernel used for feature extrac-
tion, which decomposes a signal into a different level of
frequency resolutions through a bank of Low Pass (LPF) and
High Pass Filters (HPF), capturing both temporal and fre-
quency information. The Fast Fourier Transform (FFT) is a
mathematical method that transforms a signal from the time
domain to the frequency domain. There are several variants
of this algorithm; in this paper, we consider the decimation-
in-frequency radix-2 variant. We consider a state-of-the-art
supervised classifier, the Support Vector Machine (SVM),
widely used in near-sensor applications. We also include
another classifier, named K-Means, which is an unsuper-
vised ML algorithm able to inference an unknown outcome
starting from input vectors. The last two kernels are basic
linear algebra subprograms (BLAS) commonly used in DSP:
matrix multiplication (MATMUL) and convolution (CONV),
which is the most computing-intensive kernel in convolu-
tional neural network (CNN) workloads.

We have implemented different variants of each kernel,
using scalar (float) and vector (2 × float16, 2 × bfloat16) data
types. Considering the design of the FPU, there is no signif-
icant difference in execution time and energy consumption
between float16 and bfloat16 vectors; in the following exper-
iments, we report a single value for both configurations.
To exploit the parallelism provided by the transprecision
cluster, each variant accepts a parameter representing the
number of cores available in the current configuration. The
source code includes a form of parametric parallelism based
on the number of available cores and the core id, using
the low-overhead HAL interface described in Section 4.
We exploited data parallelism at the loop level with static
scheduling of the iterations on the available cores. This pol-
icy guarantees maximum balancing with a limited overhead
related to the computation of per-core iteration boundaries.
Whenever it is feasible, we apply data parallelism to the

outer loops of the benchmarks (CONV, FIR, MATMUL). In
other cases, data parallelism is applied to single stages of
the algorithm, separated by a synchronization barrier (DWT,
FFT, KMEANS, SVM); except for FFT, these benchmarks are
characterized by sequential regions interleaved with parallel
loops and executed by a single core.

A common problem of IIR filters working on a single
stream is that data dependencies limit parallelism. To al-
leviate this limitation, we have adopted a technique based
on a block formulation of recursive filters tailored for vec-
tor units [49]. The algebraic transformations required by
this technique are applied off-line and do not imply any
overhead. However, the time complexity of the algorithm
is higher than the original one, and the size of the vector
state (equal to the number of taps) severely limits the ex-
ploitability of parallelism. For this reason, the vector variant
of this benchmark is the only reported case with alternative
configurations achieving the best result for energy efficiency.

Table 3 also reports the FP and memory intensity of the
benchmarks for scalar and vector variants. The FP intensity
is computed as the ratio between the number of FP instruc-
tions and the total number of instructions. Analogously, the
memory intensity is the number of load/store instructions
over the total number of instructions. These numbers pro-
vide a quantitative evaluation of the pressure on the FPU
and memory subsystems and are essential to understand
the actual FP workload in a real execution scenario.

5.3 Performance, energy efficiency, and area efficiency

We have performed extensive benchmarking considering
different configurations of the transprecision cluster and
multiple benchmark variants. The number of configurations
is limited to a restricted range due to system requirements,
depending on the application domain and target technology.
Then, once the SoC is fabricated, further tuning can be
performed through DVFS, in the specific case in the range
between 0.65 V and 0.8 V. The benchmarks are as heteroge-
neous as possible in terms of application requirements and
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Fig. 6. Speed-ups obtained executing scalar and vector variants on all the platform configurations. Each configuration reports the number of available
cores and the support to vectorization. Each bar shows the minimum (dark color), maximum and average (light color) value.

parallel patterns, intending to stress the platform during
tests.

We have measured the performance (Gflop/s), the
energy efficiency (Gflop/s/W), and the area efficiency
(Gflop/s/mm2) for each benchmark variant and platform
configuration: Table 4 reports the results of these experi-
ments. The last row reports the average of the measures,
with normalized values in the range between 0 and 1.
Computing these metrics allows establishing the configura-
tions that guarantee the best performance and energy/area
efficiency for the considered benchmarks.

The configuration with 16 cores, private FPUs, and one
pipeline stage (16c16f1p) provides the best performance,
with a maximum of 3.37 Gflop/s for scalars and 5.92
Gflop/s for vectors. It is quite intuitive that using the
maximum number of cores and FPUs is beneficial for perfor-
mance. An additional pipeline stage could enable a further
increase of the frequency, but this is not the case due to
structural critical paths (as discussed in Section 3.3.

The configuration with 16 cores, private FPUs, and zero
pipeline stages is the most energy-efficient (16c16f0p), with a
maximum of 99 Gflop/s/W and 167 Gflop/s/W for vectors.
Using the maximum number of cores is never detrimental
to performance, mainly thanks to the adoption of aggressive
power-saving policies that turn off cores waiting for syn-
chronization events. Moreover, this configuration prevents
the occurrence of FPU stalls, which are detrimental to en-
ergy efficiency.

The configuration with 8 cores and 4 shared FPUs config-
ured with one pipeline stage (8c4f1p) is on average the most
area-efficient, with a maximum of 1.8 Gflop/s/mm2 for
scalars and 3.5 Gflop/s/mm2 for vectors. This configuration

saves area by reducing the number of cores and the sharing
factor, but maintaining a single pipeline stage represents the
best tradeoff with performance.

5.3.1 Parallelization and vectorization

Fig. 6 depicts the speed-ups from the execution of the
benchmarks on the 16-cores architectures, combining the
benefits deriving from parallelism and vectorization. Each
configuration of the transprecision cluster is denoted by the
abbreviation n-CL, where n indicates the number of cores.
The suffix VECT designates the execution of the vector vari-
ant. The baseline to compute the speed-up is the execution
on a single core with no vectorization support. The bars
show the average, maximum, and minimum values of the
speed-ups executed on all the architectural configurations.

Focusing on the parallel speed-up, we can notice that the
values reported for DWT, IIR, and K-MEANS are modest,
reaching a saturation point around 8. These benchmarks
have a complex parallel execution flow, requiring several
synchronization barriers and regions with sequential execu-
tion to ensure the correctness of the results, and this limits
the parallelism. However, this effect is not detrimental to
energy efficiency, as discussed in Section 5.3 The rest of
the kernels (CONV, FFT, FIR, and MATMUL) demonstrate a
nearly ideal speed-up.

Vectorization leads to an additional improvement of the
speed-up – between 1.3× and 2× – thanks to the beneficial
effects described in Section 1. Moreover, the improvement
derived from vectorization is higher than the parallel speed-
up for some applications. This trend is principally evident
for FIR, IIR, MATMUL, and KMEANS when passing from
8CL-VECT (8 cores working on vectors) to 16CL (8 cores
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Fig. 7. Performance (PERF.), energy efficiency (E. EFF.), and area
efficiency (A. EFF.) fixing one pipeline stage and varying the number
of FPUs. The values are the average of the normalized results.

working on scalars). This effect is due to the different
overheads related to parallelization and vectorization. IIR
and K-MEANS require several synchronization barriers and
regions with sequential execution semantic. Conversely, FIR
and MATMUL are amenable to advanced manual vector-
ization techniques. For instance, the vector variant of MAT-
MUL reaches a near-ideal improvement vectorizing both
input matrices. The efficiency is achieved by unrolling the
two inner loops, adding shuffle operations to compute the
transpose, and using a dot-product intrinsic to accumulate
two products. A similar technique is applied to FIR. On the
other side, the complex multiplication kernel required by
FFT requires 7 cycles for scalar data and 10 cycles for vector
data; consequently, the maximum gain from vectorization is
1.43×.

5.3.2 Sharing factor
Fig. 7 reports average values of performance, energy effi-
ciency, and area efficiency varying the sharing factor. The
left part of the figure references 8-cores configurations, the
right part 16-cores ones. The number of pipeline stages
has been set to one for all experiments, while the number
of FPUs corresponds to sharing factors 1/4, 1/2, and 1/1,
respectively.

As a general trend, performance grows when increasing
the sharing factor. This increment is more evident passing
from 1/4 to 1/2 in 8-cores configurations, and passing from
1/2 to 1/1 in the 16-cores configurations.

The energy efficiency increases with the sharing factor.
This effect has a minor relevance for 16-cores configura-
tions because the contribution of FPUs to the total energy
consumption is proportionally lower. Conversely, the area
efficiency increases by reducing the sharing factor from 1/1
to 1/4. This trend is inverted in the transition from 1/4 to
1/2 with 8 cores. This effect is related to the FP intensity
of benchmarks, which is always less than one (as expected
in real applications). A 1/2 sharing factor can sustain an FP
intensity up to 0.5 with no additional stalls. This value is
enough for the requirements of most applications, consider-
ing that 0.31 is the average FP intensity of the benchmarks
in Table 3. On the 16-cores configuration, the number of
FPUs to reach the same sharing factor is higher, implying
a significant increase of the area; in this case, the best area
efficiency corresponds to the minimum sharing factor (1/4).
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Fig. 8. Performance (PERF.), Energy efficiency (E. EFF.), and area
efficiency (A. EFF.) fixing a 1/1 sharing factor and varying the pipeline
stages (PS). The values are the average of the normalized resultss.

5.3.3 Pipelining
Fig. 8 shows average values of performance, energy effi-
ciency, and area efficiency varying the number of pipeline
stages. The support for pipelining improves performance
since this technique allows for increasing the operating
frequency of the transprecision cluster. Conversely, perfor-
mance degrades with two pipeline stages. Even if we can
increase the operating frequency, we observe an increment
in the number of cycles due to the contentions on the
write ports of the register file. Configuring the FPU for
two pipeline stages, a write-back stall may happen when a
load/store post-increment operation or an integer operation
arrives right after an FP operation. For instance, when we
have the valid signal for the FP operation in the first cycle,
and then a load/store post-increment request in the second
clock cycle before storing the FP results, the FPU must wait
until the other instructions end, resulting in a stall for the
use of the port. There are no contentions with no pipeline
stages because there is a dedicated port for the FPU.

In all cases, energy efficiency decreases by incrementing
the number of pipeline stages since the design makes the
logic more complicated. Finally, area efficiency follows a
trend very similar to performance. The area required to
enable one-stage pipelining leads to a considerable benefit,
while a further area increase for a second stage is not
equally convenient. This trend has a minor impact on 16-
cores configurations since the contribution of pipeline logic
becomes negligible.

5.4 Case study: CCA-based Brain-Computer Interface
To evaluate the impact of changing the numerical represen-
tation on an end-to-end application, we analyze the vector-
ization of a processing chain based on Canonical Correlation
Analysis (CCA) executed on a benchmark dataset [51]. In
particular, we focus our analysis on area efficiency to target
viable implementations on devices with severe constraints
in terms of energy and size (e.g., wearable biomedical sys-
tems). We use CCA to emulate the extraction of steady-state
visually evoked potential (SSVEP) from Electroencephalo-
gram (EEG), as it is a well-established method to detect the
brain response to a given visual stimulus.

This application represents an example of a
computationally-intensive processing chain since neural
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TABLE 5
Comparison with state-of-the-art architectures in high-performance and low-power embedded domain.

Hwacha [50] Snitch [44] NTX [43] Ariane [43] Xavier* Transpire [39] STM32H7† Mr.Wolf [1]

This work
Best perf. (16c16f1p)

Best en. eff. (16c16f0p)
Best area eff. (8c4f1p)

Domain HPC HPC HPC High-End High-End IoT IoT IoT IoT
Technology 16nm FinFET GF 22FDX GF 22FDX GF 22FDX TSMC 12FFN GF 22FDX 40nm CMOS 40nm CMOS GF 22FDX
Voltage (V) 0.55/11 0.802 0.801 0.801 0.751 0.802 1.80 / 1.801 0.8 / 1.101 0.80 / 0.65 / 0.803

Frequency
(GHz) 1.44 1.06 1.55 0.92 1.38 0.2 0.20 / 0.48 0.45 0.37 / 0.30 / 0.43

Area
(mm2) 24 0.89 0.56 0.39 11 1.4 – 10 2.1 / 1.8 / 0.97

Performance5

(Gflop/s) 2804 14.4 18.3 2 83 1.084 0.05 / 0.13 1.8 2.9 / 2.3 / 1.7

Energy eff5

(Gflop/s/W) 108 4 128 135 40 38 964 1.2 / 0.9 50 67 / 81 / 68

Area eff5

(Gflop/s/mm2) 4.2 4 25.83 32.6 5.2 4.1 1.14 - / - 1 1.5 / 1.4 / 1.8

FP formats
double

float
float16

double
float float‡

float
float16

bfloat16
minifloat

float
float16

float16
mini-float float float

float
float16

bfloat16

Programming
interface ISA extension ISA extension Memory-mapped

configuration ISA extension Base ISA Base ISA Base ISA Base ISA ISA extension

Execution
model

SIMT
vector-thread

unit
(accelerator)

Loop-buffers for
tensor streaming

(accelerator)

Loop-buffers for
tensor streaming

(accelerator)

SIMD
processor

SIMT
vector-thread

unit
(accelerator)

Co-Processor Processor Multi-core
processor

Multi-core
processor

Compiler
support Yes (OpenCL) Partial (inline ASM) No Yes Yes (CUDA) Yes Yes Yes Yes

* Numbers extracted from [44]. †Measurements taken on a NUCLEOH743ZI development board executing a 128×128. matrix multiplication.
1 Silicon measurements. 2 Post-layout simulation using typical frequency. 3 Post-layout simulation using worst-case frequency. 4 Original performance is half
precision, normalized to binary32. 5 Performance and efficiency metrics are scaled to 22nm technology node. 1/λ is considered for performance, 1/λV 2 scaling is
considered for energy efficiency, 1/λ2 is considered for area efficiency. 0.8V corner is considered for performance and energy efficiency, 0.65V corner is considered for
energy efficiency. ‡Higher internal accumulation precision with float results.

data processing requires particular effort due to their
low Signal-to-Noise ratio [52]. Moreover, computational
paradigms for these applications are moving faster towards
near-sensor and edge computing, even though they need
high accuracy and low numerical errors. As a result, they
represent a crucial challenge and a valid use case to explore
novel optimizations in adaptive numerical representations
at high energy efficiency.

The CCA algorithm (Fig. 9) computes the canonical
correlation values between a signal input matrix (i.e., EEG)
and an array of reference signals. We have based the CCA
implementation on the Golub-Reinsch [53] algorithm due to
its computational efficiency and high scalability. As shown
in Fig.9, we apply a 5-taps low pass IIR filter to reduce the
high-frequency noise, performing then data downsampling
to reduce the computational time. The last stage of the
preprocessing includes a 3-taps high pass filter to remove
DC offset. After these steps, we compute the CCA on the
output matrix, which is composed of a QR-factorization
(based on Householder rotations), Singular Value Decompo-
sition (SVD), and the extraction of the canonical coefficients
(CCs). Finally, by calculating the Euclidean norm on CCs,
we determine the level of correlation between input and
reference to detect the SSVEP. If the output exceeds a given
threshold, a class is assigned. Otherwise, the rest state is
asserted.

To assign a precision to program variables (precision
tuning), we used the iterative method described in [54],
specifying a target accuracy in terms of a maximum mean
square error (1−5). The output of the tool is a list of val-
ues containing the minimum precision and the maximum
range for each variable in the program. From this list, we

TABLE 6
CCA performance.

MSE† Vectorial 2-cores 4-cores 8-cores
speed-up speed-up speed-up speed-up

CCA 3.4−6 1.3? 1.7 3.2 4.3
? PP 1.7×, CCA+FE 1.2× †Mean Square Error

associated a corresponding type (float, bfloat16, or float16).
Table 6 reports the execution time (active cycles) of the

program parts. We considered two main algorithmic steps:
the Preprocessing (PP), which includes LP filter, downsam-
pling, and HP filter; the Canonical Correlation Analysis +
Feature Extraction (CCA+FE), including QR-factorization,
SVD, CC Extraction, and Euclidian Norm. In the PP step,
we obtain 70% lower cycle count with vector execution w.r.t.
Scalar version and 20% lower cycle count in the CCA+FE
step. Hence, considering the entire processing chain, we
have gain 30% performance. Finally, we assessed that the
MSE is less than the target value set for precision tuning.

6 COMPARISON WITH THE SOA
Table 5 depicts a comparison with SoA platforms with
FP support in high-performance and embedded domains,
where performance and efficiency numbers are normalized
to 22nm technology node to ease the readability of the
results. The number of FP operations has been measured
by executing a single-precision matrix multiplication on all
the platforms. We chose this kernel since it is a standard
benchmark and its performance and power measurements
are available for all the considered architectures. Moreover,
this benchmark is embarrassingly parallel and can be highly
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Fig. 9. CCA processing chain for SSVEP systems.

optimized on all these architectures. In the last column, we
report values for three configurations of the transprecision
cluster introduced in this work, corresponding to the best
performance, the best energy efficiency, and the best area
efficiency. Comparing with high performance embedded
platform, the Tegra Xavier SoC contains eight streaming
multiprocessors (SMs) composed of four execution units.
Each execution unit includes 16 single-precision FPUs shar-
ing a register file and an instruction cache. The transpreci-
sion cluster is 53% better than an SM in terms of energy
efficiency. As regards performance, a single execution unit
is 13× faster.

As expected, the absolute performance and area effi-
ciency of platforms in the high-performance domain is
higher than the transprecision cluster due to the higher
operating frequencies. In our design, we consider the worst-
case corner for the computation of the operating frequency,
while the other solutions report silicon results or typical
corners, which is somehow penalizing for us. Nevertheless,
our solution outperforms an Ariane and is comparable
with a Hwacha vector processor. The energy efficiency of
the transprecision cluster is comparable with Snitch, NTX,
and Ara, despite these architectures are heavily special-
ized for FP-intensive computations. This outcome is due
to three main factors. First, operating at low voltage in
near-threshold operation makes the transprecision cluster
very power efficient. Second, the best solution is not to
adopt pipelining, so it does not pay the energetic overhead
of pipeline logic. Third, the support to FMA operations
increments by 2× the number of operations performed per
cycle and is highly beneficial.

With respect to Mr.Wolf, the architecture more closely re-
lated to the proposed cluster, our work delivers significantly
better performance when comparing to 32-bit floating-point
matrix multiplication. One of the reasons for the better
metrics is related to the more optimized interconnect and
sharing mechanism, granting high functional performance
(i.e., low contention on the shared units), as well as a

smaller timing pressure on the floating-point units leading
to a higher frequency, smaller area and smaller power. It
should be noted that the maximum frequency of our work
is computed in the worst-case corner, while the Mr.Wolf
frequency is measured on silicon, which is typically 20% to
30% faster than the worst-case corner. The second reason
for the better performance metrics is related to one of
the key contributions of this work: the exploration of the
parameters of the cluster to target a specific performance
metric (throughput, energy efficiency, or area efficiency).
As shown in Table 4 adapting the architectural parameters
of the cluster can have a huge impact on the different
metrics (up to 190% for performance, up to 42% for energy
efficiency, up to 40% for area efficiency), leading to up to
1.4× better performance, 1.6× better energy efficiency, and
1.8× better area efficiency compared to Mr.Wolf.

Finally, compared to most energy-efficient solutions in
Table 5, the proposed cluster provides full compiler support
and flexibility typical of high-level parallel programming
models such as OpenMP, not requiring programmers to
use low-level accelerator-centric interfaces such as OpenCL
or memory-mapped APIs or even lower-level abstractions
(e.g., inline assembly). This support is a key requirement
for the wide adoption of these solutions for near-sensor
computing.

7 CONCLUSION

In this paper, we have described the design of a trans-
precision cluster for near-sensor computing, providing a
full specification of its main components and a full soft-
ware stack to execute end-to-end applications. We have
performed a design space exploration on an FPGA emulator
varying the number of cores, the number of FPUs, and
the pipeline stages. A set of experiments on near-sensor
algorithms and an analysis based on post P&R models have
allowed us to identify the most efficient configurations.

Our experimental results show that configurations with
16 cores and private FPUs are the best solution in terms
of performance and energy efficiency, outperforming the
current state-of-the-art, while a cluster with 8 cores and 4
shared FPUs remains the best solution for area efficiency.
Moreover, these results highlight two important outcomes.
First, energy efficiency is not affected by the effectiveness
of parallelization techniques since the platform provides
effective power-saving policies to turn off cores that are not
active. Second, the trend for energy efficiency is different
from area efficiency; in the design space that we are consid-
ering, these metrics are related but do not scale with a fixed
rate. Overall, one pipeline stage is the solution providing
the best compromise in most configurations; no pipelining
can be beneficial only when energy saving is a high-priority
constraint.

These outcomes provide valuable insight to system de-
signers and engineers, and the guidelines derived by this
exploration can steer the design of future near-sensor com-
puting platforms. Finally, the discussed use case demon-
strates that this platform can be effectively used in real-life
applications characterized by strict accuracy constraints by
leveraging transprecision computing techniques.
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