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A B S T R A C T

MR fingerprinting (MRF) is an innovative approach to quantitative MRI. A typical disadvantage of dictionary-
based MRF is the explosive growth of the dictionary as a function of the number of reconstructed parameters, an
instance of the curse of dimensionality, which determines an explosion of resource requirements. In this work,
we describe a deep learning approach for MRF parameter map reconstruction using a fully connected architec-
ture. Employing simulations, we have investigated how the performance of the Neural Networks (NN) approach
scales with the number of parameters to be retrieved, compared to the standard dictionary approach. We have
also studied optimal training procedures by comparing different strategies for noise addition and parameter
space sampling, to achieve better accuracy and robustness to noise. Four MRF sequences were considered: IR-
FISP, bSSFP, IR-FISP- , and IR-bSSFP- . A comparison between NN and the dictionary approaches in recon-
structing parameter maps as a function of the number of parameters to be retrieved was performed using a nu-
merical brain phantom. Results demonstrated that training with random sampling and different levels of noise
variance yielded the best performance. NN performance was at least as good as the dictionary-based approach in
reconstructing parameter maps using Gaussian noise as a source of artifacts: the difference in performance in-
creased with the number of estimated parameters because the dictionary method suffers from the coarse resolu-
tion of the parameter space sampling. The NN proved to be more efficient in memory usage and computational
burden, and has great potential for solving large-scale MRF problems.

1. Introduction

Magnetic Resonance Fingerprinting (MRF) is a fast quantitative MRI
method able to obtain multi-parametric maps with a one-shot measure-
ment [1]; many applications of the technique have been investigated
since its birth, ranging from brain imaging [2] to body MRI [3,4].

The key idea behind MRF is to generate signals that vary as much as
possible for different tissues so that, for each voxel (a pixel in the im-
age), a so-called fingerprint of the tissue is acquired. With this aim,
MRF sequences apply a train of RF pulses whose flip angle (FA) and rep-
etition time (TR) vary according to a pattern designed to render the
magnetization evolution sensitive to several MR parameters simultane-
ously. MRF usually employs a non-Cartesian k-space sampling scheme

using variable density spirals [1,5] or radial waveforms to allow data to
be acquired rapidly [6,7].

The original data processing method is based on a pixel-wise tem-
plate matching to deal with the lack of an analytical model to describe
the magnetization response. The experimental fingerprint is matched
against a precomputed dictionary of simulated signals, and the scalar
product is usually adopted as a similarity measure. This process is com-
monly referred to as a dictionary matching procedure. The main chal-
lenges of the MRF framework, that need to be overcome before it is ac-
cepted in a clinical setting, include large dictionary size, accuracy in pa-
rameter evaluation, robustness to noise.

For example, confounding factors such as and field inhomo-
geneities are known to be a source of artifacts in MRI [8], and they have
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to be considered in MRF to improve parameter estimation [9,10]. How-
ever, the more parameters one aims to encode using the MRF frame-
work ( off resonances ( ), , etc…), the bigger is the size of
the precomputed dictionary. Large dictionaries are hard to handle be-
cause they are costly both in memory usage efficiency, occupying up to
150 GB, and in the computation time of the matching procedure [10].
Moreover, generating an entire high-resolution dictionary can result in
high computational costs when, for example, simulating the full 3D
voxel profiles to perform single-voxel proton spectroscopy with MRF
[11]. At the same time, the accuracy of parameter estimation depends
directly on the resolution of the simulated dictionary used to perform
the matching procedure. Adding new parameters to the dictionary leads
to an exponential growth of the number of entries that have to be in-
serted without affecting resolution, the so-called curse of dimensional-
ity [12]. Since both computational and memory usage limitations have
to be taken into account, the number of entries needs to be kept under
control. This increases sparsity in the dictionary, which can produce
high biases in nearest neighbor algorithms [13].

The problems arising from managing large dictionaries have driven
the MRF community toward methods that compress the size of the dic-
tionaries by applying Single Value Decomposition (SVD) to generate a
low-rank approximation of the fingerprinting signals, and reducing the
entries of the dictionaries by using polynomial fitting [14–16].

Another strategy to overcome the limitations of dictionary-based
template matching is to exploit Machine Learning. Using a supervised
training procedure, a pre-trained model can predict the MR parameters
given the experimental fingerprint as input. Among the family of ma-
chine learning algorithms, the Neural Network (NN) algorithm is par-
ticularly suited to such a task, as NNs are universal function approxima-
tors given enough training data and model complexity [17]. A suffi-
ciently large NN can learn an approximation of the Inverse Transfer
Function (ITF) that maps the experimental MRF fingerprint into the MR
parameter space. Once the NN is trained, there is no need to exhaus-
tively search a dictionary, making the prediction operation computa-
tionally more efficient with respect to template matching. More impor-
tantly, under optimal training conditions, a NN is able to generalize and
predict MR parameters of signals that were not seen during training. A
NN approach in principle can limit quantization artifacts that can arise
from a dictionary approach [18] in which template matching approxi-
mates MR parameters to those present in the dictionary.

Depending on the task and the selected architecture, NN can require
thousands of training data items, which constitutes a challenge in the
case of MRI, where data acquisition is normally both expensive and
time-consuming. However, in the MRF framework, the NN model can
be trained using simulated data. Simulating input data is the standard
way in which dictionaries are produced in MRF, and the reliability of
such dictionaries has been widely demonstrated [1]. Few studies have
investigated the feasibility of applying NNs to MRF in conjunction with
numerical simulations [19–23], with phantoms [24,25] and in vivo ac-
quisitions [24,26–30,25]. Among possible deep learning architectures,
fully-connected neural networks (FCNN) have features that make them
particularly suited to circumventing the curse of dimensionality in MRF
while maintaining most of the desirable characteristics of the original
approach. Two-dimensional convolutional neural networks (2D-CNN),
for example, which require spatial structure to be present in the train-
ing data set, take advantage of local connections and correlations [31].
Thus, real acquired data rather than simulated data are usually adopted
in 2D-CNN approaches for MRF [26,27]. However, NNs are at risk of
overfitting if the training data are insufficiently numerous or variable.
2D-CNNs add the spatial structure as a source of variability, and the
generalization capabilities of the 2D-CNNs proposed for MRF applica-
tions have not been well characterized. In contrast, FCNNs used to per-
form pixel-wise prediction tasks, without exploring neighboring pixels,
can easily be trained with simulated data. Because the network does not
take advantage of spatial information, a training data set created with

simulated MRF signals using a simple MR simulator is sufficient. Com-
bining pixel-wise processing with a training procedure based on simu-
lated data has two desirable features: the approach is inherently struc-
ture independent, since no spatial connections are taken into account;
the lack of training data will never be a problem. For these reasons, this
work focuses on the application of FCNNs to MRF. FCNNs will be re-
ferred to below simply as NNs.

Although the feasibility of NN approaches has been investigated in
previous works, [24,20,32,29] such applications are still in their in-
fancy, and the capacity of NNs to circumvent the curse of dimensional-
ity in MRF has not been deeply studied. In fact, the number of parame-
ters predicted by the NNs has always been limited to the minimum pos-
sible based on the MRF pulse sequence being considered. For example,
in [24,32], where an IR Fast Imaging with Steady state Precession (IR-
FISP)[5] sequence was used, only and were retrieved, and in [20],
where a IR balanced Steady State Precession (IR-bSSFP) [1] sequence
was used, only and off-resonances ( ) were retrieved. It is
important to study the scalability performance of NN approaches as this
allows one to assess the actual benefits of NN approaches compared to
the dictionary approach. Previously, little consideration has been given
to aspects of the training pipeline such as training set design or noise
addition strategies during training that promote accurate and robust
learning for a given MRF pulse sequence. Virtue et al. [19] constructed
the training data set by sampling the MR parameter space using a ran-
dom uniform distribution. In contrast, Hoppe et al. [20], Cohen et al.
[24] and Golbabee et al. [32] used a grid sampling of the MR parameter
space. Different strategies have been used to consider noise: in [19,20]
no noise was added during the training procedure, while in [24] white
Gaussian noise with zero mean and standard deviation was added
during the training phase.

The current work makes use of simulations and has two main goals.
The primary aim is to investigate how the performance of the NN ap-
proach scales with the number of parameters to be retrieved, compared
to the standard dictionary approach. Secondarily, different training
strategies are investigated to identify the best practices for training a
NN to allow it to learn an accurate and robust ITF for a given MRF pulse
sequence.

To achieve these aims, we first investigated how the method used to
sample parameter space, either uniform random sampling or grid sam-
pling, affected the generalization capabilities of the NN, a factor of
known importance [33,34]. We then studied noise robustness by apply-
ing different data augmentation strategies and adding white Gaussian
noise to MRF training signals. To show the generalization ability of the
NN approach and how it scales with the number of predicted MR para-
meters, in comparison with the dictionary approach, the NN has been
applied to different MRF pulse sequences. They were the IR-FISP, its
variant for estimation [9], the IR-bSSFP and a modification of it to
simultaneously estimate off-resonances ( ) and field in-
homogeneities. A numerical brain phantom has been used to assess the
performance of the NN and the standard dictionary approaches in re-
constructing MR parameter maps. Moreover, robustness to undersam-
pling has been studied by using different degrees of acceleration factor
with radial sampling.

The reported results may help to highlight the advantages of NN ap-
proaches, which can be used to estimate other relevant MR parameters
such as [35], water-fat ratio [36], and magnetization transfer [37],
without suffering the curse of dimensionality associated with dictio-
nary-based approaches.

2. Methods

2.1. MRF pulse sequences and simulations

Simulations were performed using four MRF pulse sequences: the
MRF IR-FISP pulse sequence as described in [5] that encodes and ,
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and its variant, IR-FISP , which accounts for inhomogeneity by
adding abrupt flip angle changes as described in [9]; the MRF IR-bSSFP
as described in the original MRF article [1], which encodes and

, and a modification of it, IR-bSSFP , to take field inhomo-
geneities into account. The latter sequence adds abrupt changes to the
end of the IR-bSSFP sequence, based on the same criterion used for the
IR-FISP sequence. Flip angle and time repetition patterns are de-
picted in Fig. 1.

All sequence simulations were carried out using MATLAB (Math-
Works). The Bloch equations were used for IR-bSSFP-type sequences,
while the Extended Phase Graph (EPG) algorithm [38] was used for IR-
FISP-type sequence simulations.

2.2. Noise

The noise affecting the MRF signal was modeled as white Gaussian
noise, whose variance is expressed in terms of Signal to Noise Ratio
(SNR). SNR has been defined in two ways as reported in Eqs. 1 and 2. In
Eq. 1, and represent the average power of the MRF signal
and the noise respectively, and indicates the expectation
value of the MRF signal. Eq. 2 is used when noise is added to a brain nu-
merical phantom. In this case, following [39] indicates the aver-
age signal intensity within a white matter region in the first image of
the MRF time series, while represents the standard deviation of
the noise.

Eq. 2 expresses SNR in decibels (dB), but in this work, all SNRs are
expressed on a linear scale by applying the proper conversion. The defi-
nition of SNR used during the different experiments of this work has
been indicated explicitly in the corresponding sections.

(1)

(2)

Only white Gaussian noise was used as a noise model in this work,
since it is the most common noise model for NMR simulations, and it is
widely used in MRF literature [40,39,41,24]. As the simulated MRF sig-
nal is complex, identically distributed Gaussian noise was added to the
real and imaginary parts. This indeed simulates two-channel acquisi-
tion and preserves the Rician distribution when the magnitude of the
signal is considered [42].

2.3. Fully connected neural network models

The Deep Neural Network application was developed using the
Python package Keras with the TensorFlow [43] backend.

Two NN models were defined: one architecture to process IR-FISP
data (M1), and another architecture to process IR-bSSFP data (M2).
Both of them are feed forward nets with 9 fully connected layers, and
the Rectified Linear Unit (ReLU) was used as the activation function for
the neurons in the first 8 layers, while a linear activation function was
chosen for the output layer. The NN architectures are reported in Fig. 2.
M1 takes the magnitude of the complex MR signal produced by an IR-
FISP or IR-FISP sequence as input, while M2, which is used to esti-
mate , takes as input the concatenated real and imaginary parts of
the complex MR signal produced by the IR-bSSFP or IR-bSSFP se-
quences. The output layer size matches the number of MR parameters
to be estimated. These are: and for IR-FISP; and for IR-
FISP and for IR-bSSFP and and for IR-bSSFP

Fig. 1. MRF pulse sequences used to generate the synthetic signals. (a) MRF FISP type sequences: the IR-FISP sequence (first column); the IR-FISP sequence (sec-
ond column). (b) MRF FISP type sequences: the IR-bSSFP sequence (first column); the IR-bSSFP sequence (second column)..

Fig. 2. NN architectures for model M1 (left box) and model M2 (right box). The two models are fully connected NNs with the Rectified Linear Unit (ReLU) used
as a neuron activation function for hidden layers, while a linear activation function has been used for the output layer. Blue boxes represent layers and the num-
bers inside indicate the number of neurons. Model M1 was used for IR-FISP and IR-FISP pulse sequences, whereas model M2 was used for IR-bSSFP and IR-
bSSFP sequences.
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, where indicates stationary field off-resonances, and indi-
cates excitation field inhomogeneities expressed in terms of a correc-
tion ratio, i.e. the ratio between actual and nominal flip angles.

Preliminary experiments, not presented in the current work, in
which different network sizes, batch sizes, and learning rates were
tested, guided the selected architectures. However, it is useful to high-
light some of the motivations that have driven the design of the NN
model architectures described above. A bottleneck shape was selected
for two main reasons. The first is to avoid an exploding number of
model parameters: many layers lead to overfitting since fully connected
layers with a large number of neurons rapidly increase the number of
model parameters. The second is that a bottleneck shape forces deeper
layers of the network to encode more meaningful representations [31].
Hence, fixing the number of hidden layers to seven, the size of the first
hidden layer was selected to have around the same number of entries as
the expected input, which is a 1D vector of length 1000 for model M1.
In each successive layer, the number of neurons was halved. Further tri-
als were performed by doubling all the neurons in every layer and halv-
ing the number of neurons per layer. We observed that increasing the
NN size did not significantly increase the performance of the NN model,
whereas halving the size of the NN decreased its performance. The same
criterion was used for model M2. Hence, the architecture used for IR-
bSSFPs sequences works well even for IR-FISPs sequences, whereas the
contrary does not hold. However, because computational time in-
creases as the size of the network, the smallest architecture was selected
for IR-FISPs sequences.

The training procedure was supervised, using the Mean Squared Er-
ror (MSE) between NN-estimated parameters and ground truth parame-
ters as a loss function. The Adam algorithm [44] was used for model
weight optimization. In particular, 500 epochs were used, with 1000
gradient steps for each epoch and a fixed batch size of 500. Initial learn-
ing rates were set to , for model M1, and , for model M2.
The application was run on a cluster with 16 dual-core CPUs.

2.4. Training strategies: training sets, test sets, and data augmentation

A critical step in building an NN application is the training proce-
dure. While the selection of the NN architecture determines model com-
plexity, the goal of the training procedure is to perform model regular-
ization[45] to promote learning of the target function while preventing
overfitting on unseen data. Training data set creation, [33,34] and data
augmentation through added noise [46] are important forms of model
regularization, especially when data can be simulated, as in the case of
MRF. The sampling and data augmentation strategies are described be-
low.

2.4.1. Parameter space sampling, random uniform and grid sampling
To assess the network models performance in learning the ITF de-

pending on the training set distribution, two training sets of the same
size were generated for each pulse sequence: a random uniform set, in
which parameter space is sampled using a random uniform distribution;
a gridded set, in which parameter space is sampled with a variable
mesh grid.

Table 1 summarizes the training set characteristics, where label R
refers to random sampling, whereas label G refers to grid sampling.

2.4.2. Data augmentation and preprocessing
Three data augmentation strategies were tested, by training the NN

models with different noise adding procedures:

• W/O Noise: using no data augmentation during training, which
means that only noise-free examples are fed to the NN models, as in
reference [19];

• Fixed variance: feeding the NN with noisy inputs affected by noise
with standard deviation, equal to a variance of , as in

Table 1
Summary of the training sets used to train the NN models. For G labeled sets,
the parameter spaces were sampled using the following grids, imposing the
constraint . *) and were incremented with steps of 10 ms; **) =
[10:10:800, 850:50:1000, 1100:100:2000, 2500:500:4000] ms, = [1,
10:10:300, 350:50:1000, 600:100:1000, 1500:500:3000] ms and =
[0.5:0.02:1.5]; ***) = [10, 20:20:500, 600:50:1000, 1100:100:2000,
2500:500:4000] ms, = [1, 10:10:500, 550:50:1000, 600:100:1000,
1500:500:3000] ms and = [-400:50:150, −100:10:-70, −60:2:60,
70:10:100, 150:50:400] Hz; ****) = [10, 20:20:300, 350:50:500,
600:100:1000, 1250:250:2000, 2500:500:4000], = [1, 10:10:300,
350:50:1000, 600:100:1000, 1500:500:3000] ms. = [-400:50:150,
−100:10:-70, −60:2:60, 70:10:100, 150:50:400] Hz and = [0.5:0.1:1.5].

Model Sequence Set
Label

(ms) (ms) (Hz) Count

M1 IR-FISP R1 [10
4000]

[1
3000]

0 1 75
555

G1 [10
4000]

[1
3000]

0 1

M1 IR-FISP R2 [10
4000]

[1
3000]

0 [0.5
1.5]

164
475

G2 [10
4000]

[1
3000]

0 [0.5
1.5]

M2 IR-bSSFP R3 [10
4000]

[1
3000]

[−400
400]

1 175
041

G3 [10
4000]

[1
3000]]

[−400
400]

1

M2 IR-bSSFP R4 [10
4000]

[1
3000]

[−400
400]

[0.5
1.5]

396
550

G4 [10
4000]

[1
3000]

[−400
400]

[0.5
1.5]

reference [24]. This means that the network during the training sees
just one fixed SNR given a set of MR parameters;

• Variable variance: feeding the NN with inputs affected by noise with
different variances, expressed in terms of SNRs. For each training
batch, a vector of SNRs was generated by randomly sampling the
SNR values in the range 2 to 100, so that the batch contains data
with different SNRs, and the variances of the noise added to the
batch examples are estimated using Eq. 1.

The data augmentation step was done on-line. Hence, given a train-
ing set, it was unnecessary to store any new data either in hard or in
flash memories to carry out the three data augmentation strategies. Af-
ter the data augmentation step, each input was then normalized to the
unit norm.

For each model, the performance in predicting an MR parameter
was estimated in terms of Mean Absolute Percentage Error (MAPE) of
the predicted parameter, evaluated on a test set composed of 30000 fin-
gerprints generated using the same pulse sequence used for the training
procedure, and sampling parameter space with a random uniform dis-
tribution. To test noise robustness, the prediction procedure described
was repeated giving each model data with different SNRs = [3,5,10,20,
30,40,50]. Moreover, to assess the variance of the MAPE as a function
of the SNR, for each noise level the operation was repeated 10 times.
The MAPE standard deviation was considered as a measure of variabil-
ity. The MAPE was computed following Eq. (3), where is the esti-
mated parameter value, while is the ground truth parameter value
and N is the number of examples considered.

Other error measurements used in this work are the Mean Percent-
age Error (MPE), the Absolute Error (AE), and the Root Mean Squared
Error (RMSE) defined in Eqs. (4)–(6) respectively. Lin’s concordance
coefficient ( ) [47] has been also used as a quantitative measure of
agreement.
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(3)

(4)

(5)

(6)

2.4.3. Interpolation and extrapolation capabilities of trained NN models
To address the performance of NN models M1 and M2 in interpola-

tion and extrapolation tasks, the models were required to predict MR
parameters where the parameters ranges exceed those used during
training. This experiment was conducted both for IR-FISP and IR-bSSFP
sequences, using models M1 and M2, respectively. White Gaussian
noise, with variance such that each test signal had SNR equal to 100,
was added before the prediction task.

2.5. Numerical Brain Phantom Simulations

Realistic , and maps were obtained by processing real
acquisitions downloaded from the Multi-Modal MRI Reproducibility
Resource repository. Landman et al. [48] performed MRI acquisitions
with standard quantitative protocols at 3 T: variable flip angle (VFA)
imaging for mapping; double echo time imaging for mapping; two
sequential 2D gradient-echo with different echo times for ( ) map-
ping and Actual Flip-Angle Imaging (AFI) for mapping. The in vivo
brain images acquired with these protocols were then processed with
MATLAB to obtain the quantitative maps. In particular, the qMRLab
software [49] was used to process the VFA applying correction,
since is known to be a confounding factor for the estimation of in
VFA imaging [50]. Once obtained, these quantitative maps, reported in
Fig. 3, were used as ground truth to simulate the MRF acquisition at the
single-pixel level, using the four pulse sequences described in Section 2.
1. is expressed as the ratio between the actual and nominal flip an-
gles, thus it is dimensionless. Complex white Gaussian noise was added
to simulated data using the SNR defined in Eq. 2.

Of note, all MR parameters were encoded in the MRF simulations.
Hence, the map was taken into account for all four sequences; in the
IR-FISP and IR-FISP was not be considered because it was not
encoded by the sequence, while in the IR-bSSFP sequences is en-
coded and thus it has been considered in the simulations.

For each pulse sequence, the parameter maps were reconstructed by
processing MRF data with both the trained NN models and the usual
dictionary method based on the dot product. For the latter algorithm,
the data sets G1, G2, G3, and G4 were used as dictionaries for the corre-
sponding pulse sequences. Moreover, four dictionaries with around
400000 entries each were created to test the performance of the dictio-
nary approach using dictionaries with higher resolution than those of
data sets G1 - G4. MAPE and RMSE were used as global measures of re-

construction quality, while the AE was used as a local measure. To have
a complete overview of the performance, all three errors must be as-
sessed. MAPE gives information about the mean relative error of para-
meter estimation, which has the advantage of giving an immediate
sense of global performance, but it can be misleading when very small
values, such as off-resonances, are taken into account because small
absolute errors give high relative errors. In such cases, a more reliable
global measure is the RMSE, which expresses a global error in the same
unit of measurement as the parameter considered. It is also interesting
to check a measure of local error, such as the AE, which can be used to
assess whether the error has a spatially uncorrelated distribution in the
image or whether it shows spatial structure.

3. Results

3.1. Training data distribution: Grid Vs Random sampling

Fig. 4 reports the ground truth MR parameters of the test set against
those predicted by the NN model M2, when trained either with a grid
(top raw) or randomly (bottom raw) sampled training data, for the IR-
bSSFP sequence. Data points are colored according to the value of their

off-resonances. When the NN model is trained with a grid sampled
training set, very weak agreement was found between the ground truth
values and those predicted by the NN model. Lin’s concordance coeffi-
cients were equal to 0.5, 0.1 and 0.4 for and , respectively.
From the scatter plots it is possible to observe that: i) the parameter
was correctly estimated when Hz (with sampling step
2 Hz in the training set); ii) generally showed good agreement with
GT values when was restricted to this range (green color labeled
data points in Fig. 4a); iii) had the worst level of agreement among
the MR parameters (Fig. 4b). When the training data set was created by
uniformly random sampling the MR parameter space, the M2 NN model
predictions showed strong agreement with the ground truth values.
Lin’s concordance coefficients were equal to 0.99, 0.95 and 1 for
and , respectively. Although not reported here, it is important to
note that for the IR-bSSFP-B1 sequence, the NN model M2 showed very
low agreement between predicted and ground truth MR parameters
when trained using a data set built by sampling the MR parameter space
using a grid, whereas good agreement was found when the MR parame-
ter space was sampled using a uniform random distribution.

Fig. 5 reports, for the IR-FISP- sequence, the ground truth MR pa-
rameters of the test set against those predicted by the NN model M1, for
the cases in which the model was trained by sampling the parameter
space either with a grid (top raw) or randomly (bottom raw). Data
points are colored according to the value of their inhomogeneity.
When the NN model was trained with a grid sampled training set a
weak/moderate-strong agreement was found between the ground truth
values and those predicted by the NN model. Lin’s concordance coeffi-
cients were equal to 0.99, 0.5 and 0.8, for and , respectively.
From the scatter plots it is possible to observe that had the worst
level of agreement among the MR parameters (Fig. 5b) although the
majority of the dispersion is due to data points where the GT inho-

Fig. 3. Quantitative brain maps computed from the Multi-Modal MRI Reproducibility Resource: (a) (ms), where values from 3000 ms to 4000 ms are shown as
equal to 3000 ms; (b) (ms), where values from 300 ms to 2500 ms are shown as equal to 300 ms; (c) off-resonances (Hz), where values less than
Hz are shown as equal to Hz. ; (d) , which is expressed as the ratio between the actual and nominal flip angles, thus it is dimensionless.
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Fig. 4. Predicted MR parameters against Ground Truth (GT) parameters using the NN model trained using examples generated using the IR-bSSFP pulse sequence.
Top row, NN model trained using examples sampled following a grid in the MR parameter space. Bottom row, NN model trained using examples sampled following a
uniform random distribution in the MR parameter space. The number of the examples are the same in both the training sets. Lin’s concordance coefficients are also
reported as quantitative measures of agreement. Note that the reported predictions refer to test data without added noise.

Fig. 5. Predicted MR parameters against Ground Truth (GT) parameters using the NN model trained using examples generated using the IR-FISP-B1 pulse sequence.
Top row, NN model trained using examples sampled following a grid in the MR parameter space. Bottom row, NN model trained using examples sampled following a
uniform random distribution in the MR parameter space. The number of the examples are the same in both the training sets. Lin’s concordance coefficients are also
reported as quantitative measures of agreement. Note that the reported predictions refer to test data without added noise. is expressed as the ratio between the ac-
tual and nominal flip angles, thus it is dimensionless.

mogeneity is below 1. When the training data set was created by uni-
formly random sampling the MR parameter space, the M1 NN model
predictions showed a strong agreement with the ground truth values.
Lin’s concordance coefficients were equal to 0.99, 0.96 and 0.99 for

and , respectively. Although not reported here, it is important
to note that for the IR-FISP sequence, which encodes only and the
NN model M1 showed strong agreement between predicted and ground
truth MR parameters regardless of the way in which the training set was
sampled.

In Fig. S1 of Supplementary material, the training and test losses for
models M1 and M2 are plotted as a function of the training epoch.

3.2. NN noise robustness using different noise adding strategies

MAPE of MR parameters, evaluated on test sets for different data
augmentation strategies as a function of SNR, are reported in Fig. 6 for
the four MRF sequences. The error bar indicates two standard devia-
tions of the MAPE, which comes from 10 repetitions of the prediction
procedure on noisy data. For all the MRF sequences and for all the pre-
dicted MR parameters, the NN models trained with the variable variance
strategy had the lowest increase in MAPE as SNR decreases. In particu-
lar, MAPE never went over 12% and decreases rapidly under 10%,
while, for the other parameters, MAPE was always lower than 5%. Not

6
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Fig. 6. Comparison of parameter MAPEs evaluated on test sets for NN models trained with different data augmentation strategies. Each column presents the com-
parison plots for the four pulse sequences for a specific MR parameter, i.e. (first column), (second column), (third column) and (fourth column).

using any noise adding strategy during training produced the worst re-
sults in terms of MAPE, while NN models trained using the fixed vari-
ance strategy, produced MAPEs that, for each SNR level, were higher
than those reported for the variable variance noise addition strategy, but
lower than the case in which the W/O noise strategy was employed. All
models showed low variance over experiment repetitions. The standard

deviation values were in the order of , and are barely noticeable
in the plots.

MPE as a function of SNR for the three different noise strategies and
for the four MRF sequences is shown in Fig. 7. When the variable vari-
ance strategy was used MPEs were around 0% regardless of the SNR
level. The NN models trained using the fixed variance and the W/O noise
strategies showed increased MPE with a reduction of SNR, with the NN

Fig. 7. Comparison of the parameter mean percentage errors (MPEs) evaluated on test sets for the NN models trained with different data augmentation strate-
gies. Each column presents the comparison plots for the four pulse sequences for a specific MR parameter, i.e. (first column), (second column), (third
column) and (fourth column). The variable variance strategy produces unbiased NNs models regardless of the SNR (MPE around 0%), whereas the other strategies
show increased MPE as SNR decreases.
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models trained using the W/O noise strategy showing the highest devia-
tion from a 0% MPE.

In Fig. S2 of Supplementary material, the training and test losses for
models M1 and M2 using the three noise adding strategies are plotted as
a function of the training epoch.

3.3. Interpolation and extrapolation capabilities of trained NN models

In Figs. 8 and 9 the interpolation and extrapolation capabilities of
the NN models, M1 and M2, are assessed. Considering Fig. 8 for model
M1, the results showed a very good agreement when the test examples,

never encountered during training, had MR parameters within the
training range. Lin’s coefficients were 0.99 for and , whereas agree-
ment decreased when the test signals had MR parameters partially out-
side the training ranges ( for , and for ). When all
the MR parameters characterizing the test signals were outside the
training ranges, the agreement was even worse ( for , and

for ). It is worth pointing out that Lin’s coefficient for was
significantly higher than that for when at least one parameter was in-
side the training ranges because there were many more test examples
for which was outside the training range, while was inside the

Fig. 8. IR-FISP interpolation and extrapolation capabilities. The top left plot represents the ( ) pairs used to generate the test sets, which were colored depending
on whether the ( ) pair was completely inside (blue), partially outside (orange) and completely outside (yellow) the range of and used to train the NN. On
the bottom, scatter plots between NN predicted MR parameters: (left) and (right). (top right) the Lin’s correlation coefficients regarding the scatter plots, which
were computed for the different test sets.

Fig. 9. IR-bSSFP interpolation and extrapolation capabilities. The top left plot represents the ( ) pairs used to generate the test sets, which were colored
depending on whether the ( ) pair was completely inside (blue), partially outside (orange) and completely outside (yellow) the range of and
used to train the NN. On the bottom, scatter plots between NN predicted MR parameters: (left), (central) and (right). (top right) the Lin’s correlation coeffi-
cients regarding the scatter plots, which were computed for the different test sets.
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training range, than vice versa. Looking at Fig. 9, the considerations
made for model M1 apply equally to model M2.

3.4. Brain map reconstruction: Neural Networks vs Dictionaries

In Fig. 10(a) the absolute error maps for each MR parameter, rela-
tive to NN reconstruction and dictionary matching are reported. They
were evaluated by computing, pixel-wise and for each parameter map,
the absolute error between the ground-truth and the predicted parame-
ter value. For each map, two global error estimators, and the Lin’s con-
cordance coefficient are reported at the corners of the images: the Lin’s
concordance coefficient between the ground-truth pixel values and
those reconstructed (upper left corner); the MAPE between the ground-
truth pixel values and those reconstructed (upper right corner); the
RMSE between the ground-truth pixel values and those reconstructed
(lower right corner). All the estimators refer to the brain, excluding the
scalp region. Although only the reconstructions using noisy data with
SNR = 5 are reported here, in Fig. S3 of Supplementary Material, the
RMSE between reconstructed and ground-truth values as a function of
SNR is reported.

Considering the NN reconstructions, Fig. 10(a), when was taken
into account during training, the performance increased, especially in
reconstructing the parameter map, for both the IR-FISP and the IR-
bSSFP type sequences. The Lin’s concordance coefficients did not
change substantially ( greater than or equal to 0.98 for all the
maps), but MAPE decreased from 13% to 3% for the IR-FISP type se-
quences (Fig. 10(a) (e) and (f)), and from 15% to 6% for the IR-bSSFP
type sequences (Fig. 10(a) (g) and (h)). Generally, all the NN recon-
structions had a strong level of agreement, with a always greater
than or equal to 0.97. There was no difference in terms of MAPEs
when was considered during training, compared to the case in which
it was not considered, both for NN model M1 (See Fig. 10(a) and (b))
and for M2 (See Fig. 10(a) (c) and (d)). Lastly, considering the re-
constructions (Fig. 10(a) (i) and (l)), the MAPEs were 36% and 39% for
the IR-bSSFP and IR-FISP-B1 sequences, respectively, but RMSE was in
the order of 2 Hz. It is worth noting that values were close to 0 Hz
and varied in the range [-60, 60] Hz within the numerical brain phan-
tom.

Considering the MR parameter maps reconstructions using the dic-
tionary-based approach, Fig. 10(b), for the IR-FISP type sequence when

was encoded into the dictionary estimation accuracy in reconstruct-
ing the parameter map increased. With reference to Fig. 10(b) (e)
and (f), the Lin’s concordance coefficients did not change ( = 0.98),
but MAPE decreased from 11% to 3% and RMSE from 31 ms to
22 ms, when the dictionary encoded inhomogeneity. On the con-
trary, passing from the IR-bSSFP sequence (third column in the figure)
to the IR-bSSFP-B1 sequence (fourth column), the performance in terms
of reconstruction accuracy decreased both for (MAPE increased from
3% to 6%), (MAPE increased from 13% to 16%) and (MAPE in-
creased from 12% to 25%). Overall, there was good agreement between
ground truth and dictionary matched parameters for IR-FISP and IR-
FISP-B1 sequences ( grater than or equal to 0.98 for all the parame-
ters), but there was weak agreement between ground truth and recon-
structed values for either the IR-bSSFP or the IR-bSSFP-B1 sequences
( less than or equal to 0.66).

Comparing the NN and the dictionary-based map reconstructions,
Fig. 10(a) and (b), respectively, it is possible to note that when only two
parameters were retrieved, as in the case for the IR-FISP, the accuracy
of the two reconstructions was similar. On the other hand, when four
parameters were retrieved, as in the case for the IR-bSSFP B1 sequence,
the NN produced more accurate results with less error dispersion. More-
over, in the case of IR-bSSFP type sequences the dictionary-based re-
construction estimated CSF values that were less than or equal to
600 ms, while the ground truth values went up to 2000 ms. The AEs in
the figures were clipped to 100 ms for the to enhance the contrast, so
the above-reported behavior is not detectable the AE maps. However,
the global RMSE values, which were in the order of 100 ms, are evi-
dence of this phenomenon (See Fig. 10(b) (g) and (h). The NN recon-
struction did not show this bias in the CSF region. Global RMSE was in
the order of 30 ms (See Fig. 10(a) (g) and (h).

Fig. 11 reports the errors in brain parameter maps reconstructed us-
ing four dictionaries where the number of entries was kept fixed at
around 400000 entries, i.e. at a higher resolution than those used to
reconstruct the parameter maps in 10(b). Comparing Fig. 10(a) and
Fig. 11, it is apparent that the performance of the dictionary approach
reached that of the NN approach for the IR-bSSFP sequence in terms of

Fig. 10. Absolute error maps between reconstructed and ground truth parameter maps using NN (a) and dictionary (b) approaches. Global error estimators are re-
ported on the four corners of each image: upper left corner: MAPE; upper right corner: MAPE evaluated without considering the scalp region; lower left corner:
RMSE; lower right corner: RMSE evaluated without considering the scalp region. is expressed as the ratio between the actual and nominal flip angles, thus it is
dimensionless.
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Fig. 11. Absolute error maps between NN reconstructed and ground truth pa-
rameter maps with original field inhomogeneities map at SNR = 5. All dic-
tionaries are composed of 400 000 entries. Global error estimators are reported
at the four corners of each image: the MAPE (upper left corner); MAPE evalu-
ated after excluding the scalp region (upper right corner); the RMSE (lower left
corner), and RMSE evaluated after excluding the scalp region (lower right cor-
ner). is expressed as the ratio between the actual and nominal flip angles,
thus it is dimensionless.

accuracy. However, the bias in the CSF is still present. For the IR-
bSSFP sequence, the NN maintained its superior accuracy.

To process 35,000 pixels, the NN reconstruction took about 1.5 s for
IR-FISP-type sequences and 4 s for IR-bSSFP-type sequences. No signifi-
cant changes in processing time were observed when estimating 2 or 3
parameters with the IR-FISP-type sequences, or 3 or 4 parameters with
the IR-bSSFP-type sequences. The computational time required to gen-
erate the maps reported in Fig. 10(b) with the dictonary approach were
30 s, 66 s, 71 s and 163 s for the IR-FISP, IR-FISP , IR-bSSFP and IR-
bSSFP respectively. The computational time required to generate the
maps in Fig. 11 using the dictionary approach was around 160 s.

4. Discussion

In this work, we propose a deep fully-connected neural network ap-
proach applied to voxel-wise MRF parameter map reconstruction to cir-
cumvent the curse of dimensionality that affects the gold-standard dic-
tionary approach. We tested our approach on simulated data consider-
ing four MRF pulse sequences: the IR-FISP sequence and its variant de-
signed to account for field inhomogeneities, the IR-bSSFP, and a
newly proposed variant designed to account for field inhomo-
geneities.

We first studied how the design of the training set would affect the
generalization capabilities of the NN models. We found that generating
the training data set by sampling the MR parameter space using a grid
leads to low generalizability. The method introduces a strong bias due
to its regularity, and this leads the NN to overfit the data, as shown for
the IR-FISP- and IR-bSSFP type sequences. Moreover, the finding that
for the IR-bSSFP sequence test examples characterized by in the
range [-60, 60] Hz (where the sampling step in the training set was
2 Hz) is a hint that the overfitting problem with the grid sampling is
present when the grid does not have high enough sampling resolution.
On the contrary, sampling the MR parameter space using random uni-

form distributions yielded excellent generalization capabilities regard-
less of the pulse sequence used. Although grid sampling is a reasonable
way to build dictionaries, it is not well suited to training NNs. This re-
sult is in accordance with the NN literature, where it has been shown
that grid sampling normally requires many more training examples
than random sampling to reach comparable performance [34]41. In the
context of applying NN to MRF, this is an important finding since sev-
eral published works have built training data sets using grid sampling
[20,24,32]. However, our findings may suggest that the authors were
able to efficiently train the NN models because they either limited para-
meter estimation to and using the IR-FISP sequence, [24] or lim-
ited the MR parameter range and used a densely resolved grid to con-
struct the training set [32].

We have characterized the interpolation and extrapolation capabili-
ties of the NN models under test. Those experiments showed that NN
models are reliable only for interpolation tasks, i.e. where the values of
MR parameters of unknown signals are within the ranges used during
training.

Three different data augmentation strategies were then tested with
regard to robustness to white Gaussian noise. The experiments showed
that feeding the network models with noisy data using different noise
variances yielded the best results in terms of noise robustness. The ex-
planation for this behavior is straightforward: with the Variable variance
strategy, the NNs see more data characterized by heterogeneous levels
of noise, improving generalization, while with the Fixed variance strat-
egy, the models eventually overfit for data with high SNRs, and, as ex-
pected, with the W/O Noise strategy the models perform least well in
terms of noise robustness. This is an important finding since the Fixed
variance and W/O Noise strategies have been used as data augmentation
in previously published work regarding fully connected NN applied to
MRF [19,24]. Moreover, since the noise addition is performed during
training, and no new data are stored either in hard or flash memory, the
data augmentation strategy does not affect memory usage efficiency. It
is worth pointing out that by looking at Fig. 6, the MR parameter that
shows the highest MAPE is the transverse relaxation time , even when
SNR is high. However, those MAPEs are acceptable considering the
wide range of tested SNRs, and especially the wide range of estimated

values (up to 3000 ms). MRF sequences considered in this work have
TRs in the order of 10 ms, and, considering the NMR transverse relax-
ation process, it is expected that sequences with such TRs will have
higher sensitivity when the values are in the order of the TRs em-
ployed. When relaxation times are orders of magnitude longer, we
expect the pulse sequence to be less sensitive to variations, since
there will be less transverse magnetization decay in each TR. A loss of
sensitivity is also expected when relaxation times are much shorter
than pulse TRs. In Fig. S4 of the Supplementary Material, the results of
simulations run using the IR-FISP sequence are summarized for three
sets of examples with the following relaxation times: shorter, compa-
rable, and much longer than the TRs used in the pulse sequence ( was
kept fixed at 1.5 s and no noise was added in the simulations), which
confirm a decreased sensitivity of the MRF pulse sequence when the
values are some order of magnitudes shorter or longer than the TRs
used in the sequence.

The results of the comparison between NN and dictionary-based re-
constructions of the numerical brain phantom show that NN perfor-
mance is equal to or greater than that of the dictionary-based approach,
depending on the resolution of the dictionary used to perform the re-
construction. However, an increase in the resolution of the dictionary
comes at the cost of longer computational time, whereas the NN ap-
proach has a constant computational time independent of the number
of parameters to be retrieved. A paradigmatic example of the limits of
dictionary-based approaches in the context of large MRF problems can
be seen in the fourth column of Fig. 10(b). From that figure, one can
conclude that taking field inhomogeneities into account does not im-
prove parameter estimation for IR-bSSFP sequences. In fact, errors were
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higher when field inhomogeneities were predicted in the dictionary,
which was the opposite of the expected result, and in contrast to what
was found using the NN approach. However, this finding is only due to
the number of entries of the dictionary, which was insufficient to guar-
antee an accurate sampling of the 4D MR parameter space. This is an ef-
fect of the curse of dimensionality of nearest-neighbor algorithms. With
the dictionary approach, there is a trade-off between keeping the num-
ber of dictionary entries below a reasonable number and guaranteeing a
good resolution. When larger dictionaries were used the performance of
the dictionary approach improved in accordance with the degree of im-
provement in the dictionary resolution, but at the cost of longer compu-
tational time. With the NN approach, the model learns an approxima-
tion of the ITF from a set of training examples. Once trained, the pro-
cessing is computationally fast and efficient, not requiring a large dic-
tionary stored in memory.

In MRF, the improvement of parameters estimation accuracy can be
obtained considering as many scanner imperfections as possible, such
as and inhomogeneities. With the classical dictionary-based ap-
proach to MRF, adding a parameter requires an increase in the dic-
tonary size following the power of the number of parameters to be re-
trieved. This challenges MRF applications that consider other relevant
MR parameters, such as [35], water-fat ratio [36], or magnetization
transfer [37]. These results show the advantages of NN approaches to
MR Fingerprinting parameter estimation. Thousands of training exam-
ples might be required to learn an accurate and robust ITF with NN, as
shown for the IR-bSSFP and IR-bSSFP sequences. However, because
the NN model is trained in batches, the data can be stored in the hard
disk, and just a fraction are loaded into the RAM in each step of the
training. Moreover, because the training examples are synthetic data,
one can even build the simulation step into the training pipeline, with-
out the need to store any data even on the hard disk. The code for the
simulation step should be fast and efficient, or it becomes a bottleneck
in terms of the time needed to train the network model. However, paral-
lel coding is well suited to this kind of problem and can be used to speed
up computation.

Another interesting finding that emerges from the work is that for
the IR-bSSFP sequence, the dictionary-based reconstruction produced a
systematic reduction in the estimated of the CSF region (always less
than 600 ms) compared to ground truth values (around 2000 ms). Such

shortening was not alleviated when the resolution of the dictionary
was increased, and was not observed using NN reconstruction. In the
original article [1], which used the same IR-bSSFP sequence as consid-
ered here, the authors indeed found a shortened value in the CSF re-
gion (550 ms) in their in vivo experiments. This was explained as being
probably due to out-of-plane flow in the two-dimensional imaging ex-
periment. However, in our work, no imaging scheme was used and this
suggests that such shortening could be introduced by the dictionary
matching procedure, that used the dot product as a similarity measure
(the gold-standard similarity measure used in dictionary-based MRF).
The fact that the NN model, which learns the ITF, does not present this

shortening suggests that NN may be beneficial not only from a com-
putational perspective but also in terms of accuracy. Future works will
investigate in greater depth the origin of such a difference between the
two approaches in estimating the value of CSF with the IR-bSSFP
MRF sequence.

A limitation of the current study is that it did not consider the arti-
facts that arise from k-space undersampling, which could require a fine-
tuning of the training pipeline here reported. In future works, different
noise models could be investigated to assess the generalization perfor-
mance of the NN models, as well as data preprocessing methods for
noise reduction, such as SVD or the method recently proposed by Bo et
al. [51], in which high-quality time-series images are reconstructed
from highly-aliased images. Preliminary results of this on-going study
have recently been presented [29], in which an SVD pre-processing fil-
ter in the time domain was proposed to mitigate the effect of undersam-

pling for in vivo undersampled MRF FISP data. Other recent contribu-
tions have investigated the application of FCNNs to in vivo MRF data
[28].

5. Conclusion

The set of experiments reported here allowed us to systematically
identify the best practices for training fully connected NN models to be
applied to MR parameter reconstruction with MRF. We have demon-
strated how the NN approach can circumvent the curse of dimensional-
ity, which inherently limits the scalability of dictionary-based ap-
proaches. We have also demonstrated that the dictionary-based ap-
proach could introduce a shortening in the estimation of the CSF re-
gion when using the IR-bSSFP sequence while the NN approach does
not.

Overall, the above results evince the promise of NN approaches to
MRF applications. This work may help to increase the trust of the com-
munity working in MRF in deep learning approaches, pushing finger-
printing pulse sequence design beyond the limitations affecting the dic-
tionary approach due to the curse of dimensionality, and allowing the
simultaneous consideration of more meaningful MR parameters.
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