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ExaMon-X: a Predictive Maintenance Framework for Automatic Monitoring in Industrial IoT Systems

Andrea Borghesi, Alessio Burrello, and Andrea Bartolini

Abstract—In recent years, the Industrial Internet of Things (IIoT) has led to significant steps forward in many industries, thanks to the exploitation of several technologies, ranging from Big Data processing to Artificial Intelligence (AI). Among the various IIoT scenarios, large-scale data centers can reap significant benefits from adopting Big Data analytics and AI-boosted approaches since these technologies can allow effective predictive maintenance. However, most of the off-the-shelf currently available solutions are not ideally suited to the HPC context, e.g., they do not sufficiently take into account the very heterogeneous data sources and the privacy issues which hinder the adoption of the cloud solution, or they do not fully exploit the computing capabilities available in loco in a supercomputing facility. In this paper, we tackle this issue, and we propose an IIoT holistic and vertical framework for predictive maintenance in supercomputers. The framework is based on a big lightweight data monitoring infrastructure, specialized databases suited for heterogeneous data, and a set of high-level AI-based functionalities tailored to HPC actors' specific needs. We present the deployment and assess the usage of this framework in several in-production HPC systems.

Index Terms—High Performance Computing, Industrial IoT, Industry 4.0, Predictive Maintenance, Artificial Intelligence

I. INTRODUCTION

High-Performance Computing (HPC) systems are large and complex industrial plants, which are gaining importance in today’s society and industry [1]. Recent reports quantify the Return on Investment (ROI) produced by applying HPC in an industrial environment: in Europe, each Euro invested in HPC generates, on average, 69€ in profit, while in the US, a single dollar spent in HPC generates, on average, 43$ of profit [1]. HPC systems are hosted in computing rooms, each containing multiple racks that pack tens/hundreds of computing nodes, each composed of various computing elements (CPUs/GPUs) based on multi/many-core processors. The high complexity, diversity, and heterogeneity of components of HPC systems pose enormous management challenges to maintain them operational. The complexity, scale, and cost make HPC infrastructure a perfect candidate for IIoT and industry 4.0 applications.

With increasing scale, the complexity of the maintenance rises as well (e.g., the sheer number of monitored components can overwhelm human operators), together with the operating costs[2], [3]. Fortunately, the wealth of data stirred the interest in the adoption of Artificial Intelligence (AI) methods for predictive maintenance, especially from the fields of Machine and Deep Learning (ML & DL)[4], [5]. The term predictive maintenance indicates a set of practices to intervene on IIoT systems before critical conditions might arise. This new approach is in contrast with the normal state of practice, which is based on either reactive strategies (fix a problem after its detection, risking to cause disservice) or planned maintenance interventions. However, these methods tend to result in too conservative policies (incurred in higher-than-necessary costs). Deploying AI methods in an environment with strict data security and access control requirements, such as an HPC system, imposes the end-users to develop and deploy themselves the IIoT software (SW) tools and data analytics functionalities. Hence, existing big data analytics tools are not well suited for IIoT and HPC scenarios, albeit recent research directions started to address the challenge [6], [7].

In previous works, we described a vertical and holistic IIoT monitoring framework for HPC systems called ExaMon, aimed at collecting a large amount of data from a variety of heterogeneous sources. The lower layers of ExaMon framework dealt with data gathering and storage[8]. In this paper, we present a new set of functionalities to abstract the low-level data engineer and analysts’ steps into domain-specific and more comfortable to understand functionalities. The end-users of these functions are the system administrators, the facility managers, and user support managers, who have heterogeneous backgrounds and may lack in-depth data analysis knowledge. The set of functionalities offered by ExaMon-X differ from other off-the-shelf solutions since they are tailored to the specific data center use case; in addition, they are completely and seamlessly integrated with an existing monitoring infrastructure deployed in several production systems. This constitutes a necessary first step towards the creation of a digital twins of the data center. The digital twin is a model that represents a system and its performance, enabling the description of the system itself and its dynamics, predicting its evolution, and optimising its operation, management, and maintenance. The tight integration of the low-level monitoring infrastructure and data management middleware and of the high-level AI-boosted data analytics tools is a key element for this
purpose (as highlighted by related works in the industrial domain [9]); to the best of our knowledge, very few research works adopt this vertical approach in data center and supercomputing facilities.

These functionalities were derived from the lessons learned while deploying AI methods to production HPC systems for predictive maintenance and extend ExaMon. This suite of additional functionalities is referred to as ExaMon-X. We show a set of end-to-end applications of IIoT for predictive maintenance on a datacenter. We are the first to demonstrate the deployment of predictive maintenance on a real, in-production datacenter leveraging an IIoT infrastructure.

The main contributions of this paper are:

- an empirical analysis of the predictive maintenance requirements on a real in-production datacenter;
- domain-specific functionalities for IIoT predictive maintenance on datacenters, called ExaMon-X, selected and adapted to the datacenter context after years of preliminary analysis on real production systems, e.g., identifying the most suited techniques for the common use cases and taking into account specific characteristic (heterogeneous data sources, high-performance computing capability, etc.);
- an implementation of these functionalities as an extension of ExaMon framework;
- a demonstration of the deployment and usage of ExaMon-X on an in-production tier-0 datacenter, in multiple scenarios, hence the first application of a vertical and holistic approach in a real supercomputer.

The paper is organized as follows. Section II fleshes out the IIoT and HPC context. Sec. III overviews related works Sec. IV introduces ExaMon-X, and Sec. V reports the empirical evaluation on different use cases, and Sec. VI concludes the paper.

II. IIoT AND HPC SYSTEMS

Data centers and supercomputing systems are large-scale systems composed of numerous components (up to millions) to run parallel applications (or jobs) with high computational demands, such as scientific and industrial simulations[10]. Supercomputers are IIoT systems where a huge set of hardware (HW) and SW resources can be monitored to characterize their behavior and, potentially, create digital twins for predictive maintenance tasks[11], [12], [9].

HPC systems host several actors with different roles, each with various requirements and use cases, often belonging to other organizations[13]. In this work, we classify four main categories of actors: i) system administrators, that are the people in charge of the correct functioning of the data center (from determining the job scheduling policies to fixing broken components, etc.); ii) facility managers, concerned with system-wide issues, such as energy consumption, mortgage costs, and thermal/cooling problems[14]; iii) system accountants, who need to manage and keep track of the different accounts and projects, granting access to users, and providing reports and statistics on the usage of the machines[15]; iv) HPC users, industrial and academic partners who submit jobs, and are typically interested in fast completion times and fair prices[16]. Finally, the diversity of roles implies different use-cases, which often require ad-hoc analytics solutions[17].

A specialized IIoT infrastructure for data collection and storage is required to overcome these issues, accompanied by HPC-tailored analytics and modeling functionalities[18], [19], [20]. The scope of this paper is to introduce such an infrastructure, described in Sec. IV. We will also see how we employed “standard” IIoT components and remodeled them for the HPC use-case.

Scenarios: We have identified four main use-cases that greatly benefit from holistic monitoring and big data analytics: 1) anomaly detection, 2) fault prediction, 3) job power models, and 4) thermal models for the computing resources. Anomaly detection and fault prediction are fundamental tasks for system administrators since understanding which components are broken among thousands of different sources of errors can be extremely difficult – being capable of forecasting the faults themselves – would allow scheduling maintenance operations with minimal disruption of the productivity. In the HPC field, these tasks are hugely complicated by the scarcity of labels (annotation is a costly process) and by the lack of anomalous events: datacenters are built to have as little downtime as possible, and faults are sporadic. Hence, data imbalance must be considered while creating predictive maintenance models. System administrators keep track of the system’s status in real-time; this is currently done via a disparate set of text-based status monitoring services. A graphical interface offering aggregate views of the live data enriched with fault-related information would be a great boon for their daily work in terms of ease of use and capacity to effectively convey a significant amount of information.

Facility managers are interested in faults as well. Additionally, their task is to efficiently take care of the whole infrastructure, devoting a keen interest in thermal issues that could impact the cooling systems. In this regard, thermal models describing the real-time situation (via live data graphs) of the room hosting the computing nodes and the processing elements inside each compute node to predict the evolution of the thermal dynamics would have tremendous value. Job power models can estimate HPC applications’ power (and energy) before their actual execution. This would be of great interest for system administrators (to improve job dispatching strategies [21]) and to users alike, as new pricing policies could be adopted [16]. To obtain such models, different data sources must be combined (job dispatcher information and power consumption of HW devices) and possibly aggregated values should be computed (e.g., mean values); a uniform point of access capable to abstract the multiple data sources and databases (DBs) would be beneficial.
III. Related Works

The interest in data analytics tools and ML/DL models for predictive maintenance in the IIoT field has skyrocketed in recent years. As the deluge of data collected from various sensors has been increasing, the usage of such data has gained even more importance. For this purpose, AI models showed great promise, and, in turn, big players in the market started offering a cloud-based solution to analyze big data and build ML/DL models on top of it, such as Amazon Web Service, Microsoft Azure, Google Cloud AI, Apache Spark [22], etc. We sum up the main features of these companies’ cloud in Table I. Note that all the providers have their main advantages in the hardware as a service (IaaS) and Infrastructure as a Service (IaaS), while providing little flexibility on deploying personal resources and the integration with a custom data collection system. The aim of this paper radically differs from the general-purpose solutions (Table I), since we are rather explicitly focused on the IIoT and datacenter areas, with the integration of data collection of an HPC center and predictive maintenance applications (Software as a “HPC” Service – SaaS). In this context, ad-hoc techniques and tailored models allow offering more specific solutions suited for the challenges faced by HPC systems managers, administrators, and users – facilitating their adoption through improved ease of access and interpretation.

Thus, the most appropriate comparisons for ExaMon-X are methods for data collection and analysis targeting IIoT and datacenters. In this area, the SoA is still mostly focused on the data collection infrastructure rather than developing SW tools to analyze the data, neglecting building predictive maintenance models. Very few holistic, vertical solutions encompassing all layers (from data gathering and storage to processing and analysis) have been proposed. Agelastos et al. [23] describe Lightweight Distributed Metric Service (LDMS), a distributed data collection, transport, and storage tool, which has been recently enhanced by Izadpanah et al. [24] to integrate streaming analysis capabilities. These approaches focus on offering analytics capabilities without implementing actual models. Bautista et al. [25] describe an infrastructure for extreme-scale operational data collection, known as OMNI; they focus almost exclusively on the backbone of the architecture, and in terms of higher-level services, they consider the only visualization.

In recent years, many HPC systems have started to adopt Operational Data Analytics (ODA) techniques, which extract knowledge from massive amounts of monitoring data and use it to create “digital twins” of the supercomputer improved maintenance and optimization. ODA techniques have been applied in many areas. For instance, when dealing with complex fault situations, e.g., systemic anomalies involving multiple components that cannot be detected (let alone predicted) simply by looking at threshold values and expected ranges. To this end, in recent years, several research works have attempted to build more sophisticated failure detection and prediction models. DL models are incredibly successful in contexts where anomalous behaviours might arise in a wide variety of domains [26], [27], [28]. These problems are generally framed as supervised learning tasks and trained to distinguish between abnormal and normal points. For example, Tuncer et al., as well as Netti et al. [31] both use Random Forest classifier to detect synthetic anomalies injected on historical data set collected from real supercomputers. When labels are absent or scarce, semi-supervised learning has been proposed; for instance, Borghesi et al. [32] use a type of neural network called autoencoder to learn the expected behaviour of a supercomputer and discern anomalous states due to their difference. This approach is analogous to other outlier detection techniques, such as Baseman et al. [33].

Similarly, ODA has been applied for extensive monitoring of storage systems based on hard drives. noteworthy, in huge HPC centers, the number of failures per month can be significant and impair the computation’s reliability. Xia et al. [34], a Random Forest has been employed, reaching 81.55% in predicting the hard disk failure on a time horizon of 7 days. An LSTM is used in [35] for the same task, reaching an 81.61% accuracy but with a much more complex network. Another area where ODA has shown benefits in the supercomputing context is power consumption. To implement effective policies to handle power consumption, it is generally required to have information about job power consumption before job execution. For this purpose, supervised ML models trained on historical data sets have been shown to produce very accurate results. Different types of regression models have been employed, from Support Vector Machines and linear models (see Sibbs et al. [36], [37]) to Random Forest (see Borghesi et al. [38]).

In the direction of holistic monitoring, Netti et al. propose Wintermute [39], a generic framework for online data analytics large-scale in HPC installations. Wintermute is composed by I) a manager handling the communication with data-gathering backbone, II) a query engine that exposes the available sensors to the plugins; III) the operator plugins that perform analysis; when a new analytics task needs to be performed, a new plugin needs to be developed. The main disadvantage of Wintermute is that users have to develop the plugins to perform the desired analysis and specify the sensors to be fed to the plugin, limiting Wintermute adoption to users with expert knowledge on both HPC domain and analytics models. On the contrary, ExaMon-X was created to assist inexpert users facing predictive maintenance tasks. Its functionalities can be used without developing additional components, nor it requires detailed knowledge of the underlying data collection framework.

IV. Framework Description

We identify two main blocks forming the infrastructure for the holistic monitoring of a datacenter: 1) ExaMon, the low-level data collection and storage backbone, and
TABLE I: Comparison of big clouds providers. 

<table>
<thead>
<tr>
<th>Provider</th>
<th>API &amp; Deployment</th>
<th>Location</th>
<th>Computing</th>
<th>SW Monitor</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS</td>
<td>Cloud/Buy</td>
<td>Remote</td>
<td>Local</td>
<td>✓</td>
</tr>
<tr>
<td>Azure</td>
<td>Cloud/Priv</td>
<td>Remote</td>
<td>Local</td>
<td>✓</td>
</tr>
<tr>
<td>Google</td>
<td>Cloud/Priv</td>
<td>Remote</td>
<td>Local</td>
<td>✓</td>
</tr>
<tr>
<td>Our Work</td>
<td>Cloud/Priv</td>
<td>Remote</td>
<td>Local</td>
<td>✓</td>
</tr>
</tbody>
</table>


The collected metrics are stored on a distributed and scalable time series DB, KairosDB, built on top of a NoSQL DB, Apache Cassandra as back-end. A specific MQTT subscriber (MQTT2Kairos) is implemented to bridge the MQTT protocol and the KairosDB data insertion mechanism. The bridge leverages the particular MQTT topics structure to compose the KairosDB insertion statement automatically. This gives a twofold advantage: first, it lowers the computational overhead of the bridge since it is reduced to a string parsing operation per message; and secondly, it makes it easy to form the DB query starting only from the knowledge of the matching MQTT topic.

A. ExaMon-X

The paper’s main contribution is a suite of functionalities for predictive maintenance, which can exploit both the data stored in the DB and the online data stream – ExaMon-X. The functionalities are explicitly tailored to HPC requirements, such as handling large amount of heterogeneous data. ExaMon-X users can use the proposed functionalities independently to perform simple tasks (e.g., retrieving data from the DB or processing it) or combining them to perform macro-activities composed of a sequence of functions (e.g., anomaly prediction with a DL model). The use cases described in Sec. V show the combination of multiple simpler functions for high-level goals. We implemented ExaMon-X in Python.

We grouped the proposed functionalities into eight different subgroups. 1) A “client” interface for the data collection and storage back-end (ExaMon), devoted to retrieving data and exposing it to other services – Examon-client offers three access modes: a) noSQL queries, b) SQL-like queries, and c) time traces queries; the different types of data access are helpful as some tasks require a large historical data set (e.g., DL models training), while others need fast access to streaming data (e.g., real-time thermal prediction based on regression models). 2) Examon-dataset functionalities deal with data management and representation, providing services to merge multiple data sources (data collected in HPC systems usually comes from thousands of different sensors monitoring different components of the machines), create data frames, and split the data in training, validation, and test sets; additionally, specific pre-processing functions fix potential issues from the removal of invalid values and gaps filling (e.g., time-series pre-processing through value interpolation) to
functions address this issue via data augmentation (oversampling, i.e., the creation of synthetic data to increase the number of samples in the minority class) or reduction (undersampling, i.e., removal of samples from the majority class).

As data collected in HPC systems come from many heterogeneous sources, they tend to have different orders of magnitude, depending on the sensor type (e.g., clock frequency measured in Hertz or temperature measured in Celsius degrees) and calibration. ML/DL models are easier to train if data share the same scale – 4) **Examon-normalization** functions provide this functionality by applying standardization (subtract the mean value and scaling to unit variance to obtain normally distributed data. Then 5) **Examon-model functionalities** create the actual ML/DL models. At the moment, the models offered are the following: a) regression models (linear and non-linear), b) Random Forest (RF), c) Temporal Convolutional Neural Networks (TCN), d) semi-supervised autoencoder networks (AE), e) autoencoder networks plus a supervised classifier. These models are implemented using Python modules Scikit-learn and Tensorflow and were selected as the most suited to the HPC context, as demonstrated in years of experimental evaluation with IIoT and datacenters. The details of the ML models used will be provided in the section describing the use cases (Sec. V).

After having created the model, 6) the training takes place using the services in **Examon-training**; the training can either use streams or batches of online data or historical data sets stored in ExaMon long-term DBs. The same three options are also available at inference time, when the trained model is put into use; 7) **inference functionalities** are grouped in the **Examon-inference** area. In most scenarios, training will employ historical data, as a large amount of data leads to more accurate DL models; the inference is typically used on streams or batches of online data. 8) Finally, **Examon-reporting** regards the presentation of the results, done via statistical (textual) reports, live graphs (for instances with tools such as Grafana), or alerts reporting services.

Table II summarizes ExaMon-X functionalities, together with their algorithmic complexity. The leftmost column indicates the macro-area. The second column lists the functions implemented in each category; the third column reports the complexity of the used technique; the last column maps the functions to the four use cases (using the acronym for saving space). As complexity, we report that of the general case. Consider for instance **Examon-client**. The complexity of database queries strongly depends on the operation (e.g., read or write) and on the presence of specialized support structures (e.g., indexes of various types). As it would have been extremely space-consuming (and probably not useful for a reader), we report only the complexity of the read operation in the general case, that is $O(\log(N))$, with $N$ being the number of rows/tuples. For some functionalities, no complexity was reported (indicated with the string “n.a.” in the corresponding row), as it would be trivial or not relevant, e.g., producing a report or the creation of a DL model, which corresponds to simply defining the model.

<table>
<thead>
<tr>
<th>Component</th>
<th>Complexity</th>
<th>Use-Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex-client</td>
<td>$O(N)$</td>
<td>AD</td>
</tr>
<tr>
<td>Time traces</td>
<td>$O(N)$</td>
<td>AD, TP</td>
</tr>
<tr>
<td>SQL-like</td>
<td>$O(\log(N))$</td>
<td>AD</td>
</tr>
<tr>
<td>Data frame</td>
<td>$O(\log(N))$</td>
<td>AD</td>
</tr>
<tr>
<td>Sources merge</td>
<td>$O(N \times \log(N))$</td>
<td>AD, AP, JP</td>
</tr>
<tr>
<td>Time-series</td>
<td>$O(N)$</td>
<td>AD, AP</td>
</tr>
<tr>
<td>Train / test</td>
<td>$O(\log(N))$</td>
<td>AD, AP</td>
</tr>
<tr>
<td>Ex-model</td>
<td>$O(\log(N))$</td>
<td>AD, AP, JP</td>
</tr>
<tr>
<td>Regression</td>
<td>$O(N)$</td>
<td>AD, AP</td>
</tr>
<tr>
<td>Batch</td>
<td>$O(\log(N))$</td>
<td>AD, AP</td>
</tr>
<tr>
<td>Historical</td>
<td>$O(\log(N))$</td>
<td>AD, AP</td>
</tr>
<tr>
<td>Alerts</td>
<td>$O(\log(N))$</td>
<td>AD, AP</td>
</tr>
<tr>
<td>Ex-report</td>
<td>$O(\log(N))$</td>
<td>AD, AP</td>
</tr>
<tr>
<td>Live graphs</td>
<td>$O(\log(N))$</td>
<td>AD, AP, JP</td>
</tr>
</tbody>
</table>

* Complexity is directly related to the machine/deep learning model employed.

### TABLE II: The components of ExaMon-X and their intersection with the considered use cases. Legend: N: number of samples, M: number of second source samples, Ti: number of classes, f: features, k: neighbours, AD: Anomaly Detection, AP: Anomaly Prediction, JP: Job Power Prediction, TP: Thermal Prediction.

### V. EXPERIMENTAL USE CASES

ExaMon-X has been deployed in different production supercomputers hosted by CINECA\(^1\) and used to investigate multiple research directions. In this section, we describe the different machines where ExaMon-X is adopted; we discuss applications and insights gained through its execution, together with the HPC maintenance improvement. Fig.2 shows the workflows for the four use cases, highlighting the usage of ExaMon-X functionalities.

#### A. Anomaly Detection in HPC Systems

As HPC facilities comprise several thousands of parts, a critical issue for operating ever-increasing machines is the identification of faulty, broken, or miss-behaving components, namely the detecting anomalies. This is a non-trivial challenge that is typically performed by system administrator with non-negligible costs, hence the research of automated methods for anomaly detection has been a really hot topic. ExaMon and ExaMon-X have been deployed on two supercomputers hosted at CINECA, and used to detect faulty node states, performing the detection both on the cloud and on the edge; the supercomputers are D.A.V.I.D.E.[48] (where ExaMon was deployed since November 2017 until December 2019, at its dismissal) and Marconi\(^2\), the tier-0 system currently in production (where ExaMon started to be operative in mid-2018).

\(^1\)The largest Italian computing centre, residing in Bologna. ExaMon has been deployed on CINECA machines since 2017[47].

\(^2\)https://www.hpc.cineca.it/hardware/marconi
of the approach[32]. To summarize, it is based on a autoencoder neural network, trained using only normal data (one network for supercomputing node); in this way the autoencoder learns the correct behaviour of a node. The reconstruction error is then used to recognize anomalous data points. The semi-supervised approach was experimentally proven to be very effective, with accuracy in the 90%-95% range – on par with most methods from the state-of-the-art. In particular, the average weighted F-score over all tested nodes is 0.935, with standard deviation equal to 0.072.

2) Marconi: As in D.A.V.I.D.E. case, in Marconi as well we consider node-level anomalies, but now the faults are not only due to wrong configurations but can be generated by a variety of causes. To train the models in a supervised setting, we exploit the labels collected via Nagios. The workflow adopted in Marconi is depicted in Figure 2a. The initial step is to retrieve the data from ExaMon backbone, using Examon-client. The raw data is then processed to be made more suitable for learning tasks: first, data coming from multiple sources is aggregated, merging the measurements coming from physical sensors on Marconi computing nodes with the the node status registered by Nagios (the labels in this task). The merged data is then formatted as Pandas data frame, which are in turn divided in training, validation, and test sets; all these actions were performed with Examon-dataset functions. After data pre-processing, the most suitable DL model is chosen and created, namely an undercomplete autoencoder network for feature extraction; this autoencoder is pre-trained in an unsupervised manner (minimizing the reconstruction error). On top of the autoencoder two classification layers have been added, culminating in a softmax layer; these latter layers are trained using the labels (provided by Nagios) by minimizing the categorical cross-entropy. Fig. 3 portrays the scheme of the autoencoder network plus the

![Fig. 2: ExaMon-X workflows for the four use cases: a) AD, b) AP, c) JP, d) TP.](image-url)
classifier layers. The user can either specify the desired hyperparameters that characterize the DL model (number of layers, batch size, etc), or can rely on the fine-tuning mechanism implemented by Examon-model; the fine-tuning is performed on validation data and it is based on Bayesian Optimization (we exploit the Python library hyperopt [50]). After the model creation, it has to be trained using batches of historical data (Examon-train) and then validated and used, both on batches of data or directly on data streams (Examon-inference).

Finally, the classifier is tested on a subset of the data set collected in each node. Table IV reports the results of the experimental evaluation conducted on data collected from 20 nodes of Marconi in two distinct months of production, January and May 2020. For comparison, we report as well the results obtained with the semi-supervised autoencoder (“AE Semi-sup.”), to highlight the benefits brought by the labels in terms of detection accuracy. Overall, the results are very good, with an F-score equal to 0.85, considering both time periods. These numbers are slightly worse compared with other supervised methods from the literature, such as [30], [31], where accuracy is in the 95%-98% range. However, we are the first to demonstrate the potential of the supervised ML approach on a real supercomputer, with actual (and not injected) anomalies.

B. Failure Prediction of Hard Disks

The reliability of Hard Disk (HD) in HPC centers is a critical problem. Despite single HDs having very low failure probability (corresponding to a high Mean Time To Failure (MTTF)), given the high number of HDs in an HPC center, the likelihood that “at least one HD fails in this week” could be an order of magnitude higher. In particular, if $Y$ indicates the failure event, $X$ the probability of an HD to be in a normal state, and $n$ the number of HDs in the HPC center, the probability above can be computed as $P[Y] = 1 - (P[X])^n$. Although $(P[X])$ is $\sim 1$, with $n \to \infty$, we have $(P[X])^n \to 0$.

Current solutions for this problem are based on the redundancy of HDs, using different levels of Redundant Array of Independent Disks (RAID) to store multiple copies of data, and on hot-spare disks, unused HDs that can replace the broken ones. While these systems are expensive and can lead to a shut down of the services, modern solutions include predictive maintenance techniques that couple a continuous monitoring framework of disks with ML predictive algorithms to anticipate HDs failure. A flag is raised when the algorithm predicts an incoming failure, allowing to replace the HD, copy the data, or schedule a maintenance intervention [51]. To monitor the health status of drives, the producers provide Self-Monitoring Analysis and Reporting Technology (S.M.A.R.T.), a series of features including disk temperatures, failures in reading/writing sensors, and many others. In our case, to improve the current HD monitoring, we collect these SMART features utilizing ExaMon, that daily stores the S.M.A.R.T. features from all the HDs. On top of this, ExaMon-X is used to process these data (workflow depicted in Fig.2b). It provides a series of flags for each HD and daily periodicity, to alert a human controller to check the HD status. Notably, using ExaMon-X we can automatically pair the data collection of S.M.A.R.T. features stored in a time-sequential DB, with the predictive algorithm.

The core of the pipeline is constituted by a Temporal Convolutional Network depicted in Fig. 4, a new network topology based on Convolutional Neural Networks (CNN) that has demonstrated excellent performance for time series processing [52]. The main difference compared to classical CNNs is the introduction of the Dilation, which increases the receptive field of 1D convolutions without increasing the filters sizes by applying a fixed step $d$ between the input samples processed by each filter. We deploy on ExaMon-X a TCN with 3 convolutional blocks for our failure prediction. Each block contains two convolutional layers and one pooling layer each, which expand the channels to 32, 64, and 128, respectively, while reducing...
The average power consumption is an important metric for HPC jobs. To predict the power consumption, we have developed a model that can be used to estimate the power consumption before the job execution. This helps in optimizing and capping a data center’s power consumption, which is a widely recognized issue for supercomputers.

By applying ExaMon-X to collect and process the S.M.A.R.T. features for predictive maintenance of HDs, we can achieve a substantial reduction of maintenance cost. In Fig. 5, we report the difference between three maintenance policies in a simulated scenario: restorative, timely-scheduled, and predictive. Considering a FDR of 89.1%, we can prevent 9 out of 10 disk failures without reducing the system redundancy or interrupting its service, as it always happens in restorative maintenance. On the other hand, we have a non-null probability of predicting a false alarm, resulting in an unnecessary substitution. However, HDs vendors freely provide new HDs to replace end-of-life HDs, which are tested and possibly commercialized again. Thus false alarms are not too expensive.

### C. Job Power Prediction

As energy consumption is a widely recognized issue for supercomputers, there exist several techniques to reduce it[47]. Software-based techniques usually operate at the job scheduling level, by balancing the workload according to the estimated power consumption. Thus, it is very important to predict the power consumption of HPC jobs before their execution; this can be done with ExaMon-X by merging different data sources (e.g., job dispatcher and HW sensors) to build predictive models. We collected 12 months of data from Marconi and used it to train ML models and to test their predictive capabilities; ExaMon-client was used to retrieve data stored in Cassandra DB via SQL-like queries. For every completed job ExaMon stores information available at submission time, such as job user, account, requested duration and HW resources, etc; the metrics collected during the lifetime of the job on the execution nodes were also collected and stored in an aggregated fashion (mean value over the whole job duration). Hence, we have the average power consumption

<table>
<thead>
<tr>
<th>Month</th>
<th>Method</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>TNR</th>
<th>TPR</th>
<th>Prec.</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan. 2020</td>
<td>AE Semi-sup.</td>
<td>7.4</td>
<td>5489.0</td>
<td>199.56</td>
<td>15.1</td>
<td>0.96</td>
<td>0.33</td>
<td>0.04</td>
<td>0.33</td>
<td>0.06</td>
</tr>
<tr>
<td>Jan. 2020</td>
<td>AE + Classr.</td>
<td>19.7</td>
<td>5669.6</td>
<td>9.1</td>
<td>2.8</td>
<td>1.0</td>
<td>0.88</td>
<td>0.68</td>
<td>0.88</td>
<td>0.77</td>
</tr>
<tr>
<td>May 2020</td>
<td>AE Semi-sup.</td>
<td>47.9</td>
<td>6932.4</td>
<td>237.6</td>
<td>146.9</td>
<td>0.97</td>
<td>0.25</td>
<td>0.17</td>
<td>0.25</td>
<td>0.2</td>
</tr>
<tr>
<td>May 2020</td>
<td>AE + Classr.</td>
<td>186.4</td>
<td>6932.3</td>
<td>50.4</td>
<td>8.3</td>
<td>0.99</td>
<td>0.96</td>
<td>0.79</td>
<td>0.96</td>
<td>0.86</td>
</tr>
<tr>
<td>Jan. &amp; May</td>
<td>AE Semi-sup.</td>
<td>55.3</td>
<td>12221.4</td>
<td>437.16</td>
<td>162.0</td>
<td>0.97</td>
<td>0.25</td>
<td>0.11</td>
<td>0.25</td>
<td>0.16</td>
</tr>
<tr>
<td>Jan. &amp; May</td>
<td>AE + Classr.</td>
<td>206.1</td>
<td>12601.9</td>
<td>59.5</td>
<td>11.1</td>
<td>1.0</td>
<td>0.95</td>
<td>0.78</td>
<td>0.95</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Fig. 6: Job power prediction use case: errors histogram for each completed job, and we used this data to train and test a ML model. We opted for a Random Forest regressor, as previous works in the HPC settings revealed it to be a good choice, in terms of model’s accuracy and ease of training [38].

The accuracy of the power estimation is by the prediction error. The Absolute Percentage Error is computed as $\text{error} = \frac{\text{pred} - \text{real}}{\text{real}} \times 100$. The Mean Absolute Percentage Error (the average value computed considering all jobs in the test set), or MAPE, is equal to 7.35%, quite a good value. Figure 6 plots the histogram of the estimation errors. The $x$-axis specifies the percentage error while in the $y$-axis there is the number jobs predicted with such error. The histogram agrees with the results of the numerical analysis, with the vast majority of jobs having a percentage error smaller than 5%.

### D. Thermal Prediction in HPC Systems

Optimizing and capping a data center’s power consumption tackles only the first half, namely the power distribution, of the compute nodes’ power dissipation issue. The second half consists of the thermal dissipation problem. Each core in the processors of the data center’s computing node needs to operate below a critical temperature, after which the silicon starts to wear out. By leveraging the proposed ExaMon-X interface, we aim to predict each core’s temperature inside the processors, relying on the dissipated power and the previous temperature of the core and of its neighboring cores. Unlike the last use case, here we aim to extract a compact but physically valid, predictive model by means of numerical regression. For this purpose, we choose to implement an Auto-Regressive with eXogenous input model (ARX), which matches the regression model of an input-output dynamic system. Previous works ([54]) revealed that the (±1°C) quantization

error in the temperature readings of the core temperature’s integrated sensors induces a bias in the ARX model. To overcome this limitation, an approach proposed in the SoA is to use a MISO ARX model with additive output noise, which we will refer to as ARX+noise in the remainder[55]. The MISO model, which represents the thermal dynamics of a single core of a node, and links the core’s temperature (model output) to the powers of all the node’s cores (model inputs), is reported in Eq.(1)

\[
\bar{T}(t) + \sum_{i=1}^{n} a_i T(t - i) = \sum_{k=0}^{N_c} \sum_{i=1}^{n} b_{ki} P_k(t - i) + w(t) \tag{1}
\]

\[
T(t) = \bar{T}(t) + v(t), \tag{2}
\]

where \(N_c\) is the number of cores of the node, \(n\) is the model order, \(\bar{T}(t)\) is the actual (unknown) core temperature, \(P_1, \ldots, P_{N_c}\) are the dissipated powers of all the cores of the node, and \(P_0\) denotes the power dissipated by other components which are not cores. \(w(t)\) is the equation error (process noise), assumed to be a zero-mean white process with variance \(\sigma_w^2\). \(T(t)\) is the measured core temperature, \(v(t)\) is the additive measurement error, assumed to be a zero-mean white process with variance \(\sigma_v^2\), uncorrelated with \(w(t)\). The parameters \(a, b\) are the regression parameters that compose each core’s learned compact thermal model in the system.

Although the ARX+NOISE model matches the physics of the HPC thermal dissipation problem (as shown in fig.7), obtaining a estimation error below \(\pm 1^\circ\)C requires a training set with input traces with a persistent excitation condition[55]. Unfortunately, it is impossible to guarantee that each segment of a user application generates a white input stress pattern in the core’s power consumption. It is then required to divide the input-output monitored trace into sub-segments and to apply a pre-filtering action to each of them; the filter consists of a convolutional networks (CNN) trained to detect if a given segment fulfills the persistent excitation constraints and could lead to robust parameters for the regression model. The architecture is made of four 1D convolutional layers, each one doubling the number of channels of its input, followed by max-pooling. Finally in the last layer there is an adaptive average pooling to bring down the dimension of the time trace to one followed by a softmax classification layer. In the training phase, a dropout layer was also inserted before the average pooling, with a drop probability of 0.5. As loss function we used binary cross-entropy.

Fig.2d depicts the block diagram of the proposed data processing pipeline in ExaMon-X, where the NN-based filtering is done before updating the a,b regression parameters used to forecast the processor temperatures (implemented using the Ex-inference Real-Time functionality).

### Table V: Comparison with state-of-the-art

<table>
<thead>
<tr>
<th>Method</th>
<th>Performance</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anomaly Detection in HPC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ExaMon-X</td>
<td>F-score: 0.85</td>
<td>Production Anomalies</td>
</tr>
<tr>
<td>Tuner et al.[30]</td>
<td>F-score: 0.96</td>
<td>Simulated Anomalies</td>
</tr>
<tr>
<td>Borghesi et al.[32]</td>
<td>F-score: 0.93</td>
<td>Injected Anomalies</td>
</tr>
<tr>
<td>Failure Prediction in HD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ExaMon-X(TCN)</td>
<td>Acc.: 89.1%</td>
<td>Blackbaze dataset</td>
</tr>
<tr>
<td>Xiao et al [34]</td>
<td>Acc.: 81.55%</td>
<td>Blackbaze dataset</td>
</tr>
<tr>
<td>Aggarwal et al [35]</td>
<td>Acc.: 81.61%</td>
<td>Blackbaze dataset</td>
</tr>
<tr>
<td>Job Power Prediction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ExaMon-X</td>
<td>MAPE: 7.35</td>
<td>Production system</td>
</tr>
<tr>
<td>Sirbu et al[36]</td>
<td>MAPE: 4.5</td>
<td>Pre-production system</td>
</tr>
<tr>
<td>Borghesi et al.[38]</td>
<td>MAPE: 8.2</td>
<td>Pre-production system</td>
</tr>
<tr>
<td>Thermal Prediction in HPC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diversi et al[54]</td>
<td>Acc.: 44%</td>
<td>w/o NN filter</td>
</tr>
<tr>
<td>ExaMon-X</td>
<td>Acc.: 96%</td>
<td>w. NN filter</td>
</tr>
</tbody>
</table>

E. State-of-the-Art Comparison & Time complexity

After having considered each use case singularly, we provide a synthetic overview for comparing ExaMon-X results and the state-of-the-art, shown in Table V. There are three columns: the first one indicates the method used (presenting both ExaMon-X and the top-performing approaches from the literature), the second column reports the performance metric, and the final column provides some additional notes highlighting key aspects of the data.

Although several performance metrics can be adopted, we chose the most representative one for each use case (according to the literature): 1) F-score for anomaly detection, 2) accuracy for failure prediction, 3) Mean Average Percentage Error for the power prediction, and 4) accuracy of the correctly classified windows (as percentage) for thermal prediction. As state-of-the-art, we selected the best performing techniques described in Sec. III, and we report the performance numbers presented in the papers; in the thermal prediction use case (Sec. V-D) there is no directly comparable technique, thus we report the improvement to the ARX model obtained by using the MISO ARX+noise model and the CNN-based pre-filtering. The reported numbers clearly demonstrate how ExaMon-X has a performance that is on par with the state-of-the-art while being extraordinarily generic and easy to use.

Finally, in Table VI we also report the times required to perform the different tasks which make the use cases up; the measurement unit is provided in the table. For each use case there are two columns, one reporting the time needed to perform the operation indicated by the corresponding row (see the left-most column) and one providing additional details. In the anomaly detection (AD) use case the training time refers to the time required...
to train a node-specific model, as in this case each HPC node has an associated model; in the thermal prediction (TP) case we report the time required to train the 16 models relative to a specific HPC node - in this case there is a model for each core.

VI. CONCLUSION

This paper introduces ExaMon-X, a suite of functionalities for predictive maintenance in HPC systems, developed using ML techniques. ExaMon-X is built on top of ExaMon, a framework for data gathering and processing built for IIoT and big data capabilities. As the HPC context poses unique challenges, general-purpose tools (e.g., cloud and data analysis providers) are not well suited. On the contrary, the computational resources available in supercomputers allow for local deployment of data analytics capabilities. The final result of our work is a vertical and open-source infrastructure that enables the adoption of tailored solutions for optimizing the management of HPC systems and predictive maintenance. We describe the functionalities and their implementation and then show how they were deployed and used in real in-production supercomputers. We demonstrate the effectiveness of ExaMon-X in tackling various challenges in the HPC context, considering real, production HPC machines.

Several challenges to the wide adoption in the HPC context still need to be addressed. In the short term, the DL models presented in this paper need to be enhanced and extended. For instance, the failure prediction is currently restricted to specific components of the supercomputing nodes (the hard disks). At the same time, we plan to study how to forecast/anticipate the insurgency of node-wide anomalies (i.e., moving from anomaly detection to anomaly prediction). Another critical aspect in IIoT scenarios is the capability to estimate the Remaining Useful Life of components. We plan to add to ExaMon-X new DL models for this purpose (in particular, we started preliminary experiments with Long-Short Term Memory Networks). Additionally, so far we have not fully considered two broad classes of faults: I) bugs in the applications submitted by users and II) internal network problems; in both cases, we should potentially need to install additional sensors in the monitoring infrastructure (ExaMon) to create a more accurate digital twin of the supercomputer. In the long term, we will move from predictive maintenance to prescriptive maintenance. The predictive models will be used within an optimization framework to assist the decision making of system owners and administrators. For instance, the models predict when an HW component is going to break and are used to plan a maintenance schedule that minimizes the risk of downtime while keeping costs under a given budget.
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