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Abstract: Given a Lie superalgebra g with a subalgebra g≥0, and a finite-dimensional
irreducible g≥0-module F , the induced g-module M(F) = U(g) ⊗U(g≥0) F is called a
finite Verma module. In the present paper we classify the non-irreducible finite Verma
modules over the largest exceptional linearly compact Lie superalgebra g = E(5, 10)
with the subalgebra g≥0 of minimal codimension. This is done via classification of
all singular vectors in the modules M(F). Besides known singular vectors of degree
1,2,3,4 and 5, we discover two new singular vectors, of degrees 7 and 11. We show that
the corresponding morphisms of finite Verma modules of degree 1,4,7, and 11 can be
arranged in an infinite number of bilateral infinite complexes, which may be viewed as
“exceptional” de Rham complexes for E(5, 10).

1. Introduction

Recall that a linearly compact Lie (super)algebra g is defined by the property that, viewed
as a vector space, g is linearly compact. According to E. Cartan’s classification, the list
of infinite-dimensional simple linearly compact Lie algebras consists of four Lie–Cartan
series: Wn , Sn , Hn , and Kn .

The infinite-dimensional simple linearly compact Lie superalgebras were classified
in [6] and explicitely described in [5]; all their maximal open subalgebras were classified
in [4]. The complete list consists of ten “classical” series (which include the Lie–Cartan
series), andfive exceptional examples, denoted by E(1, 6), E(3, 6), E(3, 8), E(4, 4), and
E(5, 10). With the exception of E(4, 4), these Lie superalgebras carry a Z–gradation,
compatible with the parity:

g =
⊕

j≥−d

g j ,

where d = 2 for E(1, 6), E(3, 6) and E(5, 10), and d = 3 for E(3, 8). Then g≥0 :=
⊕ j≥0g j is a maximal open subalgebra of g of minimal codimension. In the case of
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g = E(3, 6) and E(3, 8) the subalgebra g0 is isomorphic to sl3 ⊕ sl2 ⊕ C, and for
g = E(5, 10), g0 is isomorphic to sl5, which hints to connections to particle physics [8].

Let F be an irreducible finite-dimensional g0-module, extend it to g≥0 by letting all
g j with j > 0 act by 0, and consider the finite Verma g-module

M(F) = U(g) ⊗U(g≥0) F,

where M(F) is viewed as a vector space with discrete topology. These modules are
especially interesting since their topological duals are linearly compact.

The first problem of representation theory of linearly compact Lie superalgebras is
to classify their degenerate (i.e., non-irreducible) finite Verma modules and morphisms
between them. This is equivalent to classification of singular vectors in these modules,
i.e., those which are annihilated by g j with j ≥ 1. This problem was solved for Lie
algebrasWn , Sn and Hn byRudakov [11,12]. In particular, he showed that the degenerate
finiteWn-modules form the deRhamcomplex in a formal neighborhood of 0 inCn (rather
its topological dual).

In a series of papers [7,8,10] this problem was solved for the exceptional linearly
compact Lie superalgebra E(3, 6). It turned out that all the morphisms between the
degenerate finite Verma modules over E(3, 6) can be arranged in an infinite number
of complexes, and cohomology of these complexes was computed in [8] as well. The
most difficult technical part of this work is [10], where all singular vectors have been
classified.

In the subsequent paper [9] a solution to this problem was announced for E(3, 8),
and a conjecture on classification of degenerate finite Verma modules for E(5, 10) was
posed, motivated by the singular vectors of degree 1 constructed there (the degree on
M(F) = U(g<0) ⊗ F is induced by the degree on g<0 = ⊕ j<0g j ). In a more recent
paper [13] it was proved that these are all singular vectors of degree 1, and also some
singular vectors of degree 2,3,4 and 5 have been constructed. In the subsequent paper
[2] it was shown that the singular vectors of degree less than or equal to 3 constructed
by Rudakov are all singular vectors of degree less than or equal to 3. Actually, the
morphisms of degrees 2, 3 and 5 corresponding to singular vectors constructed in [13]
are composition of morphisms of degree 1 and 4, and the morphisms of degree 1 and 4
can be arranged in an infinite number of infinite complexes [13]. However, in Fig. 2 of
[13] there are two notable gaps in the complexes.

The key discovery of the present paper is the existence of morphisms of degree 7 and
11, which fill these gaps (see Fig. 4).Moreover, we show that there are no further singular
vectors (Theorem 10.1), thereby proving the conjecture from [9] on classification of
degenerate finite Verma modules over E(5, 10).

The proof of Theorem 10.1 goes as follows. First, using a result from [12] on Sn-
modules for n = 5, which is the even part of E(5, 10), we show that there are no singular
vectors of degree greater than 14. Next we find that for degrees between 11 and 14 there
is only one singular vector, it has degree 11 and defines a morphism from M(C5) to
M(C5∗

), where C
5 is the standard sl5-module and C

5∗
its dual. After that, using the

techniques of [2], we show that in degrees between 6 and 10 the only singular vector has
degree 7 and it defines a morphism from M(S2C5) to M(S2C5∗

). These are precisely
the two morphisms, missing in Fig. 2 of [13]. Finally, we show that in degrees less than
or equal to 6 there are no other singular vectors as compared to [13]. The calculations
involve solution of large systems of linear equations, which are performed with the aid
of computer. Note also that the construction of morphisms is facilitated by the duality,
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constructed in [3], such that the morphism M(F) → M(F1) induces the morphism
M(F1)∗ → M(F)∗ and for E(5, 10) has the property that M(F)∗ = M(F∗).

We have learned recently that Daniele Brilli obtained in [1] the upper bound 12 on the
degrees of singular vectors for finite Vermamodules over E(5, 10), using the techniques
of representation theory of Lie pseudoalgebras.

2. Preliminaries

We let N = {0, 1, 2, 3, . . . } be the set of non-negative integers and for n ∈ N we set
[n] = {i ∈ N | 1 ≤ i ≤ n}.

We consider the simple linearly compact Lie superalgebra of exceptional type g =
E(5, 10) whose even and odd parts are as follows: g0̄ consists of zero-divergence vector
fields in five (even) indeterminates x1, . . . , x5, i.e.,

g0̄ = S5 = {X =
5∑

i=1

fi∂i | fi ∈ C[[x1, . . . , x5]], div(X) = 0},

where ∂i = ∂xi , and g1̄ = �2
cl consists of closed two-forms in the five indeterminates

x1, . . . , x5. The bracket between a vector field and a two-form is given by the Lie
derivative and for f, g ∈ C[[x1, . . . , x5]] we have

[ f dxi ∧ dx j , gdxk ∧ dxl ] = εi jkl f g∂ti jkl

where, for i, j, k, l ∈ [5], εi jkl and ti jkl are defined as follows: if |{i, j, k, l}| = 4 we
let ti jkl ∈ [5] be such that |{i, j, k, l, ti jkl}| = 5 and εi jkl be the sign of the permutation
(i, j, k, l, ti jkl). If |{i, j, k, l}| < 4 then εi jkl = 0.

From now on we shall denote dxi ∧ dx j simply by di j .
The Lie superalgebra g has a consistent, irreducible, transitive Z-grading of depth 2

where, for k ∈ N,

g2k−2 = 〈 f ∂i | i = 1, . . . , 5, f ∈ C[[x1, . . . , x5]]k〉 ∩ S5

g2k−1 = 〈 f di j | i, j = 1, . . . , 5, f ∈ C[[x1, . . . , x5]]k〉 ∩ �2
cl

where by C[[x1, . . . , x5]]k we denote the homogeneous component of C[[x1, . . . , x5]]
of degree k.

Note that g0 ∼= sl5, g−2 ∼= (C5)∗, g−1 ∼= ∧2
C
5 as g0-modules (where C5 denotes

the standard sl5-module). We set g− = g−2 ⊕ g−1, g+ = ⊕ j>0g j and g≥0 = g0 ⊕ g+.
We denote by U (resp. U−) the universal enveloping algebra of g (resp. g−). Note

that U− is a g0-module with respect to the adjoint action: for x ∈ g0 and u ∈ U−,

x .u = [x, u] = xu − ux .

We also point out that the Z-grading of g induces a Z-grading on the enveloping algebra
U−. It is customary, though, to invert the sign of the degrees hence getting a grading over
N. Note that the homogeneous component (U−)d of degree d of U− under this grading
is a g0-submodule.

We fix the Borel subalgebra 〈xi∂ j , hi j = xi∂i − x j∂ j | i < j〉 of g0 and we consider
the usual base of the corresponding root system given by {α12, . . . , α45}. We let �

be the weight lattice of sl5 and we express all weights of sl5 using their coordinates
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with respect to the fundamental weights ϕ12, ϕ23, ϕ34, ϕ45, i.e., for λ ∈ � we write
λ = (λ12, . . . , λ45) for some λi i+1 ∈ Z to mean λ = λ12ϕ12 + · · · + λ45ϕ45.

If λ ∈ � is a weight, we use the following convention: for all 1 ≤ i < j ≤ 5 we let

λi j =
j−1∑

k=i

λk k+1.

If V is a sl5-module and v ∈ V is a weight vector we denote by λ(v) the weight of v

and by λi j (v) = (λ(v))i j .
If λ = (a, b, c, d) ∈ � is a dominant weight, i.e. a, b, c, d ≥ 0, let us denote by

F(λ) = F(a, b, c, d) the irreducible sl5-module of highest weight λ. In this paper we
always think of F(a, b, c, d) as the irreducible submodule of

Syma(C5) ⊗ Symb(
∧2

(C5)) ⊗ Symc(
∧2

(C5)∗) ⊗ Symd((C5)∗)

generated by the highest weight vector xa1 x
b
12x

∗
45

cx∗
5
d , where {x1, . . . , x5} denotes the

standard basis of C5, xi j = xi ∧ x j , and x∗
i and x∗

i j are the corresponding dual basis
elements. Besides, for a weight λ = (a, b, c, d)we let λ∗ = (d, c, b, a), so that F(λ)∗ ∼=
F(λ∗).

Notice that, as a g0-module, g1 ∼= F(1, 1, 0, 0) and that x5d45 is a lowest weight
vector in g1. Moreover, for j ≥ 1, we have g j = g

j
1.

3. Generalized Verma Modules and Morphisms

We recall the definition and some properties of (generalized) Verma modules over
E(5, 10), most of which hold in the generality of arbitrary Z–graded Lie superalge-
bras (for some detailed proofs see [2]).

Given a g0-module V , we extend it to a g≥0-module by letting g+ act trivially, and
define

M(V ) = U ⊗U (g≥0) V .

Note that M(V ) has a g-module structure by multiplication on the left, and is called the
(generalized) Verma module associated to V . We also observe that M(V ) ∼= U− ⊗C V
as g0-modules.

If the g0-module V is finite-dimensional and irreducible, then we call M(V ) a finite
Verma module (it is finitely-generated as a U−-module). We denote by M(λ) the finite
Verma module M(F(λ)). A finite Verma module is said to be non-degenerate if it is
irreducible and degenerate otherwise.

Definition 3.1. We say that an element w ∈ M(V ) is homogeneous of degree d if
w ∈ (U−)d ⊗ V .

Definition 3.2. Avectorw ∈ M(V ) is called a singular vector if it satisfies the following
conditions:

(i) xi∂i+1w = 0 for every i = 1, . . . , 4;
(ii) zw = 0 for every z ∈ g1;
(iii) w does not lie in V .
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We observe that the homogeneous components of positive degree of a singular vector
are singular vectors. The same holds for its weight components. From now on we will
thus assume that a singular vector is a homogeneous weight vector unless otherwise
specified. Notice that if condition (i) is satisfied then condition (ii) holds if x5d45w = 0
since x5d45 is a lowest weight vector in g1.

We recall that a finite Verma module M(V ) is degenerate if and only if it contains a
singular vector [2, Proposition 3.3].

Degenerate Verma modules can be described in terms of morphisms. A morphism
ϕ : M(V ) → M(W ) can always be associated to an element 	 ∈ U− ⊗ Hom(V,W )

as follows: for u ∈ U− and v ∈ V we let

ϕ(u ⊗ v) = u	(v)

where, if	 = ∑
i ui⊗θi with ui ∈ U−, θi ∈ Hom(V,W ),we let	(v) = ∑

i ui⊗θi (v).
We will say that ϕ (or 	) is a morphism of degree d if ui ∈ (U−)d for every i .

The following proposition characterizes morphisms between Verma modules.

Proposition 3.3. [9,13] Let ϕ : M(V ) → M(W ) be the linear map associated with the
element 	 ∈ U− ⊗ Hom(V,W ). Then ϕ is a morphism of g-modules if and only if the
following conditions hold:

(a) g0.	 = 0;
(b) Xϕ(v) = 0 for every X ∈ g1 and for every v ∈ V .

We observe that, if M(V ) is a finite Verma module and condition (a) holds, it is
enough to verify condition (b) for an element X generating g1 as a g0-module and for v

a highest weight vector in V .
We recall that a finite Verma module M(μ) contains a singular vector if and only if

there exist a finite Verma module M(λ) and a morphism ϕ : M(λ) → M(μ) of positive
degree [2, Proposition 3.5].

We recall the following duality on finite Verma modules which is established in [3]
in a much wider generality.

Theorem 3.4. Let ϕ : M(λ) → M(μ) be a morphism of g-modules of degree d. Then
there exists a dual morphism ϕ∗ : M(μ∗) → M(λ∗) of the same degree d. Equivalently,
if M(λ) contains a singular vector of degree d and weight μ, then M(μ∗) contains a
singular vector of degree d and weight λ∗.

Remark 3.5. Let ϕ : M(V ) → M(W ) be a linear map of degree d associated to an
element 	 ∈ U− ⊗ Hom(V,W ) that satisfies condition (a) of Proposition 3.3. Then
there exists a g0-morphism ψ : (U−)∗d → Hom(V,W ) such that 	 = ∑

i ui ⊗ ψ(u∗
i )

where {ui , i ∈ I } is any basis of (U−)d and {u∗
i , i ∈ I } is the corresponding dual basis.

Definition 3.6. Let M(μ) be a finite Verma module and let π : M(μ) → U− ⊗ F(μ)μ
be the natural projection, F(μ)μ being the weight space of F(μ) of weight μ. Given a
singular vector w ∈ M(μ), we call π(w) the leading term of w.

It is shown in [2] that the leading term of a singular vector is non-zero, and therefore
a singular vector is uniquely determined by its leading term.

The action of E(5, 10) on a module M restricts to an action of its even part on M . It
is therefore natural to take into account the structure of M as an S5-module also. In order
to do this we consider the grading on S5 given by deg xi = 2 and deg(∂i ) = −2 to be
consistent with the embedding of S5 in E(5, 10). The definition of a Verma module for
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Fig. 1. All non-zero morphisms between finite Verma modules for S5. External morphisms have degree 2,
and the internal one has degree 4. The morphisms ϕ1, . . . , ϕ6 correspond to the singular vectors in R1, …, R6
in Theorem 3.7

S5 is analogous to the one for E(5, 10). Rudakov classified all singular vectors for the
infinite-dimensional Lie algebra Sn in [12] and we recall here his results in the special
case of S5.

Theorem 3.7 [12]. The following is a complete list (up to multiplication by a scalar) of
singular vectors w in finite Verma modules M(λ) for S5.

R1. λ = (1, 0, 0, 0), w = ∂1 ⊗ x1 + ∂2 ⊗ x2 + ∂3 ⊗ x3 + ∂4 ⊗ x4 + ∂5 ⊗ x5;
R2. λ = (0, 1, 0, 0), w = ∂2 ⊗ x12 + ∂3 ⊗ x13 + ∂4 ⊗ x14 + ∂5 ⊗ x15;
R3. λ = (0, 0, 1, 0), w = ∂3 ⊗ x∗

45 + ∂4 ⊗ x∗
53 + ∂5 ⊗ x∗

34;
R4. λ = (0, 0, 0, 1), w = ∂4 ⊗ x∗

5 − ∂5 ⊗ x∗
4 ;

R5. λ = (0, 0, 0, 0), w = ∂5 ⊗ 1;
R6. λ = (1, 0, 0, 0), w = ∂5(∂1 ⊗ x1 + ∂2 ⊗ x2 + ∂3 ⊗ x3 + ∂4 ⊗ x4 + ∂5 ⊗ x5);

Theorem 3.7 provides the diagram of all non-zero morphisms between finite Verma
modules for S5 shown in Fig. 1.

4. A First Bound

Let � = {{1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 3}, {2, 4}, {2, 5}, {3, 4}, {3, 5}, {4, 5}} and, if
p = {i, j} ∈ � with i < j , then we let dp = di j = dxi ∧ dx j . In order to avoid
cumbersome notation, when no confusion may arise we will denote in this section the
subset {i, j} simply as i j .

Let V be a finite dimensional g0-module. For all k ≥ 0 we let

Mk(V ) = C[∂]
∑

j≤k

∑

p1,...,p j∈�

Cdp1 · · · dp j ⊗ V .
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Note that Mk(V ) is not an E(5, 10)-submodule of M(V ). Nevertheless the following
result holds.

Proposition 4.1. For all k = 0, 1, . . . , 10 the subspace Mk(V ) is an S5-module.

Proof. It is enough to show that for all X ∈ S5, 1 ≤ j ≤ k, p1, . . . , p j ∈ �, and v ∈ V

Xdp1 · · · dp j ⊗ v ∈ Mj (V ), (1)

since Mj (V ) ⊆ Mk(V ). We also show that

[X, dp1 ]dp2 · · · dp j ⊗ v ∈ Mj (V ) (2)

and we prove that (1) and (2) hold simultaneously by a double induction on j and deg X .
If j = 1 then (2) is trivial and (1) follows from (2).
If deg X = −2 then (1) and (2) are both trivial, so we assume that j ≥ 2 and

deg X ≥ 0.
We have

Xdp1 . . . dp j ⊗ v = [X, dp1 ]dp2 · · · dp j ⊗ v + dp1Xdp2 · · · dp j ⊗ v.

The latter summand clearly lies in Mj (V ) by induction on j and so (1) will follow from
(2). We have

[X, dp1 ]dp2 · · · dp j ⊗ v = −dp2 [X, dp1 ]dp3 · · · dp j ⊗ v + [[X, dp1 ], dp2 ]dp3 · · · dp j ⊗ v.

The former summand lies in Mj (V ) by induction on j and the latter by induction on
deg X : the result follows. ��
By Proposition 4.1 we have a filtration

{0} = M−1(V ) ⊆ C[∂] ⊗ V = M0(V ) ⊆ M1(V ) ⊆ · · · ⊆ M10(V ) = M(V )

of S5-modules and we let

Nk(V ) = Mk(V )/Mk−1(V )

for all k = 0, . . . , 10.

Proposition 4.2. For all k = 0, . . . , 10 and for any total order ≺ on � we have

Nk(V ) ∼= C[∂] ⊗
⊕

p1≺···≺pk

Cdp1 · · · dpk ⊗ V

as C-vector spaces.

Proof. For all p1, . . . , pk ∈ � and every permutation σ of the indices {1, . . . , k} we
have

dp1dp2 · · · dpk − ε(σ )dpσ(1) · · · dpσ(k) ∈ Mk−1(V ) (3)

and so Nk(V ) is generated as C[∂]-module by the elements dp1 · · · dpk ⊗ v for all
p1 ≺ · · · ≺ pk and all v ∈ V . The result follows by Poincaré–Birkhoff–Witt theorem
for U (g−). ��
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Next we observe that the subspace

Fk(V ) =
⊕

p1≺···≺pk

Cdp1 · · · dpk ⊗ V

of Nk(V ) also has a special structure:

Proposition 4.3. The subspace Fk(V ) of Nk(V ) is an sl5-module annihilated by (S5)>0.
The S5-module Nk(V ) is the finite Verma module for S5 induced by Fk(V ), i.e.

Nk(V ) = M(Fk(V )).

Proof. The subspace Fk(V ) of Nk(V ) is an sl5-module since g−1 is a g0-module, and
by the definition of Nk(V ). The fact that Fk(V ) is annihilated by (S5)>0 follows easily
by degree reasons. The second part follows from Proposition 4.2 and the first part. ��

This result together with Theorem 3.7 allows us to determine a first bound on the
degree of singular vectors for E(5, 10).

Corollary 4.4. Let M(V ) be a finite Verma module for E(5, 10) and w ∈ M(V ) be a
singular vector. Then w has degree at most 14.

Proof. Let k be minimal such that w ∈ Mk(V ). Then w is a fortiori either a highest
weight vector in Fk(V ) or a singular vector in the S5-Verma module Nk(V ), and as such
it has degree at most 4. It follows that w has degree at most k + 4, where k ≤ 10. ��

5. Singular Vectors of Degree Greater than 10

The description of singular vectors for S5 allows us to give a much more precise de-
scription of possible singular vectors for E(5, 10) of degree greater than 10. We fix a
total order ≺ on the set � = {{1, 2}, {1, 3}, . . . , {4, 5}}. If I = {p1, . . . , p j } ⊆ � with
p1 ≺ · · · ≺ p j we let d≺

I = dp1 · · · dp j . We let

L≺
h (V ) = C[∂]

⊕

I : |I |=h

Cd≺
I ⊗ V .

By construction we have

Mh(V ) = L≺
h (V ) ⊕ Mh−1(V )

for all h = 0, . . . , 10 and in particular

M(V ) =
10⊕

h=0

L≺
h (V ).

Every non-zero vector w in M(V ) can be expressed uniquely in the following form:

w = w≺
h + w≺

h−1 + · · · + w≺
0 ,

for some h = 0, . . . , 10, with w≺
h �= 0 and w≺

j ∈ L≺
j (V ) for all j ≤ h. We say in this

case that w has height h and we call w≺
h the highest term of w. Note that the height of

an element does not depend on the order ≺, while its highest term does.
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If M = (m1, . . . ,m5) ∈ N
5 we let ∂M = ∂

m1
1 · · · ∂m5

5 and |M | = m1 + · · · + m5.
Moreover we let e1 = (1, 0, 0, 0, 0), e2 = (0, 1, 0, 0, 0), . . . , e5 = (0, 0, 0, 0, 1).

If w is homogeneous of degree d, then the term w≺
j has the following form

w≺
j =

∑

I⊆�: |I |= j

∑

M∈N5: |M|= d− j
2

∂Md≺
I ⊗ vM,I , (4)

where vM,I ∈ V .
Note that if w is homogeneous of height h, then w≺

j = 0 for all j �≡ h mod 2.
Observe that, by construction, if w has height h, then

w ≡ w≺
h mod Mh−1(V ),

and, in particular, w and w≺
h lie in the same class in Nh(V ). Theorem 3.7 provides us

the following description of possible singular vectors for E(5, 10).

Corollary 5.1. Let w ∈ M(V ) be a singular vector of degree d and height h, and let
w≺
h be its highest term. Let w≺

j be as in (4). Then one of the following applies:

(i) d = h;
(ii) d = h + 2 and there exists i ∈ [5] such that

∑

I : |I |=h

d≺
I vei ,I �= 0

is a highest weight vector for sl5 in Nh(V ) and

w≺
h =

5∑

j=i

∂ j

∑

I : |I |=h

d≺
I ⊗ ve j ,I

with

λ(w) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(0, 0, 0, 0) if i = 1;
(1, 0, 0, 0) if i = 2;
(0, 1, 0, 0) if i = 3;
(0, 0, 1, 0) if i = 4;
(0, 0, 0, 1) if i = 5;

and λ
( ∑

I : |I |=h

d≺
I vei ,I

)
=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1, 0, 0, 0) if i = 1;
(0, 1, 0, 0) if i = 2;
(0, 0, 1, 0) if i = 3;
(0, 0, 0, 1) if i = 4;
(0, 0, 0, 0) if i = 5;

(iii) d = h + 4,
∑

I : |I |=h

dI ve1+e5,I �= 0

is a highest weight vector for sl5 in Nh(V ) and

w≺
h = ∂5

5∑

j=1

∂ j

∑

I : |I |=h

d≺
I ⊗ ve j+e5,I

with λ(w) = (0, 0, 0, 1) and λ
(∑

I : |I |=h dI ve1+e5,I
) = (1, 0, 0, 0).
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Proof. This is a straightforward consequence of Theorem 3.7. We know that Nh(V ) is
a Verma module for S5 and w≺

h is annihilated by (S5)>0 and by xi∂ j for all i < j . In
particular, if d �= h, we have that the class of w≺

h in Nh(V ) is a genuine singular vector
for S5: the classification of singular vectors in Theorem 3.7 then completes the proof.
Note that if d = h, then the class of w≺

h in Nh(V ) is actually a highest weight vector in
Fh(V ), i.e. the sl5-module we are inducing from. ��

In this section we classify all possible singular vectors with degree strictly bigger
than height, i.e. we treat the cases d = h + 2 and d = h + 4 in Corollary 5.1, and, in
particular, we find all singular vectors of degree greater than 10.We fix the lexicographic
order on � = {{1, 2}, {1, 3}, . . . , {4, 5}}, i.e. we set
{1, 2} ≺ {1, 3} ≺ {1, 4} ≺ {1, 5} ≺ {2, 3} ≺ {2, 4} ≺ {2, 5} ≺ {3, 4} ≺ {3, 5} ≺ {4, 5}
and we simply write Lh(V ) instead of L≺

h (V ), wh instead of w≺
h and dI instead of d≺

I .

Remark 5.2. The following inclusions are immediate from the definition of the action of
g0 and g1 on M(V ):

g0.Lh(V ) ⊆ Lh(V ) ⊕ Lh−2(V ) (5)

g1.Lh(V ) ⊆ Lh+1(V ) ⊕ Lh−1(V ) ⊕ Lh−3(V ). (6)

Due to (5), for X ∈ g0 and w ∈ Lh(V ), we adopt the following notation:

Xw = X0w + X−2w (7)

with X0w ∈ Lh(V ) and X−2w ∈ Lh−2(V ). Similarly, due to (6), for X ∈ g1 and
w ∈ Lh(V ) we write:

Xw = X1w + X−1w + X−3w (8)

with X1w ∈ Lh+1(V ), X−1w ∈ Lh−1(V ) and X−3w ∈ Lh−3(V ). The following simple
observation will be crucial in the sequel.

Remark 5.3. Let w ∈ M(V ) be a singular vector of height h. Then for all X ∈ g1 we
have

X1wh = 0 (9)

X−1wh + X1wh−2 = 0. (10)

Moreover, for all i = 1, 2, 3, 4 and Ei = xi∂i+1 ∈ g0 we have

E0
i wh = 0 (11)

E−2
i wh + E0

i wh−2 = 0. (12)

It will be convenient to rephrase (9) in the following equivalent way: for all X ∈ g1
we have

Xwh ≡ 0 mod Mh(V ). (13)

Proposition 5.4. Let w be a singular vector in M(F) with height h and degree d with
d = h + 4. Then d = 14 and F = F(1, 0, 0, 0) is the standard representation of g0.
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Proof. By Corollary 5.1 we have

wh = ∂5
∑

i,I

∂i dI ⊗ vi,I .

By applying (13) with X = xkdk j and all k �= j , we deduce that if vi,I �= 0 then I must
contain all pairs containing i and all pairs containing 5, and, in particular, w has height
at least 7 since v1,I �= 0 for some I . If we apply (13) with X = x1d23 + x2d13, we obtain

−∂5d23
∑

I

dI v1,I − ∂5d13
∑

I

dI v2,I ≡ 0 mod Mh(V ).

We deduce that, if v1,I �= 0 and I does not contain 23, then it necessarily contains 24,
since all terms in the second summand do, and one can similarly show that I must contain
34 using X = x1d23 − x3d12. Permuting the roles of 2, 3, 4, this argument shows that I
must contain at least two of the three pairs 23, 24, 34 and hence w has height at least 9.
A singular vector of height 9 and degree 13 produces a morphism ϕ : M(0, 0, 0, 1) →
M(λ) for some λ, by Corollary 5.1. The dual morphism ϕ∗ : M(λ∗) → M(1, 0, 0, 0) is
also a morphism of degree 13 and so we necessarily have λ = (1, 0, 0, 0). Therefore, if
v1,I �= 0 then the weight of dI must be (0, 0, 0, 0), but one can easily check that there
are no I with |I | = 9 such that λ(dI ) = (0, 0, 0, 0) (see [2, §6] for an easy way to
compute the weight of the dI ’s).

If w has height 10 and degree 14, then by Corollary 5.1, and an argument analogous
to the previous one shows that w ∈ M(1, 0, 0, 0). ��

Now we can rule out the only left case with d = h + 4.

Proposition 5.5. Let w be a singular vector of degree d and height h. Then d < h + 4.

Proof. By Propositions 5.1 and 5.4 we can assume that d = 14, h = 10 and

w10 = ∂5(α1∂1d� ⊗ x1 + · · · + α5∂5d� ⊗ x5),

for some α1, . . . , α5 ∈ C with α1 �= 0, and that w8 has the following form:

w8 =
∑

I :|I |=8

∑

M :|M|=3

5∑

k=1

αM,I,k∂
MdI ⊗ xk,

for some αM,I,k ∈ C. If we expand

x5d45(w10 + w8) =
∑

βM,I,k∂
MdI ⊗ xk,

by (10) we obtain the relation

β(1,0,0,1,0),�\{23},4 = −α4 − α(1,0,0,1,1),�\{23,45},4 = 0.

Similarly, if we expand

x4d45(w10 + w8) =
∑

γM,I,k∂
MdI ⊗ xk,

by (10) we obtain te relation

γ(1,0,0,0,1),�\{23},4 = α1 − α4 − α(1,0,0,1,1),�\{23,45},4 = 0,

and hence α1 = 0, a contradiction. ��
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Next target is to deal with the case d = h + 2 in Corollary 5.1.

Proposition 5.6. Let w be a singular vector in M(V ) of degree d and height h, with
d = h + 2. Then h ≥ 8. Moreover, if h = 8 and

w8 =
5∑

j=i

∂ j

∑

I : |I |=8

dI ⊗ v j,I

as in Corollary 5.1, then v j,I �= 0 only if λ(∂ j dI ) = (0, 0, 0, 0).

Proof. By (13) we have for all k �= l

xkdkl wh ≡ −dkl
∑

I

dI ⊗ vk,I ≡ 0 mod Mh(V ).

This implies that, if vk,I �= 0, then {k, l} ∈ I for all l �= k. In particular, we immediately
deduce that h ≥ 4 and

wh ≡
∑

j

∂ j d1 j · · · ˆd j j · · · d5 j
∑

I j

dI j ⊗ v j,I j mod Mh−1(V ),

where I1 runs through all subsets of {{2, 3}, {2, 4}, {2, 5}, {3, 4}, {3, 5}, {4, 5}} of car-
dinality h − 4, and similarly for I2, . . . , I5, where the vectors v j,I j have been rein-
dexed. Now let k, l,m be distinct integers in [5] and use again (13) with the element
X = xkdlm + xldkm . We obtain:

dlmd1k · · · ˆdkk · · · d5k
∑

Ik

dIk ⊗ vk,Ik + dkmd1l · · · d̂ll · · · d5l
∑

Il

dIl ⊗ vl,Il ≡ 0 mod Mh(V )

Again, by (3), this implies that, if vk,Ik �= 0, then Ik contains {l,m} (in which case
the corresponding summand is zero), or it contains both pairs {l, r} and {l, s}, where
{k, l,m, r, s} = [5]. It follows that Ik must contain at least two pairs containing l (since
if it does not contain one such pair it must contain the other two). This implies that Ik
contains at least four pairs, and this completes the proof that h ≥ 8.

If h = 8, by the previous argument, the two missing pairs in Ik must contain the four
elements distinct from k exactly once, and so the weight of ∂kd1k · · · d̂kk · · · d5kdIk is
(0, 0, 0, 0). ��

We can now tackle the case of singular vectors of height 8 and degree 10.

Proposition 5.7. There are no singular vectors M(V ) of height 8 and degree 10.

Proof. Assume by contradiction that w is a singular vector of height 8 and degree 10.
For distinct i, j, k, l ∈ [5], with i < j and k < l we let d∨

jk,lm = d�\{ jk,lm}. For
example d∨

14,25 = d12d13d15d23d24d34d35d45. By Proposition 5.6 we have that w8 can
be expressed in the following way

w8 =
∑

i, j,k,l,m

∂i d
∨
jk,lm ⊗ vi, jk,lm

where the sum is over all distinct i, j, k, l,m ∈ [5] such that j < k, l, and l < m
(so we have exactly 15 summands). We also adopt the convention vi,lm, jk = vi, jk,lm
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Fig. 2. The lexicographic order

for notational convenience. By construction, we immediately have (xi dik)1w8 = 0 for
all i �= k. We will therefore consider elements in g1 of the form xid jk + x j dik and
xi d jk − xkdi j (for all i < j < k), which will allow us to deduce thatw8 = 0. To perform
this computation efficiently we need the following notation.

Let

ηi j =
{
1 if i + j = 5
0 otherwise.

The reason for introducing this function is the following: let d(i j, kl) be the distance
between the pairs i j and kl in the lexicographic order (i.e. in the graph represented in
Fig. 2; then one can easily check that for all i < j < k we have

( − 1)d(ik, jk) = (−1)ηi j+1 (14)

and

( − 1)d(i j, jk) = (−1)ηi j+k+ j+1. (15)

Let i, j, k, l,m be distinct such that i < j < k and l < m. We have

(xid jk + x j dik)
1w8 ≡ −d jkd

∨
jk,lm ⊗ vi, jk,lm − dikd

∨
ik,lm ⊗ v j,ik,lm mod M8(V )

By (3) and (14) we have

vi, jk,lm =
{

(−1)ηi j+1v j,ik,lm if i < l < j
(−1)ηi j v j,ik,lm otherwise.

(16)

Similarly, applying xi d jk − xkdi j we obtain

(xi d jk − xkdi j )
1w8 ≡ −d jkd

∨
jk,lm ⊗ vi, jk,lm + di j d

∨
i j,lm ⊗ vk,i j,lm mod M8(V )

and by (3) and (15) we have

vi, jk,lm =
{

(−1)ηi j+k+ jvk,i j,lm if i < l < j
(−1)ηi j+k+ j+1vk,i j,lm otherwise.

(17)

By repeated application of Eq. (16) we obtain

• v1,23,45 = v2,13,45 = v4,15,23
• v1,24,35 = v2,14,35 = −v3,15,24
• v1,25,34 = v2,15,34 = −v3,14,25
• v2,13,45 = v4,13,25
• v2,14,35 = −v3,14,25
• v2,15,34 = −v3,15,24
• v3,12,45 = v4,12,35

and by repeated application of Eq. (17) we obtain
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• v1,23,45 = v3,12,45 = v5,14,23
• v1,24,35 = −v4,12,35 = v5,13,24
• v1,25,34 = v5,12,34 = −v4,13,25
• v2,13,45 = v5,13,24
• v2,14,35 = v5,14,23
• v2,15,34 = −v4,15,23
• v3,12,45 = v5,12,34.

All these equations together imply that all vi, jk,lm vanish. ��
We now consider the case of a singular vector w of height 9 and degree 11. In this

case, as in the proof of Proposition 5.6, we can immediately deduce that w9 must have
the following form

w9 =
∑

i, j,k

∂i d
∨
jk ⊗ vi, jk, (18)

where the sum is over all distinct i, j, k with j < k (a total of 30 summands) and
d∨
jk = d�\{ j,k}. As in the case of height 8, we can now proceed by applying all elements

in g1 of the form xid jk + x j dik and xi d jk − xkdi j .

Lemma 5.8. If w is a singular vector of height 9 and degree 11 with highest term w9 as
in (18), then

• v1,23 = v2,13 = v3,12;
• v1,24 = v2,14 = −v4,12;
• v1,25 = v2,15 = v5,12;
• v1,34 = v3,14 = v4,13;
• v1,35 = v3,15 = −v5,13;
• v1,45 = −v4,15 = −v5,14;
• v2,34 = −v3,24 = −v4,23;
• v2,35 = −v3,25 = v5,23;
• v2,45 = v4,25 = v5,24;
• v3,45 = v4,35 = v5,34.

Proof. All equalities are obtained using (3) and (13) applying elements xi d jk + x j dik
and xid jk − xkdi j . For example we have

(x2d35 + x3d25)w9 ≡ −d35d
∨
35 ⊗ v2,35 − d25d

∨
25 ⊗ v3,25 ≡ d�(−v2,35 − v3,25) mod M8(V ),

hence v2,35 = −v3,25. All other equalities can be obtained similarly. ��
Thanks to Lemma 5.8 the highest term of the singular vector assumes the following

form:

w9 = ∂1(d
∨
23 ⊗ u1 − d∨

24 ⊗ u2 + d∨
25 ⊗ u3 − d∨

34 ⊗ u4 + d∨
35 ⊗ u5 − d∨

45 ⊗ u6) (19)

+ ∂2(d
∨
13 ⊗ u1 − d∨

14 ⊗ u2 + d∨
15 ⊗ u3 − d∨

34 ⊗ u7 + d∨
35 ⊗ u8 − d∨

45 ⊗ u9)

+ ∂3(d
∨
12 ⊗ u1 − d∨

14 ⊗ u4 + d∨
15 ⊗ u5 + d∨

24 ⊗ u7 − d∨
25 ⊗ u8 − d∨

45 ⊗ u10)

+ ∂4(d
∨
12 ⊗ u2 − d∨

13 ⊗ u4 + d∨
15 ⊗ u6 + d∨

23 ⊗ u7 − d∨
25 ⊗ u9 − d∨

35 ⊗ u10)

+ ∂5(d
∨
12 ⊗ u3 − d∨

13 ⊗ u5 + d∨
14 ⊗ u6 + d∨

23 ⊗ u8 − d∨
24 ⊗ u9 − d∨

34 ⊗ u10).

for suitable elements u1, . . . , u10 ∈ V .
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Lemma 5.9. Let Ei = xi∂i+1 ∈ g0 and w be a singular vector of height 9 and degree
11 with w9 as in (19) above. Then

• E1 annihilates u1, u2, u3, u4, u5, u6, u10, E1.u7 = u4, E1.u8 = u5, E1.u9 = u6.
• E2 annihilates u1, u2, u3, u6, u7, u8, u9, E1.u4 = u2, E1.u5 = u3, E1u10 = u9.
• E3 annihilates u1, u3, u4, u5, u7, u8, u10, E1.u2 = u1, E1.u6 = u5, E1u9 = u8.
• E4 annihilates u1, u2, u4, u6, u7, u9, u10, E1.u3 = u2, E1.u5 = u4, E1u8 = u7.

Proof. Recall the definition of E0
1 from (7). By (11) we have

0 = E0
1w9

= ∂2(d
∨
34 ⊗ u4 − d∨

35 ⊗ u5 + d∨
45 ⊗ u6) + ∂3(−d∨

24 ⊗ u4 + d∨
25 ⊗ u5)

+ ∂4(−d∨
23 ⊗ u4 + ∂4d

∨
25 ⊗ u6) + ∂5(−d∨

23 ⊗ u5 + d∨
24 ⊗ u6)

+ ∂1(d
∨
23 ⊗ E1.u1 − d∨

24 ⊗ E1.u2 + d∨
25 ⊗ E1.u3 − d∨

34 ⊗ E1.u4

+ d∨
35 ⊗ E1.u5 − d∨

45 ⊗ E1.u6)

+ ∂2(d
∨
13 ⊗ E1.u1 − d∨

14 ⊗ E1.u2 + d∨
15 ⊗ E1.u3 − d∨

34 ⊗ E1.u7

+ d∨
35 ⊗ E1.u8 − d∨

45 ⊗ E1.u9)

+ ∂3(d
∨
12 ⊗ E1.u1 − d∨

14 ⊗ E1.u4 + d∨
15 ⊗ E1.u5 + d∨

24 ⊗ E1.u7

− d∨
25 ⊗ E1.u8 − d∨

45 ⊗ E1.u10)

+ ∂4(d
∨
12 ⊗ E1.u2 − d∨

13 ⊗ E1.u4 + d∨
15 ⊗ E1.u6 + d∨

23 ⊗ E1.u7

− d∨
25 ⊗ e1.u9 − d∨

35 ⊗ E1.u10)

+ ∂5(d
∨
12 ⊗ E1.u3 − d∨

13 ⊗ E1.u5 + d∨
14 ⊗ E1.u6 + d∨

23 ⊗ E1.u8

− d∨
24 ⊗ E1.u9 − d∨

34 ⊗ E1.u10).

The result for E1 follows. The other statements are obtained similarly. ��
Lemma 5.9 is depicted in Fig. 3, where an arrow from ui to uk labelled E j means

E j .ui = uk and the absence of an arrow labelled E j coming out from ui means E j .ui =
0.

Proposition 5.10. Let w ∈ M(V ) be a singular vector of height 9 and degree 11 and
let w9 be as in (19). Then u1 = · · · = u6 = 0, u7 is a highest weight vector, V =
F(0, 0, 0, 1) and λ(w) = (1, 0, 0, 0).

Proof. We first show that one of the following applies:

(1) u1 is a highest weight vector, V = F(0, 0, 1, 0) and λ(w) = (0, 0, 0, 0);
(2) u1 = · · · = u6 = 0, u7 is a highest weight vector, V = F(0, 0, 0, 1) and λ(w) =

(1, 0, 0, 0).
(3) u1 = u2 = · · · = u9 = 0, u10 is a highest weight vector, V = F(0, 0, 0, 0) and

λ(w) = (0, 1, 0, 0).

If u1 �= 0 then it is a highest weight vector in V by Lemma 5.9, and by Corollary 5.1
we necessarily have λ(w) = (0, 0, 0, 0) and hence λ(u1) = (0, 0, 1, 0). If u1 = 0
and u2 �= 0, then u2 is a highest weight vector by Lemma 5.9, and by Corollary 5.1
we necessarily have λ(w) = (0, 0, 0, 0) and hence λ(u2) = (0, 1,−1, 1), which is
impossible since it is not a dominant weight. Similarly, if u1, u2 = 0 and u3 �= 0 then
u3 would be a highest weight vector of weight (0, 1, 0,−1).
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Fig. 3. The action of the Ei ’s on the elements u j ’s

If u1 = u2 = u3 = 0 and u4 �= 0 then u4 would be a highest weight vector of weight
(1,−1, 0, 1).

If u1 = u2 = u3 = u4 = 0 then then u5 would be a highest weight vector of weight
(1,−1, 1,−1).

If u1 = · · · = u5 = 0 then u6 would be a highest weight vector of weight
(1, 0,−1, 0).

If u1 = · · · = u6 = 0 and u7 �= 0 then by Corollary 5.1 we have λ(w) = (1, 0, 0, 0)
and so λ(u7) = (0, 0, 0, 1).

If u1 = · · · = u7 = 0 and u8 �= 0, then λ(w) = (1, 0, 0, 0) by Corollary 5.1 and
hence λ(u8) = (0, 0, 1,−1).

If u1 = · · · = u8 = 0 and u9 �= 0, then λ(w) = (1, 0, 0, 0) by Corollary 5.1 and
hence λ(u9) = (0, 1,−1, 0).

Finally, if u1 = · · · = u9 = 0 then u10 �= 0 is a highest weight vector, λ(w) =
(0, 1, 0, 0) by Corollary 5.1 and so λ(u10) = (0, 0, 0, 0).
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Now we show that cases (1) and (3) can not occur. Observe that by Theorem 3.4 it is
enough to show that case (3) does not occur. In this case we have:

w9 = (∂3d
∨
45 + ∂4d

∨
35 + ∂5d

∨
34) ⊗ u,

where u is a generator of the trivial g0-module. By construction w9 satisfies (9) for all
X ∈ g1 and (11) for all i . We will therefore take into account also (10) and (12) showing
that there exists no w7 which satisfies these equations. We start computing

(x5d45)
−1w9 ≡ (−∂1d

∨
23,34 − ∂2d

∨
13,34 + ∂3d

∨
13,24 + ∂4d

∨
13,23) ⊗ u mod M7(V ).

We have

w7 =
∑

i≤ j

∂i∂ j

∑

p1≺p2≺p3

d∨
p1,p2,p3 ⊗ vi, j,{p1,p2,p3}, (20)

and

(x5d45)
1w7 ≡

∑

i

(1 + δi,5)∂i
∑

p1≺p2≺{4,5}
d∨
p1,p2d45 ⊗ vi,5,{p1,p2,45} mod M7(V ).

We deduce in particular that v4,5,{13,23,45} = −u �= 0 by (10).
Next observe that x4∂5w9 = 0 and

(x4∂5)0∂4∂5d
∨
13,23,45 ⊗ u = −∂25d

∨
13,23,45 ⊗ u mod M6(V ),

and no other term of w7 in (20) can ”produce” a summand ∂25d
∨
13,23,45 ⊗ u by applying

x4∂5. This would imply v4,5,{13,23,45} = 0 by (12), a contradiction. ��
Proposition 5.10 leads us to the following surprising discovery.

Theorem 5.11. The following vector is a (unique up to multiplication by a scalar) sin-
gular vector in M(0, 0, 0, 1) of degree 11, height 9, and weight (1, 0, 0, 0):

w[11] = d12d13d14d15
(

− ∂2d23d24d25d35d45 ⊗ x∗
5 − ∂2d23d24d25d34d45 ⊗ x∗

4

− ∂2d23d24d25d34d35 ⊗ x∗
3 + ∂3d23d25d34d35d45 ⊗ x∗

5 + ∂3d23d24d34d35d45 ⊗ x∗
4

+ ∂3d23d24d25d34d35 ⊗ x∗
2 + ∂4d24d25d34d35d45 ⊗ x∗

5 − ∂4d23d24d34d35d45 ⊗ x∗
3

+ ∂4d23d24d25d34d45 ⊗ x∗
2 − ∂5d24d25d34d35d45 ⊗ x∗

4 − ∂5d23d25d34d35d45 ⊗ x∗
3

+ ∂5d23d24d25d35d45 ⊗ x∗
2 − ∂1∂2d23d24d25 ⊗ x∗

2 + ∂22d23d24d25 ⊗ x∗
1 + ∂1∂3d23d25d34 ⊗ x∗

2

− ∂2∂3d23d25d34 ⊗ x∗
1 + ∂1∂4d24d25d34 ⊗ x∗

2 − ∂2∂4d24d25d34 ⊗ x∗
1 − ∂1∂3d23d24d35 ⊗ x∗

2

+ ∂2∂3d23d24d35 ⊗ x∗
1 + ∂1∂5d24d25d35 ⊗ x∗

2 − ∂2∂5d24d25d35 ⊗ x∗
1 − ∂1∂3d23d34d35 ⊗ x∗

3

+ ∂23d23d34d35 ⊗ x∗
1 − ∂1∂4d24d34d35 ⊗ x∗

3 + ∂3∂4d24d34d35 ⊗ x∗
1 − ∂1∂5d25d34d35 ⊗ x∗

3

+ ∂3∂5d25d34d35 ⊗ x∗
1 − ∂1∂4d23d24d45 ⊗ x∗

2 + ∂2∂4d23d24d45 ⊗ x∗
1 − ∂1∂5d23d25d45 ⊗ x∗

2

+ ∂2∂5d23d25d45 ⊗ x∗
1 − ∂1∂3d23d34d45 ⊗ x∗

4 + ∂3∂4d23d34d45 ⊗ x∗
1 − ∂1∂4d24d34d45 ⊗ x∗

4

+ ∂24d24d34d45 ⊗ x∗
1 − ∂1∂5d25d34d45 ⊗ x∗

4 + ∂4∂5d25d34d45 ⊗ x∗
1 − ∂1∂3d23d35d45 ⊗ x∗

5

+ ∂3∂5d23d35d45 ⊗ x∗
1 − ∂1∂4d24d35d45 ⊗ x∗

5 + ∂4∂5d24d35d45 ⊗ x∗
1 − ∂1∂5d25d35d45 ⊗ x∗

5

+ ∂25d25d35d45 ⊗ x∗
1 − ∂21 ∂3d23 ⊗ x∗

2 + ∂1∂2∂3d23 ⊗ x∗
1 − ∂21 ∂4d24 ⊗ x∗

2

+ ∂1∂2∂4d24 ⊗ x∗
1 − ∂21 ∂5d25 ⊗ x∗

2 + ∂1∂2∂5d25 ⊗ x∗
1

)
.
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Proof. We prefer to omit the long but elementary computations that show that this
is indeed a singular vector. Its uniqueness follows from the fact that the term w9 is
determined up to a scalar by Lemma 5.9 and Proposition 5.10. So if w′ is another
singular vector with w9 = w′

9 then w −w′ would be a singular vector of degree 11 with
height at most 7 and this would contradict Proposition 5.5. ��

The last possible case with d > h is ruled out by the following result.

Proposition 5.12. There are no singular vectors of height 10 and degree 12.

Proof. By hypothesis we are in one of the five cases in (i i) of Corollary 5.1. Suppose
there exists a singular vector w of height 10 and degree 12 in M(1, 0, 0, 0) with weight
(0, 0, 0, 0), i.e., by Theorem 3.7,

w =
5∑

i=1

∂i d� ⊗ xi .

Then there exists a morphism ϕ of E(5, 10)-modules,

ϕ : M(0, 0, 0, 0) → M(1, 0, 0, 0).

By duality (see Theorem 3.4), there exists a morphism

ϕ∗ : M(0, 0, 0, 1) → M(0, 0, 0, 0),

i.e., a singular vector w̄ of degree 12, of weight (0, 0, 0, 1) in M(0, 0, 0, 0). Then, by
Theorem 3.7 and Proposition 5.5, we have: w̄10 = ∂5d� ⊗ 1 with 1 the highest weight
vector in F(0, 0, 0, 0). Let

w̄8 =
∑

i, j,k,l

αi j ∂i ∂ j d
∨
k5,�5 ⊗ 1 +

∑

i, j,k,l,t

∂i ∂5(βi, jkd
∨
jk,�t ⊗ 1 + βi, j�d

∨
jl,kt ⊗ 1 + βi, j t d

∨
j t,k� ⊗ 1)

for some αi j , βi,rs ∈ C, where the first sum is over all {i, j, k, l} = [4] with i < j and
k < l, and the second sum is over all {i, j, k, l, t} = [5] with j < k < l < t . We apply
condition (10) with h = 10, using the following elements X in g1:

i) X = x5d45 hence getting β2,45 = −1 = β3,45;
ii) X = x5d13 + x3d15 hence getting α23 = 1 = −β2,45;
iii) X = x5d12 − x1d25 hence getting α13 = −1 = β3,45;
iv) X = x1d25 + x2d15 hence getting α13 = α23.

These conditions lead to a contradiction, we therefore conclude that there is no singular
vector of degree 12 and height 10 as in R1 and R5, of Theorem 3.7.

Now assume that w is a singular vector as in R2, i.e., by Corollary 5.1, w =∑5
i=2 ∂i d�⊗x1i , i.e., that there exists amorphism ϕ, of degree 12, of E(5, 10)-modules:

ϕ : M(1, 0, 0, 0) → M(0, 1, 0, 0).

By duality this means that there exists a morphism

ϕ∗ : M(0, 0, 1, 0) → M(0, 0, 0, 1)
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of degree 12, i.e., a singular vector w̄ of degree 12 andweight (0, 0, 1, 0) inM(0, 0, 0, 1).
By Theorem 3.7 and Proposition 5.7, w̄ is necessarily as in R4, with height 10, i.e.,

w̄10 = ∂4d� ⊗ x∗
5 − ∂5d� ⊗ x∗

4 .

We have:

(x5d45)
−1(w̄10) = ∂4(d

∨
12 ⊗ x∗

3 + d∨
13 ⊗ x∗

2 + d∨
23 ⊗ x∗

1 ) + (∂3d
∨
12 + ∂2d

∨
13 + ∂1d

∨
23) ⊗ x∗

4 .

By condition (10) with h = 10 and X = x5d45 it follows that in the expression of w̄8
the summand ∂4∂5d∨

23,45 ⊗ x∗
1 must appear with coefficient equal to 1. Now we have:

E4(∂4∂5d
∨
23,45 ⊗ x∗

1 ) = (E4)
0(∂4∂5d

∨
23,45 ⊗ x∗

1 ) = −∂25d
∨
23,45 ⊗ x∗

1 .

This contradicts condition (12) for h = 10. Indeed, one can see that no term in E−2
4 w̄10+

E0
4w̄8 can cancel the summand ∂25d

∨
23,45 ⊗ x∗

1 .
Finally, let us assume that there exists a singular vector of degree 12 and height 10,

as in R3, i.e.,

w10 = ∂3d� ⊗ x∗
45 + ∂4d� ⊗ x∗

53 + ∂5d� ⊗ x∗
34.

Then we have:

(x5d45)
−1(w10) =∂3(d

∨
12 ⊗ x∗

34 + d∨
13 ⊗ x∗

24 + d∨
23 ⊗ x∗

14)

+ ∂4(−d∨
13 ⊗ x∗

23 − d∨
23 ⊗ x∗

13) − (∂3d
∨
12 + ∂2d

∨
13 + ∂1d

∨
23) ⊗ x∗

34.

Therefore, similarly as above, by condition (10) with h = 10 and X = x5d45, in the
expression of w8 the summand ∂4∂5d∨

23,45x
∗
13 must appear with coefficient 1. Then we

have:

E4(∂4∂5d
∨
23,45 ⊗ x∗

13) = (E4)
0(∂4∂5d

∨
23,45 ⊗ x∗

13) = −∂25d
∨
23,45 ⊗ x∗

13.

This contradicts condition (12) for h = 10. Indeed, one can see that no term in E−2
4 w10+

E0
4w8 can cancel the summand ∂25d

∨
23,45 ⊗ x∗

13. ��

6. Properties of ωI

In order to studymorphisms between finite Vermamodules and to better understand their
structure as g0-modules, a particular basis of U− has been introduced in [2]. The main
goal of this section is to show that this basis is also extremely useful when considering
the action of the whole g on a Verma module. We recall some technical notation needed
to give an explicit definition of such a basis. We refer the reader to [2, §5] for further
details.

We recall that (U−)d denotes the homogeneous component of U− of degree d. We
let

Id = {I = (I1, . . . , Id) : Il = (il , jl) with 1 ≤ il , jl ≤ 5 for every l = 1, . . . , d}.
If I = (I1, . . . , Id) ∈ Id we let dI = dI1 · · · dId ∈ (U−)d , with dIl = dil jl . Note that
this notation is slightly different from the one adopted in Sects. 4 and 5.

We let Sd be the set of subsets of [d] of cardinality 2, so that |Sd | = (d
2

)
.
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Note that elements in Id are ordered tuples of ordered pairs, while elements in Sd
are unordered tuples of unordered pairs.

If {k, l} ∈ Sd and I ∈ Id we let tIk ,Il = tik , jk ,il , jl and εIk ,Il = εik , jk ,il , jl .
We also let

D{k,l}(I ) = 1

2
(−1)l+kεIk ,Il ∂tIk ,Il

∈ (U−)2.

Definition 6.1. A subset S of Sd is self-intersection free if its elements are pairwise
disjoint.

For example S = {{1, 3}, {2, 5}, {4, 7}} is self-intersection free while {{1, 3}, {2, 5},
{3, 7}} is not. We denote by SIFd the set of self-intersection free subsets of Sd .

Definition 6.2. Let {k, l}, {h,m} ∈ Sd be disjoint pairs. We say that {k, l} and {h,m}
cross if exactly one element in {k, l} is between h andm. If S ∈ SIFd we let the crossing
number c(S) of S be the number of pairs of elements in S that cross.

Definition 6.3. Let S = {S1, . . . , Sr } ∈ SIFd . We let

DS(I ) =
r∏

j=1

DSj (I ) ∈ (U−)2r

if r ≥ 2 and D∅(I ) = 1 (note that the order of multiplication is irrelevant as the elements
DSj (I ) commute among themselves).

Definition 6.4. For I = (I1, . . . , Id) ∈ Id and S = {S1, . . . , Sr } ∈ SIFd we letCS(I ) ∈
Id−2r be obtained from I by removing all I j such that j ∈ Sk for some k ∈ [r ].
Definition 6.5. For all I ∈ Id we let

ωI =
∑

S∈SIFd
(−1)c(S)DS(I ) dCS(I ) ∈ (U−)d .

If I ∈ Id we let xI = xI1 ∧ · · · ∧ xId ∈ ∧d
(
∧2

(C5)). The main properties of the
elements ωI have been obtained in [2, Proposition 5.6 and Theorem 5.8] and can be
summarized in the following result.

Proposition 6.6. Let d = 0, . . . , 10. Then the map ϕ : ∧d
(
∧2

(C5)) → U−, given by

ϕ(xI1 ∧ · · · ∧ xId ) = ωI1,...,Id

for all (I1, . . . , Id) ∈ Id , is a (well-defined) injective morphism of g0-modules.

We will also need the following very useful notation. Let I ∈ Id and J ∈ Ic, with
c ≤ d. If there exists K ∈ Id−c such that xI = xJ ∧ xK �= 0 we let ωI\J = ωK , and we
let ωI\J = 0 if such K does not exist. Note that this notation is well-defined also thanks
to Proposition 6.6.

For example, in order to compute ω(12,24,35,54)\(24,45) we observe that x12,24,35,54 =
x24,45 ∧ x12,35, therefore ω(12,24,35,54)\(24,45) = ω12,35.

Instead of the explicit definition of the elements ωI given in Definition 6.5, we will
need some (equivalent) recursive properties that they satisfy.
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Lemma 6.7. Let I = (I1, . . . , Id). Then for all k > 1 we have
∑

S∈SIFd : {1,k}∈S
(−1)c(S)DS(I ) dCS(I ) = −1

2
εI1,Ik∂tI1,Ik

ω(I2,...,Id )\Ik .

Furthermore

ωI = dI1ω(I2,...,Id ) − 1

2

d∑

k=2

εI1,Ik∂tI1,Ik
ω(I2,...,Id )\Ik (21)

Proof. We prove the first statement for all I ∈ Id by induction on k. If k = 2 we have
D{1,2}(I ) = − 1

2εI1,I2∂tI1,I2
and so, letting J = (J1, . . . , Jd−2) = (I3, . . . , Id) we have

∑

S∈SIFd : {1,2}∈S
(−1)c(S)DS(I ) dCS(I ) = −1

2
εI1,I2∂tI1,I2

∑

S∈SIFd−2

(−1)c(S)DS(J )dCS(J )

= −1

2
εI1,I2∂tI1,I2

ωI3,...,Id

= −1

2
εI1,I2∂tI1,I2

ω(I2,...,Id )\I2 .

If k > 2 we let J = (I1, . . . , Ik−2, Ik, Ik−1, Ik+1, . . . , Id) be obtained from I by swap-
ping Ik and Ik−1. We also observe that swapping k with k − 1 provides a bijection
S �→ S′ between elements in SIFd containing {1, k} and elements in SIFd contain-
ing {1, k − 1}; we also observe that by this bijection we have dCS(I ) = dCS′ (J ) and

(−1)c(S)DS(I ) = −(−1)c(S
′)DS′(J ): indeed if there exists l such that {k, l} ∈ S then

(−1)c(S) = −(−1)c(S
′) and DS(I ) = DS′(J ), and if such element l does not exist then

(−1)c(S) = (−1)c(S
′) and DS(I ) = −DS′(J ). Therefore, using the induction hypothesis,

we have
∑

S∈SIFd : {1,k}∈S
(−1)c(S)DS(I ) dCS(I ) = −

∑

S′∈SIFd : {1,k−1}∈S′
(−1)c(S

′)DS′(J ) dCS(J )

= 1

2
εJ1,Jk−1∂tJ1,Jk−1

ω(J2,...,Jd )\Jk−1

= −1

2
εI1,Ik∂tI1,Ik

ω(I2,...,Id )\Ik .

Equation (21) now follows from the first part observing that the first summand in the
right-hand side of (21) is just

∑

S∈SIFd : {1,k}/∈S ∀k
(−1)c(S)DS(I ) dCS(I ).

��
The following result is probably the easiest way to handle and compute the elements

ωI in a recursive way.

Proposition 6.8. Let I = (I1, . . . , Id). Then

ωI = 1

d

d∑

j=1

dI j ωI\I j .
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Proof. By (21) and Proposition 6.6 we have

ωI = 1

d

d∑

j=1

(−1) j+1ωI j ,I1,..., Î j ,...,Id

= 1

d

d∑

j=1

(−1) j+1
(
dI j ωI1,..., Î j ,...,Id

− 1

2

∑

k �= j

εI j ,Ik∂tI j ,Ik
ω

(I1,..., Î j ,...,Id )\Ik
)

= 1

d

d∑

j=1

dI j ωI\I j − 1

2

∑

k �= j

εI j ,Ik∂tI j ,Ik
ωI\(I j ,Ik )

= 1

d

d∑

j=1

dI j ωI\I j ,

since, clearly, ωI\(I j ,Ik ) = −ωI\(Ik ,I j ) for all k �= j . ��
The following is an immediate consequence which is not needed in the sequel but

sheds more light on the symmetric nature of the elements ωI ’s.

Corollary 6.9. We have

ωI1,...,Id = 1

d!
∑

σ∈Sd
εσdIσ(1) · · · dIσ(d)

.

Proof. We proceed by induction on d, the result being trivial for d = 1.
We have

1

d!
∑

σ∈Sd
εσdIσ(1) · · · dIσ(d)

= 1

d!
d∑

j=1

∑

σ∈S([n]\ j)
(−1) j−1εσdI j dIσ(1) · · · d̂Iσ( j) · · · dIσ(d)

= 1

d

d∑

j=1

(−1) j−1dI j
∑

σ∈S([n]\ j)
εσdIσ(1) · · · d̂Iσ( j) · · · dIσ(d)

= 1

d

d∑

j=1

(−1) j−1dI j ωI1,..., Î j ,...,Id

= 1

d

d∑

j=1

dI j ωI\I j .

��
We now reformulate (21) in a way which is more suitable for our next arguments.

Lemma 6.10. Let I ∈ Id and let {i, j, r, s, t} = {1, 2, 3, 4, 5} be such that εi j,rs =
εi j,st = εi j,tr = 1. Then

di jωI = ωi j,I +
1

2
∂rωI\st +

1

2
∂sωI\tr +

1

2
∂tωI\rs .
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Next target is to study the commutator between an element in g1 of the form xpdpq
and a generic element ωI . In order to simplify the reading of the arguments we prefer
to show the proof explicitly in the special case x5d45.

Lemma 6.11. We have
∑

k �= j

[[x5d45, dIk ], dI j
]
ωI\(Ik ,I j ) =

∑

j

[[x5d45, dI j ], ωI\I j
] − 3∂4ωI\(12,23,31)

+
3

2

∑

(α,β,γ )∈S3
∂αωI\(αβ,βγ,γ 4).

Proof. We first notice that in the left-hand side we have nonzero contributions only for
those k such that Ik = 12, 23, 31 (up to order). We compute the contribution of Ik = 12,
the others will be similar. We have

∑

j

[x5∂3, dI j ]ωI\(12,I j ) = d25ωI\(12,23) + d51ωI\(12,31) + d54ωI\(12,34)

and by Lemma 6.10 and Proposition 6.6 we have
∑

j

[x5∂3, dI j ]ωI\(12,I j ) = ω25,I\(12,23) + ω51,I\(12,31) + ω54,I\(12,34)

+
1

2

(
∂1ωI\(12,23,34) + ∂3ωI\(12,23,41) + ∂4ωI\(12,23,13) + ∂2ωI\(12,31,34)

+ ∂3ωI\(12,31,42) + ∂4ωI\(12,31,23)
+ ∂1ωI\(12,34,32) + ∂3ωI\(12,34,21) + ∂2ωI\(12,34,13)

)

= [x5∂3, ωI\12] − ∂4ωI\(12,23,31) + ∂1ωI\(12,23,34) + ∂2ωI\(21,13,34)

+
1

2
∂3ωI\(32,21,14) +

1

2
∂3ωI\(31,12,24)

The contributions of Ik = 23, 31 are similarly computed and the result follows. ��
Theorem 6.12. For all I ∈ Id we have

[x5d45, ωI ] =
d∑

j=1

(1
2

[[x5d45, dI j ], ωI\I j
]
+ ωI\I j [x5d45, dI j ]

)

+
1

2
∂4ωI\(12,23,31) − 1

4

∑

(α,β,γ )∈S3
∂αωI\(αβ,βγ,γ 4).

Proof. We proceed by induction on d, the case d = 1 being easy. Note that by induction
hypothesis we can assume that

[x5d45, ωI\I j ] =
∑

k �= j

(1
2

[[x5d45, dIk ], ωI\(I j ,Ik )
]
+ ωI\(I j ,Ik )[x5d45, dIk ]

)

+
1

2
∂4ωI\(I j ,12,23,31) − 1

4

∑

(α,β,γ )∈S3
∂αωI\(I j ,αβ,βγ,γ 4).
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Using Proposition 6.8 and the induction hypothesis we have:

[x5d45, ωI ] = 1

d

d∑

j=1

([x5d45, dI j ]ωI\I j − dI j [x5d45, ωI\I j ]
)

= 1

d

d∑

j=1

([[x5d45, dI j ], ωI\I j
]
+ ωI\I j [x5d45, dI j ]

− dI j
∑

k �= j

(1
2

[[x5d45, dIk ], ωI\(I j ,Ik )
]
+ ωI\(I j ,Ik )[x5d45, dIk ]

)

+
1

2
∂4ωI\(I j ,12,23,31) − 1

4

∑

(α,β,γ )∈S3
∂αωI\(I j ,αβ,βγ,γ 4)

)

= 1

d

d∑

j=1

(
ωI\I j [x5d45, dI j ] − dI j

∑

k �= j

ωI\(I j ,Ik )[x5d45, dIk ]
)

+
1

d

d∑

j=1

([[x5d45, dI j ], ωI\I j
] − dI j

∑

k �= j

1

2

[[x5d45, dIk ], ωI\(I j ,Ik )
])

+
1

d

d∑

j=1

dI j
( − 1

2
∂4ωI\(I j ,12,23,31) +

1

4

∑

(α,β,γ )∈S3
∂αωI\(I j ,αβ,βγ,γ 4)

)

We split this formula into three parts (according to the last three lines above): the first
part is

1

d

d∑

j=1

(
ωI\I j [x5d45, dI j ] − dI j

∑

k �= j

ωI\(I j ,Ik )[x5d45, dIk ]
)

= 1

d

( d∑

j=1

ωI\I j [x5d45, dI j ] +
d∑

k=1

∑

j �=k

dI j ωI\(Ik ,I j )[x5d45, dIk ]
)

= 1

d

( d∑

j=1

ωI\I j [x5d45, dI j ] +
d∑

k=1

(d − 1)ωI\Ik [x5d45, dIk ]
)

=
d∑

j=1

ωI\I j [x5d45, dI j ].

The third part is

1

d

d∑

j=1

dI j
( − 1

2
∂4ωI\(I j ,12,23,31) +

1

4

∑

(α,β,γ )∈S3
∂αωI\(I j ,αβ,βγ,γ 4)

)

= 1

2d
∂4

d∑

j=1

dI j ωI\(12,23,31,I j ) − 1

4d

∑

(α,β,γ )∈S3
∂α

d∑

j=1

dI j ωI\(αβ,βγ,γ 4,I j )
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= d − 3

2d
∂4ωI\(12,23,31) − d − 3

4d

∑

(α,β,γ )∈S3
∂αωI\(αβ,βγ,γ 4).

In order to compute the second part we notice, using Lemma 6.11, that the following
holds:

−dI j
∑

k, j

[[x5d45, dIk ], ωI\(I j ,Ik )
] = dI j

∑

k, j

[[x5d45, dIk ], ωI\(Ik ,I j )
]

=
∑

j,k

([[x5d45, dIk ], dI j ωI\(Ik ,I j )
] − [[x5d45, dIk ], dI j

]
ωI\(Ik ,I j )

)

=
∑

k

[[x5d45, dIk ],
∑

j

dI j ωI\(Ik ,I j )
] −

∑

j,k

[[x5d45, dIk ], dI j
]
ωI\(Ik ,I j )

= (d − 1)
∑

k

[[x5d45, dIk ], ωI\Ik
] −

∑

j

[[x5d45, dI j ], ωI\I j
]
+ 3∂4ωI\(12,23,31)

− 3

2

∑

(α,β,γ )∈S3
∂αωI\(αβ,βγ,γ 4)

= (d − 2)
∑

k

[[x5d45, dIk ], ωI\Ik
]
+ 3∂4ωI\(12,23,31) − 3

2

∑

(α,β,γ )∈S3
∂αωI\(αβ,βγ,γ 4).

Therefore the whole second part is

1

d

d∑

j=1

([[x5d45, dI j ], ωI\I j
] − dI j

∑

k �= j

1

2

[[x5d45, dIk ], ωI\(I j ,Ik )
])

= 1

d

(∑

j

[[x5d45, dI j ], ωI\I j
]
+
1

2
(d − 2)

∑

k

[[x5d45, dIk ], ωI\Ik
]
+
3

2
∂4ωI\(12,23,31)

− 3

4

∑

(α,β,γ )∈S3
∂αωI\(αβ,βγ,γ 4)

)

= 1

2

∑

j

[[x5d45, dI j ], ωI\I j +
3

2d
∂4ωI\(12,23,31) − 3

4d

∑

(α,β,γ )∈S3
∂αωI\(αβ,βγ,γ 4).

The sum of the three parts gives the result. ��
One can analogously prove the following result.

Theorem 6.13. Let {p, q, a, b, c} = {1, 2, 3, 4, 5} and I ∈ Id . Then

[xpdpq , ωI ] =
d∑

j=1

(1
2

[[xpdpq , dI j ], ωI\I j
]
+ ωI\I j [xpdpq , dI j ]

)

− 1

2
∂qωI\(ab,bc,ca) +

1

4

∑

(α,β,γ )∈S(a,b,c)

∂αωI\(αβ,βγ,γ q),

where S(a, b, c) denotes the set of permutations of {a, b, c}.
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7. The Fundamental Equations

We are now going to use Theorem 6.13 to study possible morphisms of finite Verma
modules ϕ : M(V ) → M(W ). Let ∼ be the equivalence relation on Id such that I ∼ I ′
if and only if ωI = ±ωI ′ , i.e. if I ′ can be obtained from I by permuting the pairs in I
and the elements in each pair. By Proposition 3.3, Remark 3.5 and Proposition 6.6 we
know that if a morphism has degree d then it can be expressed in the following way

ϕ(v) =
∑

l≤d/2

∑

I∈Id−2l/∼

∑

1≤r1≤···≤rl≤5

∂r1 · · · ∂rlωI ⊗ θ
r1,...,rl
I (v) (22)

where the θ
r1,...,rl
I : V → W are such that the map

Syml(C5) ⊗ ∧d−2l
(
∧2

((C5)∗) → Hom(V,W )

given by

xr1 · · · xrl ⊗ x∗
I1 ∧ · · · ∧ x∗

Id−2l
�→ θ

r1,...,rl
I1,...,Id−2l

(23)

is a (well-defined) morphism of g0-modules. This fact permits us to easily compute the
action of g0 on the morphisms θ

r1,...,rl
I ’s. For example we have

x1∂2.θ
2,3
12,13,14,23 = θ

1,3
12,13,14,23 − θ

2,3
12,23,14,23 − θ

2,3
12,13,24,23 = θ

1,3
12,13,14,23 + θ

2,3
12,13,23,24.

A technical lemma is in order.

Lemma 7.1. For all distinct α, β, γ, p ∈ [5] we have:
∑

J∈Id/∼
[xp∂γ , ωJ ] ⊗ θαβ,J = −

∑

J∈Id/∼
ωJ ⊗ (xp∂γ .θαβ,J ).

and

∑

K∈Id/∼
(−∂γ ωK ⊗ θ

p
αβ,K +

5∑

t=1

∂t [xp∂γ , ωK ] ⊗ θ tαβ,K ) = −
5∑

t=1

∑

K∈Id/∼
∂tωK ⊗ (xp∂γ .θ tαβ,K ).

Proof. The first equation follows from the following observation. By Proposition 6.6
and (23) we have that if [xp∂γ , ωJ ] = ∑

J ′ aJ,J ′ωJ ′ then xp∂γ .θJ ′ = −∑
J aJ,J ′θJ

and hence also

xp∂γ .θαβ,J ′ = −
∑

J

aJ,J ′θαβ,J ,

since α and β are distinct from p. We can conclude that
∑

J

[xp∂γ , ωJ ] ⊗ θαβ,J =
∑

J ′
ωJ ′ ⊗

∑

J

aJ,J ′θαβ,J = −
∑

J ′
ωJ ′ ⊗ (xp∂γ .θαβ,J ′).

In order to prove the second equation we proceed in a similar way. If [xp∂γ , ωK ] =∑
K ′ aK ,K ′ωK ′ we have xp∂γ .θK ′ = −∑

K aK ,K ′θK and also xp∂γ .θαβ,K ′ =
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−∑
K aK ,K ′θαβ,K . Therefore, if t �= γ we have xp∂γ .θ t

αβ,K ′ = −∑
K aK ,K ′θ tαβ,K

and for t = γ we have

(xp∂γ .θ
γ

αβ,K ′) = θ
p
αβ,K ′ −

∑

K

aK ,K ′θγ

αβ,K .

So we can compute
∑

K

(−∂γ ωK ⊗ θ
p
αβ,K +

∑

t

∂t [xp∂γ , ωK ] ⊗ θ tαβ,K )

=
∑

K

(−∂γ ωK ⊗ θ
p
αβ,K +

∑

t

∂t
∑

K ′
aK ,K ′ω′

K ⊗ θ tαβ,K )

=
∑

K ′
∂γ ωK ′ ⊗ (θ

p
αβ,K ′ +

∑

K

aK ,K ′θγ

αβ,K ) +
∑

t �=γ

∑

K ′
∂tωK ′ ⊗

∑

K

aK ,K ′θ tαβ,K

= −
∑

t

∑

K ′
∂tω

′
K ⊗ (xp∂γ .θ

γ

αβ,K ′).

��
We let C(a, b, c) = {(a, b, c), (b, c, a), (c, a, b)} the set of cyclic permutations of

(a, b, c). From now on when we write
∑

αβγ we always mean the sum over (α, β, γ ) ∈
C(a, b, c).

Lemma 7.2. Let ϕ : M(V ) → M(W ) be a morphism of finite Verma modules as in (22)
and (p, q, a, b, c) be any permutation of [5]. Then

xpdpq
∑

I∈Id/∼
ωI ⊗ θI (v) =

∑

J∈Id−1/∼
ωJ ⊗ 1

2
εpqabc

∑

αβγ
( − (xp∂γ .θαβ,J )(v) + 2xp∂γ .(θαβ,J (v))

)

+
∑

K∈Id−3/∼
∂qωK ⊗ −1

2
θab,bc,ca,K (v)

+
∑

αβγ

∂αωK ⊗ 1

4

(
θαβ,βγ,γ q,K (v) + θαγ,γβ,βq,K (v)

)
.

Proof. Theorem 6.13 can be reformulated in the following more convenient way

[xpdpq , ωI ] =1

2
εpqabc

∑

(α,β,γ )∈C(a,b,c)

([xp∂γ , ωI\αβ ] + 2ωI\αβ xp∂γ

)
(24)

− 1

2
∂qωI\(ab,bc,ca) +

1

4

∑

(α,β,γ )∈C(a,b,c)

∂α(ωI\(αβ,βγ,γ q) + ωI\(αγ,γβ,βq)).

We can therefore compute

xpdpq
∑

I∈Id /∼
ωI ⊗ θI (v) = 1

2
εpqabc

∑

I∈Id /∼

∑

(α,β,γ )∈C(a,b,c)

(
[xp∂γ , ωI\αβ ] ⊗ θI (v) + 2ωI\αβ ⊗ xp∂γ .(θI (v))

)

+
∑

I∈Id /∼

(
− 1

2
∂qωI\(ab,bc,ca) ⊗ θI (v) +

1

4

∑

(α,β,γ )∈C(a,b,c)

∂α(ωI\(αβ,βγ,γ q) + ωI\(αγ,γβ,βq)) ⊗ θI (v)
)
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= 1

2
εpqabc

∑

J∈Id−1/∼

∑

(α,β,γ )∈C(a,b,c)

(
[xp∂γ , ωJ ] ⊗ θαβ,J (v) + 2ωJ ⊗ xp∂γ .(θαβ,J (v))

)

+
∑

K∈Id−3

(
− 1

2
∂qωK ⊗ θab,bc,ca,K (v) +

1

4

∑

(α,β,γ )∈C(a,b,c)

∂αωK ⊗ (θαβ,βγ,γ q,K (v) + θαγ,γβ,βq,K (v))
)

= 1

2
εpqabc

∑

J∈Id−1/∼

∑

(α,β,γ )∈C(a,b,c)

(
− ωJ ⊗ (xp∂γ .θαβ,J )(v) + 2ωJ ⊗ xp∂γ .(θαβ,J (v))

)

+
∑

K∈Id−3

(
− 1

2
∂qωK ⊗ θab,bc,ca,K (v) +

1

4

∑

(α,β,γ )∈C(a,b,c)

∂αωK ⊗ (θαβ,βγ,γ q,K (v) + θαγ,γβ,βq,K (v))
)
,

where we have used Lemma 7.1. ��
Lemma 7.3. Let ϕ : M(V ) → M(W ) be a morphism of finite Verma modules as in
(22). Then

xpdpq

5∑

t=1

∑

I∈Id−2/∼
∂tωI ⊗ θ tI (v) =

∑

J∈Id−1/∼
ωJ ⊗ −θ

p
J\pq(v)

+
5∑

t=1

∑

K∈Id−3/∼
∂tωK ⊗ 1

2
εpqabc

∑

αβγ

( − (xp∂γ .θ tαβ,K )(v) + 2xp∂γ .(θ tαβ,K (v))
)

+
∑

t

∑

L∈Id−5/∼
∂t∂qωL ⊗ −1

2
θ tab,bc,ca,L(v)

+
∑

αβγ

∂t∂αωL ⊗ 1

4

(
θ tαβ,βγ,γ q,L (v) + θ tαγ,γβ,βq,L(v)

)

Proof. By Lemma 6.10, Lemma 7.1 and (24) we have

xpdpq

5∑

t=1

∑

I∈Id−2/∼
∂tωI ⊗ θ tI (v) =

=
∑

I∈Id−2/∼
(−ωpq,I − 1

2
εpqabc

∑

αβγ

∂γ ωI\αβ) ⊗ θ
p
I (v)

+
5∑

t=1

∑

I∈Id−2/∼

1

2
εpqabc∂t

∑

αβγ

([xp∂γ , ωI\αβ ] ⊗ θ tI (v) + 2ωI\αβ ⊗ xp∂γ .(θ tI (v))
)

+
∑

t

∑

I∈Id−2/∼

(
− 1

2
∂t∂qωI\(ab,bc,ca) ⊗ θ tI (v) +

1

4

∑

αβγ

∂t∂α

(
ωI\(αβ,βγ,γ q) + ωI\(αγ,γβ,βq)) ⊗ θ tI (v)

)

=
∑

J∈Id−1/∼
ωJ ⊗ −θ

p
J\pq (v)

+
1

2
εpqabc

∑

αβγ

∑

K∈Id−3/∼

(
− ∂γ ωK ⊗ θ

p
αβ,K +

5∑

t=1

∂t [xp∂γ , ωK ] ⊗ θ tαβ,K

+
5∑

t=1

2∂tωK ⊗ xp∂γ .(θ tαβ,K (v))
)

+
∑

t

∑

L∈Id−5/∼
∂t∂qωL ⊗ − 1

2
θ tab,bc,ca,L (v) +

∑

αβγ

∂t∂αωL ⊗ 1

4

(
θ tαβ,βγ,γ q,L (v) + θ tαγ,γβ,βq,L (v)

)

=
∑

J∈Id−1/∼
ωJ ⊗ −θ

p
J\pq (v)



Classification of Degenerate Verma Modules for E(5, 10) 991

+
1

2
εpqabc

5∑

t=1

∑

K∈Id−3/∼
∂tωK ⊗

∑

αβγ

−(xp∂γ .θ tαβ,K )(v)

+ 2xp∂γ .(θ tαβ,K (v))

+
∑

t

∑

L∈Id−5/∼
∂t∂qωL ⊗ − 1

2
θ tab,bc,ca,L (v)

+
∑

αβγ

∂t∂αωL ⊗ 1

4

(
θ tαβ,βγ,γ q,L (v) + θ tαγ,γβ,βq,L (v)

)
.

��
The following result is fundamental in our study.

Corollary 7.4. If ϕ : M(V ) → M(W ) is a morphism of finite Verma modules as in (22),
then for all p, q, a, b, c such that {p, q, a, b, c} = [5] we have

− θ
p
J\pq(v) +

1

2
εpqabc

∑

αβγ

( − (xp∂γ .θαβ,J )(v) + 2xp∂γ .(θαβ,J (v))
) = 0 (25)

for all J ∈ Id−1 and

1

4

(
θab,bc,cq,K (v) + θac,cb,bq,K (v)

) − θ
a,p
K\pq(v)

+
1

2
εpqabc

∑

αβγ

( − (xp∂γ .θaαβ,K )(v) + 2xp∂γ .(θaαβ,K (v))
) = 0, (26)

−2θ p,p
K\pq(v) +

1

2
εpqabc

∑

αβγ

( − (xp∂γ .θ
p
αβ,K )(v) + 2xp∂γ .(θ

p
αβ,K (v))

) = 0, (27)

−2θ p,q
K\pq(v) − θab,bc,ca,K (v)

+εpqabc
( − (xp∂γ .θ

q
αβ,K )(v) + 2xp∂γ .(θ

q
αβ,K (v))

) = 0, (28)

for all K ∈ Id−3.

Proof. Recall thatϕ(v) = ∑
l≤d/2

∑
I∈Id−2l/∼

∑
1≤r1≤···≤rl≤5 ∂r1 · · · ∂rlωI⊗θ

r1,...,rl
I (v).

By Proposition 3.3 we have xpdpqϕ(v) = 0 and if we expand

xpdpqϕ(v) =
∑

l≤(d−1)/2

∑

1≤r1≤···≤rl≤5

∑

I∈Id−1−2l/∼
∂r1 · · · ∂rlωI ⊗ v(r1,...,rl ),I

we have that all vectors v(r1,...,rl ),I must be 0. By Lemmas 7.2 and 7.3 we have for all
J ∈ Id−1

v( ),J = −θ
p
J\pq(v) +

1

2
εpqabc

∑

αβγ

( − (xp∂γ .θαβ,J )(v) + 2xp∂γ .(θαβ,J (v))
)

hence (25) follows. Moreover, for all K ∈ Id−3, by Lemmas 7.2 and 7.3 we have

v(a),K = 1

4

(
θab,bc,cq,K (v) + θac,cb,bq,K (v)

) − θ
a,p
K\pq(v)

+
1

2
εpqabc

∑

αβγ

( − (xp∂γ .θaαβ,K )(v) + 2xp∂γ .(θaαβ,K (v))
)
.
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Note that in this case we have an additional term −θ
a,p
K\pq(v) which is produced by

xpdpq ∂a∂pωK\pq ⊗ θK\pq(v).

Equation (26) follows. Equations (27) and (28) are obtained similarly by considering
v(p),K and v(q),K . ��

Corollary 7.4 can be slightly simplified if v is a highest weight vector in V . For all
n,m we let

χn>m =
{
1 if n > m;
0 otherwise.

Corollary 7.5. Let ϕ : M(V ) → M(W ) be a morphism of finite Verma modules as in
(22) and let s ∈ V be a highest weight vector. Then for all {p, q, a, b, c} we have:

−2θ p
J\pq(s) + εpqabc

∑

αβγ

(
(−1)χp>γ (xp∂γ .θαβ,J )(s)

+2χp>γ xp∂γ .(θαβ,J (s))
) = 0 (29)

for all J ∈ Id−1 and

−4θa,p
K\pq(s) +

(
θab,bc,cq,K (s) + θac,cb,bq,K (s)

)
+ 2εpqabc

∑

αβγ

(
(−1)χp>γ (xp∂γ .θaαβ,K )(s)

+2χp>γ xp∂γ .(θaαβ,K (s))
) = 0, (30)

−4θ p,p
K\pq(s) + εpqabc

∑

αβγ

(
(−1)χp>γ (xp∂γ .θ

p
αβ,K )(s) + 2χp>γ xp∂γ .(θ

p
αβ,K (s))

) = 0,

(31)

−2θ p,q
K\pq − θab,bc,ca,K (s)

+εpqabc
(
(−1)χp>γ (xp∂γ .θ

q
αβ,K )(s) + 2χp>γ xp∂γ .(θ

q
αβ,K (s))

) = 0 (32)

for all K ∈ Id−3.

Proof. We prove Equation (29), the others are similar. By (25), if p > γ we clearly have

( − 1)χp>γ (xp∂γ .θαβ,J )(s) + 2χp>γ xp∂γ .(θαβ,J (s)) = −(xp∂γ .θαβ,J )(s) + 2xp∂γ .(θαβ,J (s)).

If p < γ we have

−(xp∂γ .θαβ,J )(s) + 2xp∂γ .(θαβ,J (s)) = (xp∂γ .θαβ,J )(s)

since s is a highest weight vector, and the result follows. ��
Now observe that all (non trivial) summands in any equation appearing in Corol-

lary 7.5 have the same weight, and we call it the weight of the equation. Next result
shows that if ϕ : M(λ) → M(μ) is a morphism between finite Verma modules, then
every equation of weight μ in Corollary 7.5 can be further simplified.
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Corollary 7.6. Let ϕ : M(λ) → M(μ) be a morphism of finite Verma modules. If
J ∈ Id−1 and a, b, c, p, q are such that Equation (29) has weight μ, then

− 2θ p
J\pq(s) + εpqabc

∑

αβγ

(−1)χp>γ (xp∂γ .θαβ,J )(s) = 0. (33)

If K and a, b, c, p, q are such that Equation (30) has weight μ, then

−4θa,p
K\pq(s) + θab,bc,cq,K (s) + θac,cb,bq,K (s)

+2εpqabc
∑

αβγ

(−1)χp>γ (xp∂γ .θaαβ,K )(s) = 0. (34)

If K and a, b, c, p, q are such that Equation (31) has weight μ then

− 4θ p,p
K\pq(s) + εpqabc

∑

αβγ

(−1)χp>γ (xp∂γ .θ
p
αβ,K )(s) = 0. (35)

If K and a, b, c, p, q are such that Equation (32) has weight μ then

− 2θ p,q
K\pq(s) − θab,bc,ca,K (s) + εpqabc(−1)χp>γ (xp∂γ .θ

q
αβ,K )(s) = 0. (36)

Note that all equations appearing in Corollary 7.6 do not depend on the weights λ

and μ: this observation will be the keypoint of our final classification.

8. Singular Vectors of Degree Between 5 and 10

If w ∈ M(μ) is a singular vector of degree d at most 10 we know that it also has height
d by the results in Sect. 4. In particular we can express it as

w =
∑

l≤d/2

∑

I∈Id−2l/∼

∑

1≤r1≤···≤rl≤5

∂r1 · · · ∂rlωI ⊗ θ
r1,...,rl
I (s), (37)

where s is a highest weight vector in F(λ).

Lemma 8.1. If w ∈ M(μ) is a singular vector of degree and height d as in (37), then
there exists I0 ∈ Id such that θI0(s) �= 0 is a highest weight vector in F(μ).

Proof. Since w has height d, we know that there exists I ∈ Id such that θI (s) �= 0.
Among all such I ’s choose I0 such that θI0(s) has maximal weight. Applying xi∂i+1 to
w we obtain a term ωI0 ⊗ xi∂i+1.θI0(s), which cannot be simplified by any other term.
Therefore xi∂i+1.θI0(s) = 0. ��

If we fix any possible I0 as in Lemma 8.1, we can consider all equations in Corol-
lary 7.6 with weight μ and we observe that these equations do not depend on μ. For
example, if we choose I0 = (12, 24, 34, 45), we can consider Equation (33) with
(a, b, c, p, q) = (1, 2, 4, 5, 3) and J = (25, 34, 45), getting

2θ14,24,25,34(s) + 2θ12,24,34,45(s) = 0,

and also with (a, b, c, p, q) = (2, 4, 5, 3, 1) and J = (14, 23, 34), getting

2θ14,24,25,34(s) = 0,

and deducing θI0(s) = 0.
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Theorem 8.2. Let

w =
∑

l≤d/2

∑

I∈Id−2l/∼

∑

1≤r1≤···≤rl≤5

∂r1 · · · ∂rlωI ⊗ θ
r1,...,rl
I (s)

be a singular vector of degree d, with 5 ≤ d ≤ 10 and let I0 ∈ Id be such that θI0(s) �= 0
is a highest weight vector. Then d = 7 and I0 ∼ (12, 13, 14, 15, 25, 35, 45) or d = 5
and I0 ∼ (12, 13, 14, 15, 45) or I0 ∼ (12, 15, 25, 35, 45).

Proof. The proof is based on Corollary 7.6. The set of Eqs. (33)–(36) of weight λ(θI0(s))
provides a system of homogeneous linear equations among all θI (s), θrJ (s) and θ

r1,r2
K (s)

(with I ∈ Id , J ∈ Id−2 and K ∈ Id−4) such that θI , θrJ and θ
r1,r2
K have the same weight

of θI0 , and which do not depend on (the weight of) s. This system can be solved with
the help of a computer in all possible cases and one can check that it implies θI0(s) = 0
in all cases, but in the three exceptions stated above.

We add a few words to explain what happens in the most complicated case, i.e.,
d = 10 and I0 = (12, 13, 14, 15, 23, 24, 25, 34, 35, 45). In this case 86 variables are
involved: θI0(s), 15 vectors of the form θrJ (s), and 70 vectors of the form θ

r1,r2
K (s) with

r1 �= r2. Equations (33) and (35) do not provide any condition. In Equation (34) we can
choose (a, b, c, p, q) to be any permutation in S5 and K = (ac, ap, aq, bp, bq, cp, pq),
getting 120 linear equations among our 86 variables, and in Equation (36) we can choose
(a, b, c, p, q) to be any permutation in S5 (with a < b < c to avoid repeated equations)
and K = (ap, aq, bp, bq, cp, cq, pq) getting 20 more equations. This system of 140
equations implies that all 86 variables involved vanish. ��

Now we study the exceptions given by Theorem 8.2. The case of degree 7 leads to
another new singular vector.

Theorem 8.3. The following vector w[7] ∈ M(0, 0, 0, 2) of weight (2, 0, 0, 0) is the
unique (up to a scalar factor) singular vector of degree 7 in a finite Verma module:

w[7] = d12d13d14d15
(
d23d24d25 ⊗ (x∗

2 )2 − d23d25d34 ⊗ x∗
2 x

∗
3 − d24d25d34 ⊗ x∗

2 x
∗
4 + d23d24d35 ⊗ x∗

2 x
∗
3

− d24d25d35 ⊗ x∗
2 x

∗
5 + d23d34d35 ⊗ (x∗

3 )2 + d24d34d35 ⊗ x∗
3 x

∗
4 + d25d34d35 ⊗ x∗

3 x
∗
5 + d23d24d45 ⊗ x∗

2 x
∗
4

+ d23d25d45 ⊗ x∗
2 x

∗
5 + d23d34d45 ⊗ x∗

3 x
∗
4 + d24d34d45 ⊗ (x∗

4 )2 + d25d34d45 ⊗ x∗
4 x

∗
5 + d23d35d45 ⊗ x∗

3 x
∗
5

+ d24d35d45 ⊗ x∗
4 x

∗
5 + d25d35d45 ⊗ (x∗

5 )2 + ∂1d23 ⊗ x∗
2 x

∗
3 + ∂1d24 ⊗ x∗

2 x
∗
4 + ∂1d25 ⊗ x∗

2 x
∗
5 − ∂2d23 ⊗ x∗

1 x
∗
3

− ∂2d24 ⊗ x∗
1 x

∗
4 − ∂2d25 ⊗ x∗

1 x
∗
5 + ∂3d23 ⊗ x∗

1 x
∗
2 − ∂3d34 ⊗ x∗

1 x
∗
4 − ∂3d35 ⊗ x∗

1 x
∗
5

+ ∂4d24 ⊗ x∗
1 x

∗
2 + ∂4d34 ⊗ x∗

1 x
∗
3 − ∂4d45 ⊗ x∗

1 x
∗
5 + ∂5d25 ⊗ x∗

1 x
∗
2 + ∂5d35 ⊗ x∗

1 x
∗
3 + ∂5d45 ⊗ x∗

1 x
∗
4

)
.

Proof. Let I0 = (12, 13, 14, 15, 25, 35, 45). In this case Equations (33)–(36) of weight
λ(θI0(s)) provide the following homogeneous linear relations:

θ13,14,15,25,35,45(s) = −2θ214,15,25,35(s) = 2θ212,13,15,25,45(s) =
− 2θ313,14,15,25,35(s) = 2θ312,13,15,35,45(s) (38)

= −2θ413,14,15,25,45(s) = 2θ412,14,15,35,45(s) = −4θ2,212,15,25(s) = −4θ2,313,15,25(s)

= −4θ2,312,15,35(s) = −4θ3,313,15,35(s) = −4θ2,414,15,25(s) = −4θ2,412,15,45(s)

= −4θ3,414,15,35(s) = −4θ3,413,15,45(s) = −4θ4,414,15,45(s).

We use Equation (29) to determine the weight μ = (μ12, μ23, μ34, μ45). Taking
(a, b, c, p, q) = (1, 2, 3, 4, 5) and J = (13, 14, 15, 25, 35, 45) in (29) we obtain
μ34 = 0, using (38).
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Taking (a, b, c, p, q) = (4, 5, 1, 3, 2) and J = (12, 13, 14, 15, 25, 35, ) in (29) we
obtain μ13 = 0.

Taking (a, b, c, p, q) = (1, 2, 4, 5, 3) and J = (13, 14, 15, 25, 35, 45) in (29) we
have

0 = −2θ5(13,14,15,25,35,45)\(53) − (x5∂4.θ12,13,14,15,25,35,45)(s) + 2x5∂4(θ12,13,14,15,25,35,45(s))

− (x5∂1.θ24,13,14,15,25,35,45)(s)

= 2θ513,14,15,25,45(s) + θ12,13,14,15,25,35,45(s) + θ12,13,14,15,25,34,45(s)

+ 2x5∂4.(θ12,13,14,15,25,35,45(s))

+ θ24,13,14,15,21,35,45(s)

= 2θ513,14,15,25,45(s) + 2θ12,13,14,15,25,35,45(s) + θ12,13,14,15,25,34,45(s)

+ 2x5∂4.(θ12,13,14,15,25,35,45(s)).

Finally we can apply x4∂5 to this equation and use (38) to conclude

0 = 2θ413,14,15,25,45(s) − 2θ12,13,14,15,25,35,45(s) − θ12,13,14,15,25,35,45(s)

+ 2μ45θ12,13,14,15,25,35,45(s)

= 2(μ45 − 2)θ12,13,14,15,25,35,45(s).

This shows that the only possible singular vector of degree 7 sits in M(0, 0, 0, 2) and
has weight (0, 0, 0, 2) + λ(ω12,13,14,15,25,35,45) = (2, 0, 0, 0). The uniqueness of such
singular vector follows from Lemma 8.1, since there are no other I ∈ I7 such that
λ(I ) = λ(I0). The fact that the displayed vector is indeed a singular vector can be
checked with a long and technical calculation.

Note that (38) is consistent with the vector w[7] since one can check that

4d12d13d14d15d25d35d45 =
4ω13,14,15,25,35,45 − 2∂2ω12,14,15,25,35 + 2∂2ω12,13,15,25,45

− 2∂3ω13,14,15,25,35 + 2∂3ω12,13,15,35,45

− 2∂4ω13,14,15,25,45 + 2∂4ω12,14,15,35,45 − ∂22ω12,15,25 − ∂2∂3ω13,15,25

− ∂2∂3ω12,15,35 − ∂23ω13,15,35

− ∂2∂4ω14,15,25 − ∂2∂4ω12,15,45 − ∂3∂4ω14,15,35 − ∂3∂4ω13,15,45 − ∂24ω14,15,45.

��
The two possible cases in degree 5 given by Theorem 8.2 are dual to each other. They

lead to singular vectors which were already known to Rudakov in [13].

Theorem 8.4. Let w be a singular vector of degree 5 in M(μ) of weight λ. Then one of
the following occurs.

(1) μ = (0, 0, 1, 0), λ = (3, 0, 0, 0) and

w = w[5CD] = d12d13d14d15(d45 ⊗ x∗
45 + d35 ⊗ x∗

35 + d25 ⊗ x∗
25 + d24 ⊗ x∗

24 + d23 ⊗ x∗
23);

(2) μ = (0, 0, 0, 3), λ = (0, 1, 0, 0) and w = w[5E A] = d12w[4E ], where w[4E ] is
explicitly described in Sect. 11.
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Proof. By Theorem 8.2 we can assume that θI0(s) is a highest weight vector with I0 =
(12, 13, 14, 15, 45) or I0 = (12, 15, 25, 35, 45) and by Theorem 3.4 it is enough to
show that the case I0 = (12, 13, 14, 15, 45) leads to conditions (1).

In this case Eqs. (33)–(36) easily provide the following relations:

θ12,13,14,15,45(s) = −2θ212,14,15(s) = −2θ313,14,15(s). (39)

We use Equation (29) three times to show that necessarily μ = (0, 0, 1, 0). We first use
Equation (29) with (a, b, c, p, q) = (4, 5, 1, 3, 2) and J = (12, 13, 14, 15). All terms
but one vanish and we obtain

x3∂1.(θ45,12,13,14,15(s)) = 0,

and so μ1,2 = μ2,3 = 0. Using Equation (9) with (a, b, c, p, q) = (1, 2, 3, 4, 5) and
J = (13, 14, 15, 45), we obtain

0 = −2θ4(13,14,15,45)\(45) − (x4∂3.θ12,13,14,15,45)(s)

+ 2x4∂3.(θ12,13,14,15,45(s)) − (x4∂2.θ31,13,14,15,45)(s)

− 2x4∂2.(θ31,13,14,15,45(s)) − (x4∂1.θ23,13,14,15,45)(s) − 2x4∂1.(θ23,13,14,15,45(s))

= 2θ413,14,15(s) + θ12,13,14,15,35(s) + 2x4∂3.(θ12,13,14,15,45(s)),

where we have used the fact that θ23,13,14,15,45(s) = 0 since it has weight greater than
θ12,13,14,15,45(s). Applying x3∂4 to the previous equation, we obtain

−2θ313,14,15(s) − θ12,13,14,15,45(s) + 2μ34θ12,13,14,15,45(s) = 0.

By (39) we can conclude that μ34 = 1.
Similarly, byEquation (9)with (a, b, c, p, q) = (1, 2, 3, 5, 4) and J = (13, 14, 15, 45),

we obtain

0 = −2θ5(13,14,15,45)\(54) + (x5∂3.θ12,13,14,15,45)(s) − 2x5∂3.(θ12,13,14,15,45(s))

and applying x3∂5 and then using (39) we obtain

0 = −2θ313,14,15(s) + θ12,13,14,15,45(s) − 2μ35θ12,13,14,15,45(s) = 2(1 − μ35)θ12,13,14,15,45(s).

So μ35 = 1 and μ45 = μ35 −μ34 = 0. The weight of w is λ = μ+λ(ω12,13,14,15,45) =
(0, 0, 1, 0)+ (3, 0,−1, 0) = (3, 0, 0, 0). The uniqueness follows by Lemma 8.1 and the
verification that d12d13d14d15(d45 ⊗ x∗

45 + d35 ⊗ x∗
35 + d25 ⊗ x∗

25 + d24 ⊗ x∗
24 + d23 ⊗ x∗

23)

is actually such a singular vector is left to the reader. This shows, by duality, that there
exists a (unique) singular vector inM(0, 0, 0, 3) of weight (0, 1, 0, 0), and one can check
that it is given by d12w[4E ]. ��

9. Degree 4

The last case to be considered concerns singular vectors of degree and height 4.

Proposition 9.1. Let w be a singular vector of degree 4 as in (22) and let I0 ∈ I4 be
such that θI0(s) �= 0 is a highest weight vector in M(μ). Then I0 ∼ (12, 13, 14, 15) or
I0 ∼ (15, 25, 35, 45).
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Proof. Wemake use of the duality in Theorem 3.4 to consider nearly a half of the cases.
Indeed let w be a singular vector in M(μ) of weight λ such that θI0(s) is a highest
weight vector (of weight μ). Also consider the dual singular vector w∗ in M(λ∗) of
weight μ∗ and assume that w∗ = ϕ∗(s∗), where s∗ is a highest weight vector in M(λ∗),
can be expressed as in (22) with θ∗’s instead of θ ’s, and with θ∗

J0
(s′) of weight λ′. Then

λ(θI0) = μ − λ and λ(θ∗
J0

) = λ∗ − μ∗ = −λ(θI0)
∗. In particular if there are no singular

vectors such that θI0(s) �= 0 for all I0 such that λ(θI0) = λ then there are no singular
vectors such that θI0(s) �= 0 for all I0 such that λ(θI0) = −λ∗.

As in Theorem 8.2, we can use Eqs. (33)–(36), but in this case we have some more
exceptions which must be considered apart.

More precisely we have that θI0(s) = 0 in all but the following cases (and their
duals):

(1) (12, 13, 14, 15);
(2) (12, 14, 15, 23), (12, 13, 15, 24), (12, 13, 14, 25);
(3) (13, 23, 34, 35);
(4) (14, 23, 34, 35), (13, 24, 34, 35), (13, 23, 34, 45);
(5) (14, 24, 34, 35), (13, 24, 34, 45), (14, 23, 34, 45);
(6) (14, 24, 34, 45);
(7) (15, 24, 34, 45), (14, 34, 25, 45), (14, 24, 35, 45);
(8) (15, 25, 34, 45), (14, 25, 35, 45), (15, 24, 35, 45).

These exceptions have been grouped according to their weight.We now analyze all these
cases.

(1) This is the case which is not excluded by the statement.
(2) Equations (33)–(36) provide θ12,14,15,23 = θ12,13,14,25 = −θ12,13,15,24. In this case

Equation (29) with a = 2, b = 3, c = 1, p = 5, q = 4 and J = (12, 14, 15) gives:

x5∂2.(θ31,12,14,15(s)) + x5∂1.(θ23,12,14,15(s)) = 0.

If we apply the vector field x1∂5, we get the following equation:

x1∂2.(θ31,12,14,15(s)) + μ15(θ23,12,14,15(s)) = 0,

where we used that if θ23,12,14,15(s) has the highest weight, then θ35,12,14,15(s) =
θ31,52,14,15(s) = θ31,12,54,15(s) = 0. Hence we get

−θ32,12,14,15(s) − θ31,12,24,15(s) − θ31,12,14,15(s) + μ15(θ23,12,14,15(s)) = 0,

i.e., (−μ15 − 3)(θ12,14,15,23(s)) = 0, a contradiction.
(3) In this case Equation (29) with a = 1, b = 3, c = 2, p = 5, q = 4 and J =

(23, 34, 35) gives:

−x5∂2.(θ13,23,34,35(s)) + x5∂3.(θ12,23,34,35(s)) = 0.

If we apply the vector field x2∂5, we get the following equation:

−μ25(θ13,23,34,35(s)) + x2∂3.(θ12,23,34,35(s)) = 0,

where we used that if θ13,23,34,35(s) has the highest weight then θ15,23,34,35(s) = 0.
Hence we get

( − μ25 − 1)(θ13,23,34,35(s)) = 0,

a contradiction.
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(4) In this case Eqs. (33)–(36) provide θ14,23,34,35 = θ13,24,34,35 = θ13,23,34,45. Equa-
tion (29) with a = 1, b = 2, c = 3, p = 5, q = 4 and J = (24, 34, 35) gives:

−(x5∂1.θ23,24,34,35)(s) + (x5∂2.θ31,24,34,35)(s) + (x5∂3.θ12,24,34,35)(s)

+2x5∂2.(θ31,24,34,35(s)) + 2x5∂3.(θ12,24,34,35(s)) = 0,

where we used that, if θ13,24,34,35(s) has the highest weight, then θ23,24,34,35(s) = 0.
This is equivalent to the following:

2θ13,23,24,34(s) − 2x5∂2.(θ13,24,34,35(s)) + 2x5∂3.(θ12,24,34,35(s)) = 0.

If we apply the vector field x2∂5 and use the equality θ13,24,34,35(s) = θ13,23,34,45(s),
we get the following equation:

−μ25(θ13,24,34,35(s)) + x2∂3.(θ12,24,34,35(s)) = 0,

where we used that, if θ13,24,34,35(s) has the highest weight, then θ15,24,34,35(s) =
0 = θ12,34,35,45(s). Hence we get

( − μ25 − 1)(θ13,24,34,35(s)) = 0,

a contradiction.
(5) In this case Eqs. (33)–(36) provide θ14,24,34,35 = θ14,23,34,45 = θ13,24,34,45. Equa-

tion (25) with a = 1, b = 4, c = 3, p = 5, q = 2 and J = (24, 34, 35) gives:

−x5∂4.(θ13,24,34,35(s)) + x5∂3.(θ14,24,34,35(s)) = 0.

If we apply the vector field x3∂5, we get the following equation:

−x3∂4.(θ13,24,34,35(s)) + μ35(θ14,24,34,35(s)) = 0,

where we used that if θ14,24,34,35(s) has the highest weight, then θ15,24,34,35(s) =
0 = θ13,24,35,45(s). Hence, using the hypothesis θ14,24,34,35(s) = θ13,24,34,45(s), we
get

(2 + μ35)(θ14,24,34,35(s)) = 0,

a contradiction.
(6) In this case Equation (29) with a = 1, b = 4, c = 3, p = 5, q = 2 and J =

(24, 34, 45) gives:

−x5∂4.(θ13,24,34,45(s)) + x5∂3.(θ14,24,34,45(s)) = 0.

If we apply the vector field x3∂5, we get the following equation:

−x3∂4.(θ13,24,34,45(s)) + μ35(θ14,24,34,45(s)) = 0,

where we used that if θ14,24,34,45(s) has the highest weight, then θ15,24,34,45(s) = 0.
Hence we get

(1 + μ35)(θ14,24,34,45(s)) = 0,

a contradiction.
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(7) In this case Eqs. (33)–(36) provide θ15,24,34,45 = θ14,25,34,45 = θ14,24,35,45. Equa-
tion (29) with a = 1, b = 2, c = 4, p = 5, q = 3 and J = (15, 34, 45) gives:

− (x5∂1.θ24,15,34,45)(s) − (x5∂2.θ41,15,34,45)(s) − (x5∂4.θ12,15,34,45)(s)

+ 2x5∂1.(θ24,15,34,45(s)) + 2x5∂2.(θ41,15,34,45(s))

+ 2x5∂4.(θ12,15,34,45(s)) = 0,

which is equivalent to the following equation:

−2θ14,15,24,34(s) + 2θ12,14,34,45(s) − 2x5∂1.(θ15,24,34,45(s)) − 2x5∂2.(θ14,15,34,45(s))

+ 2x5∂4.(θ12,15,34,45(s)) = 0.

If we apply the vector field x1∂5 we get the following equation:

−2θ54,15,24,34(s) − 2θ52,14,34,45(s) − 2μ15(θ15,24,34,45(s)) − 2x1∂2.(θ14,15,34,45(s))

+ 2x1∂4.(θ12,15,34,45(s)) = 0,

where we used that if θ15,24,34,45(s) has highest weight then θ15,25,34,45(s) = 0.
Hence we get

(−6 − 2μ15)(θ15,24,34,45(s)) = 0,

a contradiction.
(8) We have by Eqs. (33)–(36) θ15,25,34,45 = θ15,24,35,45 = θ14,25,35,45 and θ115,45 =

θ225,45 = θ335,45 = 0. In this case Equation (29) with a = 1, b = 2, c = 4, p = 5,
q = 3 and J = (25, 35, 45) gives:

−2θ5J\{53}(s) − (x5∂1.θ24,25,35,45)(s) − (x5∂2.θ41,25,35,45)(s) − (x5∂4.θ12,25,35,45)(s)

−2x5∂2.(θ14,25,35,45(s)) + 2x5∂4.(θ12,25,35,45(s)) = 0

where we used that if θ14,25,35,45(s) has highest weight then θ24,25,35,45(s) = 0.
Hence we have:

−2θ5J\{53}(s) + 2θ12,24,35,45(s) + θ24,25,31,45(s) + θ41,25,32,45(s) + 2θ14,24,25,35(s)

+θ12,25,34,45(s) − 2x5∂2.(θ14,25,35,45(s)) + 2x5∂4.(θ12,25,35,45(s)) = 0.

If we apply the vector field x2∂5 we obtain the following equation:

−2θ15,24,35,45(s) − θ41,25,35,45(s) − 2θ14,54,25,35(s)

−θ15,25,34,45(s) − 2μ25(θ14,25,35,45(s)) − 2θ14,25,35,45(s) = 0

where we used θ225,45(s) = 0 and that if θ14,25,35,45(s) has highest weight then
θ15,25,35,45(s) = 0.Now,using thehypotheses θ15,25,34,45 = θ15,24,35,45 = θ14,25,35,45,
we get:

−2(μ25 + 1)θ14,25,35,45,

a contradiction.

��
The following result completes the study of singular vectors of degree 4
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Theorem 9.2. Let w be a singular vector in M(μ) of weight λ and degree 4. Then one
of the following occurs:

(1) μ = (n, 0, 0, 0), λ = (n + 3, 0, 0, 0) and w = d12d13d14d15 ⊗ xn1 for some n ∈ N.
(2) μ = (0, 0, 0, n + 3), λ = (0, 0, 0, n) and w = w[4E ] (see Sect. 11) for some n ∈ N.

Proof. By Proposition 9.1 we know that we can assume that w is as in (22) with
θ12,13,14,15(s) a highest weight vector. By (29) with (a, b, c, p, q) = (1, 2, 3, 5, 4)
and J = (12, 14, 15) we immediately get x5∂2.(θ12,13,14,15(s)) = 0 (recalling that
θ12,23,14,15(s) = 0 for weight reasons) and therefore μ = (n, 0, 0, 0) for some n
and λ = λ(ω12,13,14,15) + (n, 0, 0, 0) = (n + 3, 0, 0, 0). The uniqueness follows by
Lemma 8.1. It is a trivial check that the vector d12d13d14d15 ⊗ xn1 is such a singular
vector. By duality we have that the other possible case in Proposition 9.1 leads to a
unique singular vector in M(0, 0, 0, n+3) of weight (0, 0, 0, n). The fact that this vector
is actually w[4E ] displayed in Sect. 10 is a huge verification that can be made with a
computer. ��

10. Conclusions

As a result of discussions in the previous sections we are now in a position to state a
complete classification of singular vectors in finite Verma modules for E(5, 10).

Theorem 10.1. The following is a complete classification of singular vectors and cor-
responding morphisms for finite Verma modules.

In degree 1 we have

• w[1A] = d12 ⊗ xm1 xn12 ∈ M(m, n, 0, 0) for all m, n ≥ 0, giving a morphism

ϕ[1A] : M(m, n + 1, 0, 0) → M(m, n, 0, 0);
• w[1B] = d15⊗xm1 (x∗

5 )
n+1 +d14⊗xm1 x∗

4 (x
∗
5 )

n +d13⊗xm1 x∗
3 (x

∗
5 )

n +d12⊗xm1 x∗
2 (x

∗
5 )

n

for all m, n ≥ 0, giving a morphism

ϕ[1B] : M(m + 1, 0, 0, n) → M(m, 0, 0, n + 1);
• w[1C ] = ∑

i< j di j ⊗ x∗
i j (x

∗
45)

m(x5∗)n for all m, n ≥ 0, giving a morphism

ϕ[1C ] : M(0, 0,m, n) → M(0, 0,m + 1, n).

In degree 2 we have

• w[2BA] = ∑
j>1 d12d1 j ⊗xm1 x∗

j ∈ M(m, 0, 0, 1) for all m ≥ 0, giving amorphism

ϕ[2BA] = ϕ[1B] ◦ ϕ[1A] : M(m + 1, 1, 0, 0) → M(m, 0, 0, 1);
• w[2CB] = ∑

j>1
∑

h<k d1 j dhk ⊗ x∗
hk x

∗
j (x

∗
5 )

n ∈ M(0, 0, 1, n + 1) for all n ≥ 0,
giving a morphism

ϕ[2CB] = ϕ[1C ] ◦ ϕ[1B] : M(1, 0, 0, n) → M(0, 0, 1, n + 1);
• w[2CA] = ∑

i< j d12di j ⊗ x∗
i j ∈ M(0, 0, 1, 0), giving a morphism

ϕ[2CA] = ϕ[1C ] ◦ ϕ[1A] : M(0, 1, 0, 0) → M(0, 0, 1, 0).

In degree 3 we have
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• w[3CBA] = ∑
j>1

∑
k<l d12d1 j dkl ⊗ x∗

j x
∗
kl ∈ M(0, 0, 1, 1), giving a morphism

ϕ[3CBA]) = ϕ[1C ] ◦ ϕ[1B] ◦ ϕ[1A] : M(1, 1, 0, 0) → M(0, 0, 1, 1).

In degree 4 we have

• w[4D] = d12d13d14d15 ⊗ xm1 ∈ M(m, 0, 0, 0) for all m ≥ 0, giving a morphism

ϕ[4D] : M(m + 3, 0, 0, 0) → M(m, 0, 0, 0);
• w[4E ] ∈ M(0, 0, 0, n + 3) displayed in Section 11, giving a morphism

ϕ[4E ] : M(0, 0, 0, n) → M(0, 0, 0, n + 3).

In degree 5 we have

• w[5CD] = d12d13d14d15
∑

2<i< j di j ⊗ x∗
i j , giving a morphism

ϕ[5CD] = ϕ[1C ] ◦ ϕ : [4D] : M(3, 0, 0, 0) → M(0, 0, 1, 0);
• w[5E A] = d12w[4E ] ∈ M(0, 0, 0, 3), giving a morphism

ϕ[5E A] = ϕ[4E ] ◦ ϕ[1A] : M(0, 1, 0, 0) → M(0, 0, 0, 3).

In degree 7 we have

• w[7] ∈ M(0, 0, 0, 2) given in Theorem 8.3, giving a morphism

ϕ[7] : M(2, 0, 0, 0) → M(0, 0, 0, 2).

In degree 11 we have

• w[11] ∈ M(0, 0, 0, 1) given in Theorem 5.11, giving a morphism

ϕ[11] : M(1, 0, 0, 0) → M(0, 0, 0, 1).

Proof. In [9] singular vectors of degree 1 were constructed, and in [13] it was shown that
there are no other ones. In [13] singular vectors of degree 2,3,4 and 5 were constructed,
and it was shown in [2] that there are no other ones of degree 2 and 3. In the present paper
we show that there are no other singular vectors of degree 4 and 5. Namely, singular
vectors of degree 4 are classified in Section 9, singular vectors of degree that is equal to
height, which is greater than 5, are classified in Section 8, and singular vectors of degree
greater than height are classified in Section 5. ��

This theorem gives an affirmative answer to the conjecture posed in [9].

Corollary 10.2. All degenerate finite Verma modules over E(5, 10) are of the form
M(m, n, 0, 0), M(0, 0,m, n) or M(m, 0, 0, n), where m, n ∈ N.

Figure 4 represents all morphisms between finite degenerate Verma modules, which
are not compositions of other morphisms.

Since a singular vector ofweightμ in a finiteVermamodulewith highestweightλ cor-
responds to a non-zero morphism M(μ) → M(λ), we can construct infinite sequences
of morphisms as in Fig. 4. All of these sequences are complexes (i.e. all compositions of
consecutive morphisms vanish), except for the one through the origin; the latter becomes
a complex if we replace the sequence

M(0, 1, 0, 0) → M(0, 0, 0, 0) → M(1, 0, 0, 0)
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Fig. 4. All nonzero morphisms between finite Verma modules for E(5, 10) which are not compositions of
other morphisms. Morphisms of degree > 1 are labelled by their degree

of morphisms of degree 1 by their composition of degree 2. This claim, whenmorphisms
of degree 7 and 11 are not involved, follows from [13]; if they are involved, it follows
since there are no morphisms of degree 8 and 12.

Figure 5 represents all morphisms between finite degenerate Verma modules of de-
gree 2 and 3; the corresponding bilateral infinite sequences shown in this picture are
complexes, since any possible composition of two of these morphisms does not appear
in Theorem 10.1.
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Fig. 5. All nonzero morphisms between finite Verma modules for E(5, 10) of degree 2 and 3 and their infinite
bilateral complexes

11. The singular vector in M(0, 0, 0, n + 3) of degree 4 and weight (0, 0, 0, n)

The following is the singular vector (which has been found and checked with the aid of
a computer) in M(0, 0, 0, n + 3) of degree 4 and weight (0, 0, 0, n). Here we denote x∗

i
by fi and we omit all tensor product symbols.

w[4E ] = d12d13d14d15 f
3
1 f n5 + d12d14d15d23 f

2
1 f2 f

n
5 + d13d14d15d23 f

2
1 f3 f

n
5 − d12d13d15d24 f

2
1 f2 f

n
5

+ d13d14d15d24 f
2
1 f4 f

n
5 + d12d15d23d24 f1 f

2
2 f n5 + d13d15d23d24 f1 f2 f3 f

n
5 + d14d15d23d24 f1 f2 f4 f

n
5

+ d12d13d14d25 f
2
1 f2 f

n
5 + d13d14d15d25 f

2
1 f n+15 − d12d14d23d25 f1 f

2
2 f n5 − d13d14d23d25 f1 f2 f3 f

n
5

+ d14d15d23d25 f1 f2 f
n+1
5 + d12d13d24d25 f1 f

2
2 f n5 − d13d14d24d25 f1 f2 f4 f

n
5 − d13d15d24d25 f1 f2 f

n+1
5

+ d12d23d24d25 f
3
2 f n5 + d13d23d24d25 f

2
2 f3 f

n
5 + d14d23d24d25 f

2
2 f4 f

n
5 + d15d23d24d25 f

2
2 f n+15

− d12d13d15d34 f
2
1 f3 f

n
5 − d12d14d15d34 f

2
1 f4 f

n
5 + d12d15d23d34 f1 f2 f3 f

n
5 + d13d15d23d34 f1 f

2
3 f n5

+ d14d15d23d34 f1 f3 f4 f
n
5 + d12d15d24d34 f1 f2 f4 f

n
5 + d13d15d24d34 f1 f3 f4 f

n
5 + d14d15d24d34 f1 f

2
4 f n5

− d12d13d25d34 f1 f2 f3 f
n
5 − d12d14d25d34 f1 f2 f4 f

n
5 + d13d15d25d34 f1 f3 f

n+1
5 + d14d15d25d34 f1 f4 f

n+1
5

− d12d23d25d34 f
2
2 f3 f

n
5 − d13d23d25d34 f2 f

2
3 f n5 − d14d23d25d34 f2 f3 f4 f

n
5 − d15d23d25d34 f2 f3 f

n+1
5

− d12d24d25d34 f
2
2 f4 f

n
5 − d13d24d25d34 f2 f3 f4 f

n
5 − d14d24d25d34 f2 f

2
4 f n5 − d15d24d25d34 f2 f4 f

n+1
5

+ d12d13d14d35 f
2
1 f3 f

n
5 − d12d14d15d35 f

2
1 f n+15 − d12d14d23d35 f1 f2 f3 f

n
5 − d13d14d23d35 f1 f

2
3 f n5
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+ d14d15d23d35 f1 f3 f
n+1
5 + d12d13d24d35 f1 f2 f3 f

n
5 − d13d14d24d35 f1 f3 f4 f

n
5 + d12d15d24d35 f1 f2 f

n+1
5

+ d14d15d24d35 f1 f4 f
n+1
5 + d12d23d24d35 f

2
2 f3 f

n
5 + d13d23d24d35 f2 f

2
3 f n5 + d14d23d24d35 f2 f3 f4 f

n
5

+ d15d23d24d35 f2 f3 f
n+1
5 − d12d14d25d35 f1 f2 f

n+1
5 − d13d14d25d35 f1 f3 f

n+1
5 + d14d15d25d35 f1 f

n+2
5

− d12d24d25d35 f
2
2 f n+15 − d13d24d25d35 f2 f3 f

n+1
5 − d14d24d25d35 f2 f4 f

n+1
5 − d15d24d25d35 f2 f

n+2
5

+ d12d13d34d35 f1 f
2
3 f n5 + d12d14d34d35 f1 f3 f4 f

n
5 + d12d15d34d35 f1 f3 f

n+1
5 + d12d23d34d35 f2 f

2
3 f n5

+ d13d23d34d35 f
3
3 f n5 + d14d23d34d35 f

2
3 f4 f

n
5 + d15d23d34d35 f

2
3 f n+15 + d12d24d34d35 f2 f3 f4 f

n
5

+ d13d24d34d35 f
2
3 f4 f

n
5 + d14d24d34d35 f3 f

2
4 f n5 + d15d24d34d35 f3 f4 f

n+1
5 + d12d25d34d35 f2 f3 f

n+1
5

+ d13d25d34d35 f
2
3 f n+15 + d14d25d34d35 f3 f4 f

n+1
5 + d15d25d34d35 f3 f

n+2
5 + d12d13d14d45 f

2
1 f4 f

n
5

+ d12d13d15d45 f
2
1 f n+15 − d12d14d23d45 f1 f2 f4 f

n
5 − d13d14d23d45 f1 f3 f4 f

n
5 − d12d15d23d45 f1 f2 f

n+1
5

− d13d15d23d45 f1 f3 f
n+1
5 + d12d13d24d45 f1 f2 f4 f

n
5 − d13d14d24d45 f1 f

2
4 f n5 − d13d15d24d45 f1 f4 f

n+1
5

+ d12d23d24d45 f
2
2 f4 f

n
5 + d13d23d24d45 f2 f3 f4 f

n
5 + d14d23d24d45 f2 f

2
4 f n5 + d15d23d24d45 f2 f4 f

n+1
5

+ d12d13d25d45 f1 f2 f
n+1
5 − d13d14d25d45 f1 f4 f

n+1
5 − d13d15d25d45 f1 f

n+2
5 + d12d23d25d45 f

2
2 f n+15

+ d13d23d25d45 f2 f3 f
n+1
5 + d14d23d25d45 f2 f4 f

n+1
5 + d15d23d25d45 f2 f

n+2
5 + d12d13d34d45 f1 f3 f4 f

n
5

+ d12d14d34d45 f1 f
2
4 f n5 + d12d15d34d45 f1 f4 f

n+1
5 + d12d23d34d45 f2 f3 f4 f

n
5 + d13d23d34d45 f

2
3 f4 f

n
5

+ d14d23d34d45 f3 f
2
4 f n5 + d15d23d34d45 f3 f4 f

n+1
5 + d12d24d34d45 f2 f

2
4 f n5 + d13d24d34d45 f3 f

2
4 f n5

+ d14d24d34d45 f
3
4 f n5 + d15d24d34d45 f

2
4 f n+15 + d12d25d34d45 f2 f4 f

n+1
5 + d13d25d34d45 f3 f4 f

n+1
5

+ d14d25d34d45 f
2
4 f n+15 + d15d25d34d45 f4 f

n+2
5 + d12d13d35d45 f1 f3 f

n+1
5 + d12d14d35d45 f1 f4 f

n+1
5

+ d12d15d35d45 f1 f
n+2
5 + d12d23d35d45 f2 f3 f

n+1
5 + d13d23d35d45 f

2
3 f n+15 + d14d23d35d45 f3 f4 f

n+1
5

+ d15d23d35d45 f3 f
n+2
5 + d12d24d35d45 f2 f4 f

n+1
5 + d13d24d35d45 f3 f4 f

n+1
5 + d14d24d35d45 f

2
4 f n+15

+ d15d24d35d45 f4 f
n+2
5 + d12d25d35d45 f2 f

n+2
5 + d13d25d35d45 f3 f

n+2
5 + d14d25d35d45 f4 f

n+2
5

+ d15d25d35d45 f
n+3
5 + ∂1d12d13 f1 f2 f3 f

n
5 + ∂1d12d14 f1 f2 f4 f

n
5 + ∂1d12d15 f1 f2 f

n+1
5

+ ∂1d12d23 f
2
2 f3 f

n
5 + ∂1d13d23 f2 f

2
3 f n5 + ∂1d14d23 f2 f3 f4 f

n
5 + ∂1d15d23 f2 f3 f

n+1
5

+ ∂1d12d24 f
2
2 f4 f

n
5 + ∂1d13d24 f2 f3 f4 f

n
5 + ∂1d14d24 f2 f

2
4 f n5 + ∂1d15d24 f2 f4 f

n+1
5

+ ∂1d12d25 f
2
2 f n+15 + ∂1d13d25 f2 f3 f

n+1
5 + ∂1d14d25 f2 f4 f

n+1
5 + ∂1d15d25 f2 f

n+2
5

− ∂2d12d13 f
2
1 f3 f

n
5 − ∂2d12d14 f

2
1 f4 f

n
5 − ∂2d12d15 f

2
1 f n+15 − ∂2d12d23 f1 f2 f3 f

n
5

− ∂2d13d23 f1 f
2
3 f n5 − ∂2d14d23 f1 f3 f4 f

n
5 − ∂2d15d23 f1 f3 f

n+1
5 − ∂2d12d24 f1 f2 f4 f

n
5

− ∂2d13d24 f1 f3 f4 f
n
5 − ∂2d14d24 f1 f

2
4 f n5 − ∂2d15d24 f1 f4 f

n+1
5 − ∂2d12d25 f1 f2 f

n+1
5

− ∂2d13d25 f1 f3 f
n+1
5 − ∂2d14d25 f1 f4 f

n+1
5 − ∂2d15d25 f1 f

n+2
5 + ∂3d12d13 f

2
1 f2 f

n
5

− ∂3d13d14 f
2
1 f4 f

n
5 − ∂3d13d15 f

2
1 f n+15 + ∂3d12d23 f1 f

2
2 f n5 + ∂3d13d23 f1 f2 f3 f

n
5

+ ∂3d14d23 f1 f2 f4 f
n
5 + ∂3d15d23 f1 f2 f

n+1
5 − ∂3d12d34 f1 f2 f4 f

n
5 − ∂3d13d34 f1 f3 f4 f

n
5

− ∂3d14d34 f1 f
2
4 f n5 − ∂3d15d34 f1 f4 f

n+1
5 − ∂3d12d35 f1 f2 f

n+1
5 − ∂3d13d35 f1 f3 f

n+1
5

− ∂3d14d35 f1 f4 f
n+1
5 − ∂3d15d35 f1 f

n+2
5 + ∂4d12d14 f

2
1 f2 f

n
5 + ∂4d13d14 f

2
1 f3 f

n
5

− ∂4d14d15 f
2
1 f n+15 + ∂4d12d24 f1 f

2
2 f n5 + ∂4d13d24 f1 f2 f3 f

n
5 + ∂4d14d24 f1 f2 f4 f

n
5

+ ∂4d15d24 f1 f2 f
n+1
5 + ∂4d12d34 f1 f2 f3 f

n
5 + ∂4d13d34 f1 f

2
3 f n5 + ∂4d14d34 f1 f3 f4 f

n
5

+ ∂4d15d34 f1 f3 f
n+1
5 − ∂4d12d45 f1 f2 f

n+1
5 − ∂4d13d45 f1 f3 f

n+1
5 − ∂4d14d45 f1 f4 f

n+1
5

− ∂4d15d45 f1 f
n+2
5 + ∂5d12d15 f

2
1 f2 f

n
5 + ∂5d13d15 f

2
1 f3 f

n
5 + ∂5d14d15 f

2
1 f4 f

n
5

+ ∂5d12d25 f1 f
2
2 f n5 + ∂5d13d25 f1 f2 f3 f

n
5 + ∂5d14d25 f1 f2 f4 f

n
5 + ∂5d15d25 f1 f2 f

n+1
5

+ ∂5d12d35 f1 f2 f3 f
n
5 + ∂5d13d35 f1 f

2
3 f n5 + ∂5d14d35 f1 f3 f4 f

n
5 + ∂5d15d35 f1 f3 f

n+1
5

+ ∂5d12d45 f1 f2 f4 f
n
5 + ∂5d13d45 f1 f3 f4 f

n
5 + ∂5d14d45 f1 f

2
4 f n5 + ∂5d15d45 f1 f4 f

n+1
5 .
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We recall that the construction of this vector is also sketched by Rudakov in [13, §4].
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