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Conflicting interpretations of experimental data preclude the understanding of the quantum magnetic
state of spin-orbit coupled d2 double perovskites. Whether the ground state is a Janh-Teller–distorted order
of quadrupoles or the hitherto elusive octupolar order remains debated. We resolve this uncertainty through
direct calculations of all-rank intersite exchange interactions and inelastic neutron scattering cross section
for the d2 double perovskite series Ba2MOsO6 (M ¼ Ca, Mg, Zn). Using advanced many-body first-
principles methods, we show that the ground state is formed by ferro-ordered octupoles coupled by
superexchange interactions within the ground-state Eg doublet. Computed ordering temperature of the
single second-order phase transition is consistent with experimentally observed material-dependent trends.
Minuscule distortions of the parent cubic structure are shown to qualitatively modify the structure of gaped
magnetic excitations.
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Identification of complex magnetic orders in spin-orbital
entangled and electronically correlated transition metal
oxides has emerged as a fascinating field of study, enabling
the discovery of new quantum magnetic states originating
from interaction between effective pseudospins carrying
high-rank multipoles [1,2]. While multipolar coupling in
localized f-electron systems has been the subject of intense
research and is overall well understood [3,4], the formation
and quantum origin of ordered multipoles in d-electron
systems is a much more recent research area, which poses
challenging issues and controversial opinions [5–9].
Ordered magnetic octupoles were initially proposed as
an alternative orbital ordering in eg manganites arising from
the complex mixing of doubly degenerate orbitals [10,11]
and later in spin-orbit coupled model systems analogous
to Sr2VO4, LiOsO3, and Cd2Re2O7 [5,6,8]. Rock-salt–
ordered double perovskites (DPs) Ba2MOsO6 (M ¼ Ca,
Mg, Zn; in short, BCOO, BMOO, and BZOO) represent the
first candidate materials experimentally proposed to host a
d-orbital octupolar order [7]. However, the possibility to
actually realize such an exotic magnetic order and the
driving mechanism responsible for its formation remain
largely debated, in particular, regarding the rank of the
multipolar interactions at play, the degree of Janh-Teller
(JT) distortions, and the relative importance of direct and
indirect exchange [1,7,9,12–14].
In these Os-based DPs, the strong spin-orbit coupling

strength splits the effective L ¼ 1 t2g levels on the magnetic
Os ions into a lower j ¼ 3

2
quadruplet ground state (GS)

and a doublet j ¼ 1
2
excited state. With a d2 (S ¼ 1)

configuration, the total angular momentum Jeff is 2, and
the Jeff ¼ 2 levels are split due to the remnant crystal field
(CF) into a lowerEg doublet and T2g triplet [7,15]. In contrast
to the assumptions of the pioneering theoretical study of
Ref. [15], the intersite exchange interactions are inferred to be
much smaller than the remnant CF [7,16]. Despite exper-
imental evidence for a single phase transition involving the
Eg manifold [7,17,18], its origin remains unclear.
Considering that the non-Kramers Eg doublet does not

carry dipole moments, it would be legitimate to expect that
conventional quadrupolar couplings in a JT-broken sym-
metry would promote an antiferro (AF) quadrupolar order
[9,19]. This transparent picture does not seem to be con-
sistent with recent experiments: x-ray diffraction does not
find structural distortions (larger than 0.1%) and, whereas no
conventional magnetic order is detected by neutron diffrac-
tion (upper limit ≈0.1 μB), muon spin relaxation still
indicates time-reversal symmetry breaking, thereby ruling
out quadrupolar order [18]. To account for the experimental
measurements, a ferro-octupolar (FO)-ordered GS was
proposed [7,12,13,20], involving a coupling between the
lower Eg and excited T2g states mediated by quadrupolar
operators. This model reproduces a spin-gap observed in the
excitation spectra [7,12] and is overall reasonably compat-
ible with the experimental scenario, but it makes use of some
problematic assumptions. Only a subset of intersite exchange
interactions (IEIs) allowed within Jeff ¼ 2 is assumed to be
nonzero. Moreover, the included quadrupole IEIs, which
cannot be directly inferred from experiment, are tuned to
obtain the desired properties of the FO phase.
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Inspired by the apparent adequacy of the experimentally
proposed FO state and aiming to decipher the key aspects of
FO ordering in 5d-electron systems, we propose in this
Letter an alternative mechanism based on direct numerical
calculations of all possible interaction channels by means of
many-body first-principles schemes. Without forcing any
preassumption on the form of the effective Hamiltonian,
we find a ferro order of xyz octupoles determined by a
competition between time-even and octupolar IEIs within
solely the GS Eg doublet. Importantly, employing an
analysis that discriminates between direct exchange (DE)
and superexchange (SE) mechanisms, we found that IEIs are
dominated by SE through O 2p and Ba orbitals; 5d-5d DE
contributes only marginally. Our data correctly predict the
observed second-order phase transition, with computed
ordering temperature compatible with the experimental
one and a gapped excitation spectra.
Effective Hamiltonian and methods.—The effective

Hamiltonian for the low-energy degrees of freedom on
the Os sublattice is a sum of the IEIs (HIEI) and remnant
crystal-field (RCF) terms

Heff ¼
X
hiji

X
KQK0Q0

VQQ0
KK0 ðΔRijÞOQ

KðRiÞOQ0
K0 ðRjÞþ

X
i

Hi
RCF;

ð1Þ

where the first sum is over all hiji Os–Os bonds, OQ
KðRiÞ

is the Hermitian spherical tensor [4] for J ¼ 2 of the
rank K ¼ 1;…; 4 and projection Q acting on Os site
at the position Ri, and the IEI VQQ0

KK0 ðΔRijÞ acts between
the multipoles KQ and K0Q0 on two Os sites connected
by the lattice vector ΔRij ¼ Rj −Ri. Finally, Hi

RCF ¼
−VRCF½O0

4ðRiÞ þ 5O4
4ðRiÞ� is the remnant octahedral CF

[7], where OQ
K are the standard Stevens operators.

To derive the above Hamiltonian, we use density-
functional theory (DFT) [21] plus dynamical mean-field
theory [22–25], treating the quantum impurity problem on
the Os 5d shells within the quasiatomic Hubbard-I (HI)
approximation [26]. All IEIs VQQ0

KK0 ðΔRÞ are computed
within the HI-based force-theorem approach (FT-HI) [27].
Our DFTþ HI calculations correctly predict the expected
Jeff ¼ 2 GS multiplet, which is split by HRCF into the
ground-state Eg doublet and excited T2g triplet. More details
can be found in the Supplemental Material [28].
CF splitting and intersite exchange interactions.—The

calculated CF splitting ΔRCF ¼ 120VRCF listed in Table I is
about 20 meV for all members, in agreement with specific
heat measurements and excitation gap inelastic neutron
scattering (INS) [7,12,16]. The computed IEIs VQQ0

KK0 are
displayed in Fig. 1 (for BZOO, similar data are obtained
for the other members, see Supplemental Material [28]).
The largest values, ≈3 meV, are significantly smaller than
ΔRCF, in agreement with experiment [7,12], implying that

the ordered phase will be determined by the IEIs acting
within the ground-state Eg doublet.
The Eg space can be encoded by spin-1=2 operators τα,

with the Eg states corresponding to the projections�1=2 of
pseudospin-1=2. The resulting Eg Hamiltonian

HEg
¼

X
hiji∈NN

X
αβ

JαβðΔRijÞταðRiÞτβðRjÞ; ð2Þ

is Eq. (1) down-folded into the Eg space (see Supplemental
Material [28] for details). Up to a normalization factor, τy is

the octupole O−2
3 ≡Oxyz; the corresponding IEI V 2̄ 2̄

33

directly maps into Jyy. τx and τz are combinations of the
eg quadrupoles (O2

2 and O0
2, respectively) with hexadeca-

poles of the same symmetry. Therefore, V22
22 and V00

22

together with the corresponding hexadecapole IEIs con-
tribute to Jxx and Jzz, respectively. Since the hexadecapole
IEIs are negligible, their admixture reduces the magnitude
of time-even Jxx and Jzz (Sec. III in the Supplemental
Material [28]). Overall, the order in Eg space is determined
by a competition of the time-even (τx and τz) combinations
of quadrupoles and hexadecapoles with the time-odd xyz

TABLE I. Remnant CF splitting ΔRCF and IEIs Jαα within the
Eg doublet for the Os-Os [1/2,1/2,0] lattice vector. All values are
in meV.

Compound ΔRCF Jyy Jzz Jxx

Ba2CaOsO6 17.1 −2.98 1.48 −0.61
Ba2MgOsO6 19.2 −2.93 1.67 −0.69
Ba2ZnOsO6 20.5 −1.71 1.35 −0.50

FIG. 1. Color map of the intersite exchange interactions VQQ0
KK0 ,

Eq. (1), in BZOO for the [1/2,1/2,0] Os-Os pair. The IEIs
involving hexadecapoles (K ¼ 4) are negligible and not included.
The complete list of VQQ0

KK0 for the three compounds is given in the
Supplemental Material [28].
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octupole. There are, correspondingly, no IEI coupling τy
with τx or τz due to their different symmetry under the
time reversal.
Our calculated Eg IEIs for the [1/2,1/2,0] lattice vector

are listed in Table I. There are no off-diagonal couplings in
this case—only Jαα are nonzero. The IEIs for other nearest-
neighbor (NN) lattice vectors are obtained by transforming
(τx,τz) with the corresponding rotation matrices of the eg
irreducible representation; Jyy is the dominant interaction
and, as expected, the same for all the NN bonds; its negative
sign corresponds to a ferromagnetic coupling between xyz
octupoles, as schematically shown in the inset of Fig. 2.
The magnitude of Jyy varies substantially between the
systems, being about 40% smaller in BZOO as compared
to BMOO or BCOO. The IEIs in the time-even (τx,τy)
space are smaller and positive (AF), leading to a possible
frustration on the fcc Os sublattice.
We note that our results are qualitatively different from

previous assumptions [9,12], since we obtain a significant
value for the xyz octupolar IEI V 2̄ 2̄

33 in the Jeff space, see
Fig. 1. Since the xyz octupole is directly mapped to τy, this

results in large Jyy. In contrast, Ref. [12] assumed zero V 2̄ 2̄
33 ;

to obtain a reasonable value for effective Jyy through an

“excitonic” mechanism, a huge quadrupole IEI Vxy−xy ≡
V 2̄ 2̄
22 ∼ 35 meV (in our spherical tensor normalization) was

employed, which is about 2 orders of magnitude larger than
the one predicted by our calculations (see Fig. 1 and
Supplemental Material [28]). Reference [9] considered
only Os-Os DE and found the Jyy IEI to be zero.
In order to discriminate between DE and various SE

contributions to the IEIs, we have developed an approach
to exclude a chosen set of hopping processes from IEIs.

This approach is based on expanding the down-folded
Os 5d orbitals onto a set of all relevant valence states
(Ref. [42], see Supplemental Material [28] for details). This
analysis shows that the effect of Os-Os DE is insignificant
(below 10%). The IEIs are dominated by SE processes,
involving hoppings through O 2p and Ba states
(Supplemental Material, Table II [28]), with contributions
of similar magnitude to both quadrupolar and octupolar
IEIs. These results explain the comparable strength of
quadrupolar and octupolar IEIs in the Jeff ¼ 2 space (Fig. 1
and Supplemental Material [28]). The time-even IEIs in the
Eg space are then further diminished by the hexadecapoles
admixture into τx and τz as discussed above, resulting in a
dominating xyz coupling Jyy (Table I).
A dominating SE also naturally explains the weaker IEIs

in BZOO as compared to two other systems. Substituting
Mg or Ca at theM site by more electronegative Zn results in
a more covalent M–O bond that weakens the Os–O bond
through “covalency competition” [43]. As a result, the
principal Os-Os SE coupling through O and Ba is reduced.
Ordered phase.—From the first-principles effective

Hamiltonian (1), we evaluate the ordered phases and
transition temperatures To within the mean-field approxi-
mation (MFA) [44]. All three systems exhibit a single
second-order phase transition into the FO xyz phase, as
shown in Fig. 2 where the zero-T limit corresponds to
the FO ground-state ordering energy. The only nonzero
Jeff ¼ 2 multipoles at the FO ground state are hOxyzi (fully
saturated at 1=

ffiffiffi
2

p
for the spherical tensor normalization) as

well as the “40” and “44” hexadecapoles arising due toHRCF
and exhibiting no peculiarity at To. The quasilinear behavior
of Etot above the To is due to the CF term. The calculated
values of the FO To (TFO

o in Table II) systematically
overestimate the experimental one by about 80% due to
the employed approximations (MFA and HI), in line with
previous applications of the FT-HI framework [45–47], but
the material-dependent changes are captured very well
(TFOBCOO

o =TFOBZOO
o ≈1.6, while TFOBCOO

o =TFOBMOO
o ≈1).

To explore competing time-even orders, we set the xyz
IEI to zero and obtain a planar AF order of the eg
quadrupoles and associated hexadecapoles, with ferroalign-
ment of all order parameters (encoded by hτxi and hτzi)
within (001) planes that are AF stacked in the [001]

FIG. 2. Mean-field total energy vs temperature calculated from
the Hamiltonian (1), with the zero energy corresponding to the
ground-state energy of HRCF (Eg doublet). The bold lines are the
energies calculated from the full Hamiltonian. The thin solid lines
of the corresponding colors are calculated with the IEIs between
xyz octupoles set to zero. The insets depict the resulting FO and
AF quadrupolar (AFQ) orders.

TABLE II. Calculated mean-field ordering temperatures To (in
kelvin) for the FO xyz and time-even AF phases compared to the
experimental values from Refs. [17,18]. Last two columns: the
energies (in meV) of the singlet (ES) and triplet (ET ) excited
levels of the Jeff ¼ 2 multiplet in the FO xyz ground state.

Compound TFO
o TAF

o Texp
o ES ET

Ba2CaOsO6 89 29 49 17.7 25.9
Ba2MgOsO6 91 33 51 17.6 28.0
Ba2ZnOsO6 58 23 30 10.2 25.6
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direction. This structure (shown as the inset in Fig. 2, as
well as in the Supplemental Material [28]) is in agreement
with the quadrupolar order previously predicted by Ref. [9].
The corresponding ordering temperature TAF

o is about
3 times smaller than TFO

o (see Fig. 2 and Table II).
Considering that this AF order in the cubic phase is
unstable against JT distortions [9], the release of JT modes
is expected to further stabilize the AF phase, but most
unlikely by a factor of 3. No sign of JT distortions above
0.1% have been measured in BCOO [7].
Generalized susceptibility and on-site excitations.—

Information on the characteristic excitations of the FO
xyz order is encoded in generalized dynamical lattice
[χðq; EÞ] and single-site [χ0ðEÞ] susceptibility, which we
computed within the random phase approximation (RPA)
(see Ref. [48] and Supplemental Material [28]). The matrix

elements χμμ
0

0 ðEÞ are evaluated from the eigenvalues E and
eigenstates Ψ of the Jeff ¼ 2 manifold,

χμμ
0

0 ðEÞ ¼
X
AB

hΨAjOμjΨBihΨBjOμ0 jΨAi
EB − EA − E

½pA − pB�; ð3Þ

where AðBÞ labels five single-site eigenvalues and eigen-
states of the Hamiltonian (1), the combined index
μ ¼ ½K;Q� labels Jeff multipoles, and pAðBÞ is the corre-
sponding Boltzmann weight.
In the FO GS, the Jeff ¼ 2 manifold is split into three

levels (Table II): singlet GS, first singlet (S) excited state
(with opposite sign of xyz octupole compared to GS and
energy proportional to IEIs), and a high-energy T2g triplet
(T) due to ΔRCF further enhanced by IEIs (cf. Table I). In
contrast to the Eg doublet, the T2g triplet degeneracy is not
lifted by the xyz exchange field, since the direct product

T2g × T2g does not contain the irreducible representation
A2u of the xyz octupole.
We find that only eg quadrupoles and hexadecapoles

connect the GS with the first excited S state, and since the
IEI matrices do not couple time-odd and time-even multi-
poles, this S excitation can induce only time-even con-
tributions to the RPA lattice susceptibility χðq; EÞ. In
contrast, the matrix elements hΨGSjOμjΨTi between GS
and T levels take nonzero values for many odd and even
multipoles [see inset in Fig. 3(a)].
Inelastic neutron-scattering cross section.—To provide

further evidence directly comparable with available mea-
surements [7], from the knowledge of χðq; EÞ we compute
the magnetic contribution to the INS differential cross
section,

d2σ
dΩdE0 ∝

X
αβ

ðδαβ − qαqβÞ

×
hX

μμ0
FαμðqÞFβμ0 ðqÞImχμμ0 ðq; EÞ

i
; ð4Þ

where we drop unimportant prefactors. In order to take into
account the octupole contributions into the INS cross
sections, the form factors FαμðqÞ are evaluated beyond
the dipole approximation on the basis of Refs. [49,50] (for
more details, see the Supplemental Material [28]).
The calculated powder-averaged (averaged over q direc-

tions) INS cross section for BZOO is displayed in Fig. 3(a)
(similar results for BCOO and BMOO are given in the
Supplemental Material [28]). One clearly observes a band
of CF excitations above 20 meV, in agreement with the
magnitude of ET . However, below the CF band one sees no
features corresponding to transitions to the lower-energy S

FIG. 3. (a) Color map of the calculated powder-averaged INS differential cross section in cubic BZOO as a function of the energy
transfer E and momentum transfer q. Inset: on-site splitting of Jeff ¼ 2 levels in the ferro-octupolar phase. Allowed time-even and time-
odd transitions between the levels are schematically shown by blue and red arrows, respectively. (b) q-integrated INS differential cross
section of BZOO for the tetragonal distortions δ ¼ �0.1% and�0.01%. An exchange peak at about 10 meV is clearly seen for the larger
distortion. The onset of crystal-field excitations is seen above 18–20 meV. Inset: the corresponding Jeff ¼ 2 level scheme with a time-
odd (xyz) transition (pale red arrow) between the ground-state and singlet levels turned on by the distortions.
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excitation. As only odd-time multipoles contribute to the
magnetic neutron scattering, this result can be anticipated
from the structure of on-site excitations in the FO
xyz phase.
We conclude by showing the effect ofminuscule tetragonal

distortions δ on the INS spectrum. The remnant CF potential
acting on the Jeff ¼ 2 multiplet in the distorted structure
becomes Hi

RCF¼−VRCF½O0
4ðRiÞþ5O4

4ðRiÞ�þVtO0
2ðRiÞ,

where the tetragonal contribution Vt ¼ Ktδ. Using BZOO
as case material, we perform a series of DFTþ HI calcu-
lations for tetragonally distorted BZOO for δ in the range of
−0.5%–0.5% extracting Kt ¼ 266 meV (see Supplemental
Material [28]). Then, we add

P
i KtδO0

2ðRiÞ to the
Hamiltonian (1) and solve it in the MFA for small values
of δ up to 0.1%.We observe the same transition into the FO
xyz order with To about 58 K, as in the initial case. The
only difference is that hOz2i is nonzero, reaching about 1=4
of its saturated value for δ ¼ 0.1% and an order of
magnitude less for δ ¼ 0.01%. In the case of tetragonal
compression (δ < 0) we obtain the same hOz2imagnitudes
with opposite sign. The important point is that the GS
and excited singlet ΨS now feature a nonzero matrix
element for the time-odd xyz, hΨGSjOxyzjΨSi ∝ hOz2iGS.
Therefore, magnetic excitations across the gap become
possible [see inset in Fig. 3(b)] and should be, in principle,
visible by INS.
We evaluated the powder-averaged INS cross section for

a set of small distortions (δ ¼ �0.1% and δ ¼ �0.01%).
We then integrate f½δ2σðq;ωÞ�=ðdΩdE0Þg over the same
range of q and E as the experimental INS spectra (Fig. 1 in
Ref. [7]). In the resulting cross section shown in Fig. 3(b)
the contribution of magnetic scattering across the exchange
gap is completely negligible for δ ¼ �0.01%. For the larger
distortion (δ ¼ �0.1%), a narrow peak emerges at
E ≈ 10 meV, also visible in experimental INS data [7].
This peak has a small, but not negligible intensity as
compared to the crystal-field excitations. The onset of the
latter is shifting below 20 meV with increasing distortions
[Fig. 3(b)].
Conclusions.—Our first-principles calculations provide

robust qualitative and quantitative evidence of a purely
ferro order of xyz octupoles in d2 DPs [7,12,51], deter-
mined by a competition between the time-even and
octupolar IEIs within the ground-state Eg doublet, alter-
native to previous models based on unrealistically large
quadrupolar coupling. Our study reveals the role of super-
exchange as the main mechanism for triggering the for-
mation of octupolar ordering in spin-orbit coupled 5d
oxides. The obtained ordering temperatures are consistent
with material-dependent trends. The simulated INS spec-
trum correctly reproduces the CF excitations in the cubic
phase, and small tetragonal distortions are necessary to
activate the Oxyz octupole operator connecting the
exchange-split ground and first excited states to generate
the measured exchange peak [7].
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