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Abstract: The European Union (EU) has, with increasing frequency, outlined an intention to 
strengthen its “digital sovereignty” as a basis for safeguarding European values in the digital age. 
Yet, uncertainty remains as to how the term should be defined, undermining efforts to assess the 
success of the EU’s digital sovereignty agenda. The task of this paper is to reduce this uncertainty 
by i) analysing how digital sovereignty has been discussed by EU institutional actors and placing 
this in a wider conceptual framework, ii) mapping specific policy areas and measures that EU 
institutional actors cite as important for strengthening digital sovereignty, iii) assessing the 
effectiveness of current policy measures at strengthening digital sovereignty, and iv) proposing 
policy solutions that go above and beyond current measures and address existing gaps. To do this, 
we introduce a conceptual understanding of digital sovereignty and then empirically ground this 
within the specific EU context via an analysis of a corpus of 180 EU webpages that have mentioned 
the term “digital sovereignty” within the past year. We find that existing policies, in particular those 
pertaining to data governance, help to achieve some of the EU’s specific aims in regard to digital 
sovereignty, such as conditioning outward data flows, but they are more limited concerning other 
aims, like advancing the EU’s competitiveness and regulating the private sector. This is problematic 
insofar as it constrains the EU’s ability to safeguard and promote its values. The policy solutions we 
propose represent steps towards the further strengthening of the EU’s digital sovereignty and 
firmer protection of EU values. 

This paper is part of Governing “European values” inside data flows, a special issue of 
Internet Policy Review guest-edited by Kristina Irion, Mira Burri, Ans Kolk, Stefania Milan. 

Introduction 

Governments’ interest in the “datafied society” (Hintz et al., 2018) as an object of 
policy and regulation is nothing new, with a long-held recognition that governance 
protocols (policies, ethics frameworks, and regulations) can be used to reshape the 
technological infrastructure underpinning society and hence its nature (Floridi, 
2018; van Dijck & Poell, 2016). However, the widespread adoption of the term 
“sovereignty”—a concept loaded with legal and political connotations—to describe 
authority over the digital is a more recent phenomenon (see Section 2). In particu-
lar, this term has gained traction in the context of the European Union (EU), which 
will be the focus of this paper. 

In her 2020 State of the Union Address at the European Parliament, Ursula von der 
Leyen, President of the European Commission, stated that 

this is [the European Union’s] opportunity to make change happen by design, 
not by disaster or by diktat from others in the world […] it is about Europe’s 
digital sovereignty on a small and large scale (European Commission, 2020d). 

This statement is both a signal of intent and a reflection of a newfound policymak-
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ing agenda within the EU. Digital sovereignty is seen as a basis for strengthening 
the EU’s role in an interconnected world, promoting its core interests, and protect-
ing the fundamental values upon which the Union is based, namely, human digni-
ty, freedom, democracy, equality, the rule of law and respect of human rights (art. 2 
TEU). As we shall see, von der Leyen’s speech was not an isolated case. The term 
“digital sovereignty” has become increasingly popular among the EU’s main insti-
tutional actors. However, digital sovereignty lacks a clear definition and is de-
ployed inconsistently across EU policy documents. Even fundamental points are 
unclear, such as whether digital sovereignty is something that the EU already 
holds, or whether it is a goal towards which the EU should strive. This lack of con-
ceptual clarity is problematic as it raises questions over the exact aims of the EU 
and hinders the ability of the EU to garner support behind, and successfully enact, 
a clear policy agenda. 

This paper aims to help dispel the aforementioned conceptual confusion by 
analysing the concept of digital sovereignty both at a high level and as it is used 
within the context of the EU. This clarifying analysis has four aims: i) to outline 
what is understood by digital sovereignty when it is discussed by EU institutional 
actors and place this within a broader conceptual framework; ii) to map the critical 
policy measures that the EU has taken, and/or has proposed to take, that are pur-
ported to implicitly or explicitly strengthen its digital sovereignty; iii) to assess the 
extent to which the EU’s current policy measures are actually effective in strength-
ening digital sovereignty, as we conceptualise it; and iv) to propose policy solu-
tions that go above and beyond existing policy measures. 

The paper is structured to reflect these aims. In section 1, we highlight the difficul-
ties that arise when seeking to understand what digital sovereignty for the EU 
might consist of. Section 2 offers a precise conceptual understanding of digital 
sovereignty, which can be applied to the EU policy-making context. Section 3 
analyses a corpus of 180 EU web pages that mentioned the term “digital sover-
eignty” within the past year to understand the specific policy areas of importance 
for EU institutional actors and the associated policy measures they have presented 
as furthering the aim of strengthening digital sovereignty. Section 4 draws the 
theoretical and empirical analysis together by assessing the extent to which the 
policy measures identified in section 3 actually strengthen the EU’s digital sover-
eignty, as we conceptualise it in section 2. Section 5 concludes by exploring how 
the EU can strengthen its digital sovereignty and provide specific recommenda-
tions for EU policymakers to this end. 
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1. Digital sovereignty in the European Union 

EU institutional actors have referred to the concept of digital sovereignty for sev-
eral years (Reding, 2016). However, the term is only more recently gaining high-
profile traction among policymakers (Timmers, 2019a). Recently, several of the EU’s 
political institutions have put forward definitions of digital sovereignty and related 
terms. Ursula von der Leyen, President of the European Commission, has referred 
to “tech sovereignty” as the capacity of Europe “to make its own choices, based on 
its values, respecting its own rules” (von der Leyen, 2020). A similar understanding 
of “digital sovereignty” is implicit in the statement of Charles Michel, President of 
the European Council, who sees digital sovereignty as a means for achieving 
strategic autonomy which “is about being able to make choices […] this means re-
ducing our dependencies, to better defend our interests and our values” (European 
Council, 2021). The German Presidency of the Council of the European Union (July-
December 2020), in its programmatic manifesto, stressed that EU digital sover-
eignty involves a strengthening “of [the EU’s] broad research base and foster[ing] 
its growing digital infrastructure and economy, while making sure the continent’s 
core democratic values also apply in the digital age” (Germany’s Presidency of the 
Council of the European Union, 2020). Finally, the European Parliament’s Think 
Tank defines digital sovereignty as “Europe’s ability to act independently in the 
digital world” (Madiega, 2020). 

From these statements, it is evident that digital sovereignty is a concept keenly 
promoted by the EU’s political institutions. There is a clear emphasis in these defi-
nitions on the EU having the capacity to act independently, in line with its values, 
with respect to digital technology. However, what constitutes digital sovereignty is 
not always clearly defined, and the institutions variously speak of “establishing” 
(European Parliament, 2020), “retaining” (European Commission, 2021a), “defend-
ing” (European Commission, 2020e), “bolstering” (Germany’s Presidency of the 
Council of the European Union, 2020), and “achieving” (European Council, 2020) 
digital sovereignty—all terms that have different policymaking connotations. 
Moreover, the extent to which it is viable that choices could be made by the EU 
“independently” is unclear, and the identities of those actors with whom the EU is 
competing (i.e., those who might also claim digital sovereignty) are frequently un-
stated. 

Considering digital sovereignty with respect to adjacent concepts also evidences 
this confusion. Some analysts have proposed a substantive difference between 
“tech” and “digital” sovereignty, whilst for others the terms are synonymous (Bur-
well & Propp, 2020). Similarly, whilst it is clear that the EU’s aim of digital sover-
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eignty relates to strategic autonomy, the distinction and relationship between the 
two concepts are often unclear (Timmers, 2019b). Digital sovereignty has been for-
warded as a means of furthering strategic autonomy (European Council, 2021) and 
as the end goal of a policy of strategic autonomy (Eager et al., 2020). However, 
others consider these terms as interchangeable (European Commission, 2020b). 

The lack of clarity and coherence amongst the statements of EU institutions and 
policymakers as to how digital sovereignty should be understood makes it chal-
lenging to assess whether the EU is successfully strengthening its digital sover-
eignty through policy measures that are said to be performing this function. To 
evaluate the EU’s digital sovereignty agenda systematically, identify its strengths 
and weaknesses, and monitor its progress, the first, necessary steps are to provide 
a clear, detailed and robust definition of “digital sovereignty”, and to offer a more 
granular set of criteria as a basis for assessing whether these aims are being met. 

There are two approaches for developing a definition of digital sovereignty in the 
context of the EU’s policy agenda. The first is bottom-up and consists of using ex-
isting statements by EU policymakers to infer a shared concept that may be specif-
ic to the European context. However, as we have shown, statements by EU institu-
tional actors are inconsistent, suggesting that such an exercise may yield a con-
cept of digital sovereignty that is fragmented internally. These statements may al-
so be misaligned externally with the usage of the expression by external actors 
(e.g., other states), which may only result in further conceptual confusion and the 
inability to reconcile “European” digital sovereignty with that adopted by other ac-
tors. For these reasons, we follow an alternative approach, top-down, which is to 
propose a more general definition of digital sovereignty that is applicable, among 
other things, to the EU context and can also be used to assess the EU’s policy of 
digital sovereignty in comparative contexts, for example when the digital sover-
eignty of the US or China is in question. We start by providing a conceptual analy-
sis of digital sovereignty, in the next section, and then proceed to ground it empiri-
cally in the EU context in section 3. 

2. Defining digital sovereignty 

Whilst the concept of sovereignty has been widely discussed across academic liter-
ature (Philpott, 2016), attempts to define digital sovereignty have been more limit-
ed. Some scholarship has defined digital sovereignty through analysing the specif-
ic EU context (Burwell & Propp, 2020; Leonard & Shapiro, 2019) yet, as mentioned, 
this approach is inadequate for developing a generalisable concept. Other authors 
have analysed digital sovereignty conceptually, but these works have focused on 
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outlining the analytical confusion or discursive practices surrounding the term 
(Couture & Toupin, 2019; Pohle & Thiel, 2020) rather than putting forward a con-
ceptual understanding that can be effectively operationalised for assessing the 
EU’s digital sovereignty agenda. 

In this article, we follow the understanding of digital sovereignty we developed 
elsewhere as constituting “a form of legitimate, controlling authority” (Cowls et al., 
forthcoming; Floridi, 2020) over—in the digital context—data, software, standards, 
services, and other digital infrastructure, amongst other things. Two subsidiary ele-
ments of our definition need to be explicated for it to be an analytically useful 
concept for assessing digital sovereignty in the EU, namely control and legitimacy
as they pertain to authority. We follow Floridi’s (2020, p. 371) definition of control 
as 

the ability to influence something (e.g., its occurrence, creation, or destruction) 
and its dynamics (e.g., its behaviour, development, operations, or interactions), 
including the ability to check and correct for any deviation from such influence. 
In this sense, control comes in degrees and above all can be both pooled and 
transferred. 

Concerning legitimacy, we follow (Franck et al., 1990, p. 24) in defining this as 

a property of a rule or rule-making institution which itself exerts a pull towards 
compliance on those addressed normatively because those addressed believe 
that the rule or institution has come into being and operates in accordance with 
generally accepted principles of right process. 

A notion of public consent underpins the definition of legitimacy we adopt, yet 
there are several ways in which consent can be understood. Here, we understand 
consent in terms of the tripartite framework of democratic legitimacy in the Euro-
pean context developed by Schmidt (2013) (itself a modification of Scharpf (1999)), 
which consists of input into the decision-making process that underpins a rule or 
institution (for instance, democracy), the throughput or quality of the process by 
which decisions are made (including accountability), and the output or effective-
ness of a rule in achieving the goals of what citizens care about. 

The overarching definition of digital sovereignty as “a form of legitimate, control-
ling authority” is agnostic with respect to where, when and by whom digital sover-
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eignty can be held. The definition provides a more flexible view of digital sover-
eignty insofar as it moves beyond traditional state-centric definitions of sovereign-
ty by acknowledging that authority may also be held by international or suprana-
tional bodies, as in the case of the EU. It also provides conceptual space for con-
sidering the involvement of private sector companies exerting close control—al-
beit with questionable, and questioned, legitimacy (Taylor, 2021)—over various as-
pects of digital life. Furthermore, the definition recognises that multiple agents 
may simultaneously hold digital sovereignty, indicating the possibility of viewing 
sovereignty as something which can be shared. We also move away from tradition-
al notions of (digital) sovereignty as necessarily being defined by a fixed physical 
geography and instead view digital sovereignty as something that can be held 
across political communities and spatial networks that are not limited to the na-
tion-state (Agnew, 2005). This is in recognition of the fact that not all historical 
polities have been territorially organised, and that contemporary governance of 
the digital is, in many areas, not territorially bound. In short, we assume that the 
concept of “sovereignty” has finally and completely detached itself from that of 
“sovereign”. This helps one understand that it is not the case, for example, that “in 
a lot of ways Facebook is more like a government than a traditional company”, as 
claimed by Facebook CEO Mark Zuckerberg in 2018 (Farrell et al., 2018), but rather 
that companies like Facebook and national governments are redefining, through 
their interactions and equilibria, the sense in which an agent can hold and exer-
cise sovereignty. 

One more clarification is necessary before grounding this definition of digital sov-
ereignty in the context of the EU. “Sovereignty” relates to the similar but distinct 
concept of “governance”. In this article, we shall assume that digital sovereignty is 
the authority to set rules that regulate and govern action (relying, we have argued, 
on legitimacy and control), and hence that the (digital) governance process involves 
the exercise of the capacities afforded, a priori, by sovereignty. Sovereignty thus 
captures the capacity of an actor to act (it is something that is held), while gover-
nance concerns the interactions of sovereign actors and the nature of the act itself 
(it is something that is done). 

3. Mapping policies for advancing European digital 
sovereignty 

We now turn to grounding this conception of digital sovereignty empirically in the 
context of the EU. To do so, we assess a corpus of web pages within the subdo-
mains of the European Commission, European Council, and European Parliament 
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that explicitly mentioned the term “digital sovereignty” between 10 March 2020 
and 10 March 2021 (N=180). The analysis is designed to ascertain the policy areas 
and associated measures that EU institutional actors consider most relevant to 
strengthening European digital sovereignty. Identifying these policies serves two 
purposes. It details the areas of digital sovereignty that are of importance to EU 
institutional actors. And it provides the foundation for assessing whether the ac-
tions taken by the EU, which are claimed to strengthen digital sovereignty, are do-
ing so in reality. 

To build this corpus, we used Google’s site-specific search function to collect rele-
vant web pages from the European Commission (N = 80), Council (N = 70), and Par-

liament’s (N = 30) official websites 1. We analysed each result to understand the 
most common contexts in which digital sovereignty is spoken about by representa-
tives of these three main EU governance institutions (see Annex for a full discus-
sion of methodology). In absolute terms, the data set that resulted from the search 
query was small enough to allow a manual analysis of each of the 180 articles. 
However, it contains (to the best of our knowledge) all references to “digital sover-
eignty” from each website, which reassures us about the completeness of the data 
set concerning digital sovereignty discourse in the European governance context. 
This analysis identifies the five key areas and aspects of digital technology that in-
stitutional actors most frequently mentioned as important for strengthening digi-
tal sovereignty. These are: data governance; constraining platform power; digital 
infrastructures; emerging technologies; and cybersecurity. In the remainder of this 
section, we assess each of these in turn. In each case, we identify the stated rele-
vance of each aspect of digital technology to the strengthening of European digi-
tal sovereignty, and note the associated policy measures and initiatives, planned or 
enacted, cited by institutional actors. 

3.1. Data governance 

In many web pages (N=33), meaningful European control over data is presented as 
integral to the EU’s digital sovereignty. This is often portrayed as a necessity for 
ensuring that infringements on individual privacy rights are curtailed and max-
imising the societal and industry benefits that can be gained from personal data. 
For example, it is claimed that data governance regulation will 

1. The specific domains were ec.europa.eu, consilium.europa.eu, europarl.europa.eu. Technically these 
are third level domains within the second-level europa.eu domain. 
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provide for more control for citizens and companies over the data they 
generate, [which] will strengthen Europe’s digital sovereignty in the area of data 
(European Commission, 2020g, p. 1, emphasis ours). 

The European Data Strategy was one initiative that is frequently presented in the 
data set as a means of strengthening European digital sovereignty. It seeks to en-
sure access to more data for the European economy and to provide citizens and 
companies with more control over their data, through measures such as encourag-
ing open data, developing data pools and facilitating data sharing (European Com-
mission, 2020g). Specific existing measures cited include the Open Data Directive 
(n. 2019/1024). This encourages making public sector data more freely available 
within the EU (Berlin Declaration on Digital Society, 2020), and the Single Digital 
Gateway Regulation (n. 2018/1724), which was seen to lessen bureaucracy and 
ease cross-border data flows through its “Only Once Principle”, thus “relaunching 
our economy [and] also ... building the EU’s digital sovereignty” (European Com-
mission, 2020h). 

Earlier data governance measures are also outlined as strengthening EU digital 
sovereignty. This includes the General Data Protection Regulation (n. 2016/679, 
GDPR), which strengthened digital sovereignty by “putting individuals in control of 
their data” and making the EU “a standard-setter in privacy and data protection”, as 
per a recent European Parliament report (Madiega, 2020). 

The European Commission’s Regulation on the Free Flow of Non-Personal Data (n. 
2018/1807, FFDR), which was passed by the European Parliament and the Council 
in 2018 and which has applied since May 2019, is another policy mentioned as 
strengthening digital sovereignty in the data set (EURAXESS, 2020). Unlike the 
GDPR, this regulation is exclusively market-centred: it prohibits national rules re-
quiring non-personal data to be stored or processed in a specific member state, in 
effect neutering data localisation efforts by individual member states. Before this, 
at least 22 measures were present that explicitly imposed restrictions on transfer-
ring data to another member state, and a further 35 measures that could indirectly 

cause localisation within a member state (Bauer et al., 2016). 2 

2. As an example, it was the introduction of this policy that forced the UK to introduce a data-off-
shoring policy for the National Health Service (NHS), with an implied policy of data localisation 
present prior to this. 
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3.2 Constraining platform power 

A second policy area that is outlined as a priority for strengthening digital sover-
eignty, albeit less frequently (N=13), is to increase EU control over large, non-Euro-
pean technology companies, in particular “platforms”. This is to ensure that rele-
vant measures are effective and enforceable against those companies and thus 
that they respect EU law and values when operating in Europe. As Internal Market 
Commissioner, Thierry Breton, outlined in a July 2020 speech, that (digital) sover-
eignty is (among other things) 

about making sure that anyone who invests, operates and bids in Europe 
respects our rules and values […] [and about] […] protecting our companies 
against predatory and sometimes politically motivated foreign acquisitions 
(European Commission, 2020b, emphasis ours). 

The perceived misbehaviour of large American technology companies—and the 
scarcity of European alternatives—has given momentum to large-scale policy re-
sponses by the EU. The release of the Commission’s proposals for a Digital Services 
Act (DSA) and Digital Markets Act (DMA) represent clear moves in this direction. 
The DSA ascribes “cumulative obligations” to platforms that scale with their size, 
such that the largest (American) platforms will bear the greatest responsibility. 
The DMA uses “a set of narrowly defined objective criteria” to define “gatekeepers”, 
who will face obligations for ensuring interoperability and competitiveness in how 
they operate. 

European Council President Charles Michel has referred to both acts—and the 
Commission’s antitrust competition policy—as “unique and undeniable strengths” 
with respect to European digital sovereignty. Moreover, Michel warned that while 
the EU is “determined to take up these challenges with the US […] if necessary, we 
are ready to lead the way on our own” (European Council, 2021). 

3.3 Digital infrastructure 

A third policy area that consistently recurs in the data set (N=34) was the need to 
improve core digital infrastructure, such as data storage capacity. References to 
strengthening infrastructure in the data set portray doing so as necessary for en-
abling the EU to act with less reliance on foreign technologies; ensuring that EU 
companies and data will not be subjected to third-country laws on account of for-
eign data storage (European Commission, 2020c); improving the competitiveness 
of EU companies (European Commission, 2020f); and empowering citizens and 
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business (European Commission, 2021c). 

A high-profile example of current EU policy in this area is the Gaia-X project, an 
initiative by the European Commission, Germany, France, and many others, intro-
duced to resolve the problem of reliance on foreign cloud infrastructures. More re-
cently, in October 2020, member states signed a declaration of cooperation on de-
veloping a competitive EU cloud infrastructure (European Commission, 2020f), fa-
cilitating data storage within the EU. 

Finally, connectivity has been highlighted as a necessary infrastructural require-
ment for furthering EU digital sovereignty by enabling all EU citizens to have full 
access to digital opportunities and technologies. In the documents we analysed, 
the Connecting Europe Facility (CEF)—an EU funding instrument that seeks to pro-
mote growth, jobs and competitiveness through targeted infrastructure invest-
ment—including digital service infrastructures and broadband networks was often 
explicitly mentioned.Connectivity across the EU is also seen as necessary for sup-
porting positive economic outcomes in the EU, particularly in light of the disrup-
tion caused by Covid-19 (European Commission, 2021c). 

3.4. Emerging technologies 

Emerging technologies was the policy area most frequently referenced across doc-
uments (N=42). They are seen as underpinning “most of the key value chains of the 
future” (European Commission, 2020c), and thus it is essential to ensure that the 
development of these emerging technologies is in line with EU values (European 
Commission, 2020b). 

Underlying technologies, such as microelectronics, are an area of particular inter-
est amongst policymakers. Semiconductor technologies are one of seven areas 
where coordinated plans from member states are encouraged under the NextGen-
erationEU €750 billion recovery plan, adopted in December 2020, that seeks to 
stimulate the EU’s economy in the wake of Covid-19 (Regulation n. 2020/2094). 
Following this, the European Initiative on Processors and Semiconductor Technolo-
gies was announced, a joint declaration by 20 member states that seeks to lessen 
the EU’s reliance on externally sourced microprocessor technologies through in-
creased investment along the semiconductor value chain. Similarly, the Electronic 
Components and Systems for European Leadership (ECSEL) initiative seeks to grow 
Europe’s semiconductor capabilities, amongst other things, and has been cited as 
“proof” of Europe’s potential to hold digital sovereignty in the field of microelec-
tronics (European Commission, 2020b). 
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Another emerging technology which the EU is focusing on is the field of super-
computing, with President von der Leyen promising an investment of €8 billion to 
develop the next generation of supercomputers (European Commission, 2020d), 
which are seen as a prerequisite to being competitive in the areas of cloud tech-
nologies, AI, and cybersecurity. 

Finally, the EU is trying to expand its capacity to develop and regulate artificial in-
telligence (AI). Von der Leyen has recently stressed that 

Artificial intelligence is a prime example of digital sovereignty. It is an example 
of our ambition to apply European standards and values to technology deployed 
in Europe. (European Commission, 2020e) 

The EU’s AI strategy, outlined in documents such as the Communication on Artifi-
cial Intelligence for Europe and the draft Artificial Intelligence Act, seeks to ensure 
that AI is governed in line with EU values and also promotes competitiveness 
through improving R&D, skills, and partnering with member states and the private 
sector. 

3.5. Cybersecurity 

Cybersecurity is the fifth area where EU policymakers have outlined the necessity 
of further strengthening digital sovereignty (N=24). Strong cybersecurity is seen as 
a prerequisite for all the other policy areas already identified, because the protec-
tion of data, infrastructures, and business are necessary for a functioning and com-
petitive EU digital economy, and the protection of EU values. This is why cyberse-
curity is described as “a pillar of the European sovereignty for the future” by the EU 
Science Hub (2020). 

Several existing initiatives have sought to strengthen the EU’s digital sovereignty 
by making it a “standard setter in the field of cybersecurity” (Madiega, 2020), in-
cluding the Network and Information Security Directive (n. 2016/1148, NIS Direc-
tive), which provides legal measures to boost the overall level of cybersecurity in 
the Union, and the Cybersecurity Act which established an EU-wide cybersecurity 
certification scheme (EURAXESS, 2020). More recently, the EU’s Cybersecurity Strat-
egy for the Digital Decade, published in December 2020, aims to bolster Europe's 
collective resilience against cyber threats and “describes how the EU can harness 
and strengthen all its tools and resources to be technologically sovereign [which 
is] founded on the resilience of all connected services and products” (European 
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Commission, 2021b). The strategy has three pillars: resilience, technological sover-
eignty and leadership; building operational capacity to prevent, deter and respond; 
advancing a global and open cyberspace through increased cooperation. 

4. Assessing efforts to strengthen the EU’s digital 
sovereignty 

In this section, we assess the extent to which the EU is actually furthering digital 
sovereignty, as per our definition in section 2, understood in terms of legitimate 
control. We focus our analysis specifically on the five areas that were repeatedly 
emphasised as important by the EU’s political institutions, whilst recognising that 
the concept of digital sovereignty is not limited to these areas, particularly when 
other state and non-state actors are considered. For example, establishing a “sov-
ereign internet” through controlling what content can be viewed online is an area 
of digital sovereignty that is critical to China and Russia (McKune & Ahmed, 2018), 
but was not mentioned by EU institutional actors in our data set. Here we address 
these two components of our conceptual definition, control and legitimacy, in rela-
tion to the five areas identified above. 

4.1. Control 

Let us begin by considering the extent to which the EU has already succeeded in 
exerting control over the five forms of digital technology it most commonly identi-
fies as impacting its digital sovereignty. First, the EU’s data governance approach 
represents the most developed and instantiated policy measures for strengthening 
the EU’s digital sovereignty. Internally, governance measures assert control over 
member states, by regulating data flows; this includes the FFDR prohibiting data 
localisation by member states. Externally, control is asserted by the GDPR and the 
related case-law of the European Court of Justice (in particular the Schrems saga, 
wherein European judges have imposed restrictions upon international data trans-
fer, invalidating the approach elaborated by the Commission), ensuring that data 
flows are, as far as possible, subject to the control of the EU and the respect of its 
values. The implementation of the GDPR is also an example of the so-called “Brus-
sels Effect”, which refers to the ability of the EU to regulate the global marketplace 
unilaterally on account of the size and attractiveness of its market. The territorial 
extension (Scott, 2014) of the GDPR provides the EU with external control as a 
regulatory superpower, with incentive mechanisms pushing both the private sector 
and other governments to follow the EU’s regulatory approach (Bradford, 2020). In 
this sense, market mechanisms provide the EU with a form of control over private 
sector companies. 
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Although data governance measures are the most developed area of the digital 
sovereignty agenda, their efficacy has been questioned. Measures such as the 
Open Data Directive, FFDR, Single Digital Gateway Regulation improve data effi-
ciencies for governments, companies and individuals respectively, but the extent 
to which they significantly enhance EU control can be called into question; for ex-
ample, these measures may slightly improve individual control and EU competi-
tiveness, but it seems unlikely that this approach, by itself, meaningfully chal-
lenges the dominance of US technology companies. The efficacy of the GDPR has 
also been questioned on account of the effectiveness of its enforcement, which 
heavily relies on the national authorities of members states, leading to possible 
inconsistencies amongst EU states (European Parliament, 2021; Wagner & Janssen, 
2021), difficulties in cross-border cooperation, and due to data protection authori-
ties being generally under-resourced (Massé, 2020). Moreover, the fines given to 
companies that violate GDPR procedures frequently take a long time to materialise 
and typically pale in comparison to the revenues of major private sector technolo-
gy firms. 

Turning to the second area we identified in the data set, constraining the power of 
(non-European) platforms, efforts are mostly still getting underway. As noted, the 
DSA and DMA have not yet been cast into law, but the intention of the proposi-
tions is clear: the creation of a regulatory framework that allows EU authorities to 
pinpoint and sanction technology companies for a range of controversial practices 
that fly in the face of EU interests. The successful enactment of these measures 
would enhance control by allowing targeted measures; however, given that they 
are in the early stages of the law-making process, it is difficult to determine the 
likelihood of their success. Caution is merited since it is not uncommon that the 
legislature waters down the EU legal acts, as was the case with restrictions on the 
use of remote biometric surveillance in the drafting of the proposed EU AI Act. 

However, even if they are easily passed into law, constraining the power of—that is 
to say, controlling—large platforms is likely to require more than the measures 
contained in the DMA and DSA. This point is best exemplified by the recent EU and 
member states’ response to Covid-19 digital contact tracing. The development and 
deployment of accurate, effective, and widely available digital contact tracing apps 
requires a complex socio-technical system, involving both hardware and software 
as well as analogue capabilities such as laboratory tests for Covid-19 (Morley et 
al., 2020). At least 19 EU member states turned to Apple and Google—the two 
companies that control the software and hence the API of most of the mobile 
phones on which the apps could run—to provide at least the “exposure notifica-
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tion” functionality via API (i.e., Apple and Google provide the functionality to alert 
individuals when they have been near an individual who has tested positive for 
Covid-19). Whilst states had control over the risk-scoring algorithm used by indi-
vidual apps (e.g., deciding the threshold level for risky contact) and what individu-
als must do if they are notified about a Covid-19 contact, Apple and Google held 
complete sway over which phone models were compatible with the API (not all 
were); how the API worked; and crucially for how long they would make the API 
available. This means that, despite the efforts of EU states to exert greater control 
over the companies, the latter were able to design the technical framework for the 
system and thus determine key trade-offs between, for example, preserving privacy 
and sharing data with public health authorities. Apple and Google also maintained 
the ability in principle to turn off the contact tracing mechanisms of all those 
states using the API. In this case, existing regulatory measures did little to protect 
EU member states from the influence of US technology companies over the digital 
elements of the pandemic response (Sharon, 2020), and it is unlikely that the pro-
visions contained in the DSA and DMA would have overcome these issues, even 
had they been in place. 

This cautionary tale suggests that any regulatory measures must be accompanied 
by, among other things, the strengthening of EU infrastructures and industries, the 
third and fourth areas identified in our analysis. In both of these areas, progress 
has thus far been relatively limited. Improved cloud infrastructures within Europe 
would provide more opportunity for EU data to be stored within domestic infra-
structures, which would strengthen digital sovereignty by ensuring that data is 
leveraged for emerging technologies, enhancing EU competitiveness, and gov-
erned according to European rules and standards (European Commission, 2020f). 
However, Gaia-X is not a cloud provider. It is a non-profit organisation conceived as 
a platform joining up the services of European businesses, which does not seek to 
compete directly with non-European technology companies. And in fact, Amazon 
and Google were among the 300 businesses involved in establishing the Gaia-X 
project (Delcker & Heikkilä, 2020). The Declaration of Cooperation on Cloud by EU 
member states is a strong signal of intent to improve EU cloud capabilities, yet it 
is unclear when or how these measures will materialise. 

Efforts to support the emerging technologies industry are plagued by similar un-
certainty. The intention to strengthen digital sovereignty through increased invest-
ment is a step in the right direction for semiconductor technologies, supercomput-
ing and AI technologies. However, investment still pales compared to the EU’s eco-
nomic competitors, specifically the US and China, which has led to calls for further 
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investment in these areas (Brattberg et al., 2020). For AI in particular, given that 
the US and China have more permissible environments for innovation (at the ex-
pense of ethics), it is questionable as to whether the EU will be able to develop 
and deploy these technologies in a “competitive” manner (Roberts, Cowls, Hine, et 
al., 2021). 

Finally, in terms of control over cybersecurity—the fifth area—the EU has been ex-
erting increasingly more control in recent years, by focusing on developing Eu-
rope-wide cybersecurity standards and certification for companies providing digital 
technologies and services within the EU. This began with the 2019 Cybersecurity 
Act and the NIS Directive (Taddeo & Floridi, 2018) and continues with the 2021 
Cybersecurity Strategy. Internally, the 2019 Cybersecurity Act helped member 
states improve their cybersecurity capabilities and established a forum, ENISA, for 
capabilities building, operational support, and standardisation. Externally, the NIS 
Directive required international providers to adopt EU standards to access the EU 
market. The proposed revisions to the NIS Directive and the 2021 Cybersecurity 
Strategy may successfully enhance this kind of control. However, control in the 
context of cybersecurity is only one element needed to foster the resilience of sys-
tems and the stability of cyberspace; international collaboration and regulation for 
state behaviour in cyberspace are crucial to this end. This is why it is reassuring 
that the strategy envisages forms of international collaboration to define interna-
tional norms and standards that reflect EU core values. Ultimately, how much con-
trol the EU will have in the cybersecurity area will depend on how much leader-
ship it will exert in these international, regulatory efforts (Taddeo, 2017). 

4.2. Legitimacy 

The second fundamental aspect of our definition of digital sovereignty is the nor-
mative consideration of legitimacy. We saw above that in the European context, 
the public consent that the criterion of legitimacy requires can be thought of in 
three senses, namely input (political), throughput (procedural) and output (perfor-
mance and efficacy) legitimacy. 

In each of these senses, the EU’s digital sovereignty agenda can be considered at 
least somewhat deficient. The EU doubtless has input legitimacy because its func-
tioning is based on representative democracy (art. 10 TEU). However, the EU’s in-
put legitimacy is limited because of the lack of direct input that citizens have into 
its selection or policy agenda, the limitations that flow from the lack of a single 
shared language and media, and the traditionally “de-politicised”, non-partisan na-
ture of decision-making in the EU. The absence of a government that “the people” 
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can directly vote out as a sign of disapproval is particularly troubling in this regard 
(Schmidt, 2013). When this is read in line with intense corporate campaigning and 
lobbying that shapes many of the legislative actions above—with the “Big Five” 
American technology companies reported to have spent €19m lobbying the EU in 
2020 alone (Nicolás, 2021)—the actual input of citizens, and relative impact of this 
input, can be called into question. This raises critical questions about whether the 
digital sovereignty agenda has been sufficiently developed “by the people”. 

Throughput legitimacy is also present within the EU in the sense that relevant 
documents surrounding process and effectiveness are regularly published (Schmidt 
& Wood, 2019). However, throughput legitimacy is hamstrung by a perception that 
EU decision-making is less open and transparent. The largely opaque meetings be-
tween the European Commission, Council and Parliament in cases where the Coun-
cil disagrees on amendments proposed by the Parliament (commonly known as tri-
logue meetings) are a particularly problematic example. For instance, it was 
through the trilogue mechanism that a political agreement around the €7.5 billion 
Digital Europe Programme, which includes funding for supercomputing, cybersecu-
rity, and AI, was reached (European Commission, 2020a). This mechanism is not 
provided for in EU treaties and may undermine transparency in the legislative 
process. Significantly, the European Court of Justice has highlighted that “a lack of 
information and debate … is capable of giving rise to doubts in the minds of citi-
zens, not only as regards the lawfulness of an isolated act, but also as regards the 
legitimacy of the decision-making process as a whole” (European Court of Justice, 
2008, para 59). Having this in mind, the EU judges have stated that the work of the 
trilogues shall also be available for access insofar as it constitutes a decisive stage 
in the legislative process (European General Court, 2018). Nonetheless, some ar-
gue that transparency over how negotiations are conducted is still deficient due to 
the limited amount of information being provided (Pennetreau & Laloux, 2021). 

This leaves output legitimacy, which is achieved when the digital sovereignty 
agenda is enacted “for the people”, judged in terms of the effectiveness of the 
measures (Schmidt, 2013). As outlined above in our discussion on control, the EU’s 
policy measures, as well as the relevant case-law of the European Court of Justice, 
have made substantial progress in some areas, such as ensuring better protection 
of personal data and that the right to privacy is respected, whilst being more limit-
ed in others. More generally, the absence of a clear definition of digital sovereignty 
amongst EU policymakers and an associated assessment criteria undermines ef-
forts to prove that digital sovereignty has been effectively enacted “for the people”. 

The potential limitations to the legitimacy of the EU’s digital sovereignty agenda 
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are problematic, especially given that other non-nation-state actors are competing 
to control critical aspects of digital life (Floridi, 2020; Pasquale, 2017). Consider 
the actions of large technology companies that we have seen exert considerable 
de facto control over various aspects of digital life, as exemplified in the case of 
Covid-19 tracing apps. And this control increasingly risks being seen as legitimate, 
which may be sustained by a competing loyalty felt by members of the public to 
technology companies as users, in contrast with affinity with the state as citizens 
(Culpepper & Thelen, 2020). This is problematic, not least because it could shield 
these companies from stricter governance requirements of the sort we identify 
here. This, in turn, could ultimately threaten fundamental EU values, with exam-
ples of technology companies already undermining workers’ rights, including gig 
economy companies threatening the ability to collectively bargain (Tan et al., 
2020; Tassinari & Maccarrone, 2020), and algorithmic bias leading to discriminato-
ry outcomes (Tsamados et al., 2021). 

Conclusion and recommendations 

Our analysis suggests that the range of policy measures adopted by the EU to 
strengthen its digital sovereignty is a promising first step, but falls short when as-
sessed against the conception of digital sovereignty that we put forward in section 
2. In particular, the EU continues to lack sufficient control over digital technologies 
to ensure that European values are safeguarded. Moreover, to longstanding ques-
tions over the institutional legitimacy of EU policy making have been added ques-
tions concerning the increasingly murky role of technology companies as “legiti-
mate” actors, to the extent that the idea of individuals as citizens is under increas-
ing strain in an age when private sector actors command greater loyalty of those 
same individuals qua users. And at a higher level, as our analysis has highlighted, 
the EU still lacks a clear, coherent vision of digital sovereignty, with different ac-
tors from different EU institutions emphasising different domains in which, and 
mechanisms by which, digital sovereignty should be sought and strengthened. 
With all this in mind, we propose that the EU prioritise three steps to strengthen 
Europe’s digital sovereignty and safeguard its values. These steps, and the associ-
ated recommendations that we propose, are structured around the three core defi-
ciencies our analysis has identified: a lack of clarity and coherence around what is 
meant by digital sovereignty; limits on the EU’s control of digital technology; and 
threats to its legitimacy in this area. 

First, an important step is for the EU to establish a common understanding of and 
position on digital sovereignty throughout the bloc. By “pooling” sovereignty into 
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achieving coherent goals regarding the digital throughout the bloc, the EU may be 
able to maximise its digital sovereignty and hence safeguard more effectively its 
interests and values. We hope that the definition of digital sovereignty proposed in 
this article and elsewhere (Floridi, 2020) may provide a good foundation for EU in-
stitutional actors to use the term “digital sovereignty” in a more precise manner. 

However, even if the EU’s position on digital sovereignty were to be made clearer, 
by itself, this would remain inadequate for effectively controlling large technology 
companies, most of them not European. Therefore, the EU should strengthen its 
global reach in that domain, by elaborating legal instruments capable of extending 
their application beyond the Union’s borders; the above-mentioned GDPR ap-
proach could represent a benchmark in this respect. At the same time, the EU 
needs to equip itself with a stronger toolkit to promote and support European 
technology companies that align with the EU’s values and prevent the continued 
widening of the capability gap between European and non-European companies. A 
policy of national champions, similar to that adopted in China (Roberts, Cowls, 
Morley, et al., 2021), has been proposed by some EU institutional actors for boost-
ing competitiveness (Calenda, 2020; Volpicelli, 2020). However, previous efforts to 
enact similar policies in the EU in the 1980s were disappointing and did little to 
increase international competition (Strange, 1996). It may thus prove fruitful in-
stead for the EU to assess how member states have maintained a world-leading 
position in some industries, such as car and aerospace manufacturing, and deter-
mine the extent to which related policies can be adopted to foster successful tech-
nology companies. The corollary is equally worth stating: the EU should also work 
to identify the similarities and differences between the technology space and more 
established sectors, with respect to the effectiveness of the investment capacity, 
regulatory measures, and policy instruments currently at its disposal. The pre-emi-
nence of Silicon Valley is just the most pronounced of these tech-sector-specific 
characteristics. However, there are many more, some of which may be more natu-
rally advantageous to EU governance and more reflective of “European values”, 
such as the EU’s stated focus on trust and trustworthiness in the context of AI, or 
potential points of convergence with the EU’s globally ambitious green agenda. 

Finally, the EU’s digital sovereignty agenda is presently undermined by the per-
ceived limitations of the legitimacy of its policy-making processes. Unethical out-
comes can arise if the EU is unable to introduce sufficiently strong regulatory mea-
sures on account of the perceived “pseudo-“or merely “quasi-legitimacy” held by 
technology companies through their ubiquity, scope, and their users’ loyalty or re-
liance on them. A clearer digital sovereignty agenda, which is aligned to member 
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states’ understanding of the term, may provide a good foundation as per our first 
recommendation. However, to improve legitimacy still further, the EU should strive 
to strengthen transparency within governance and support open democracy initia-
tives of co-design and co-ownership of policies, stimulating thus social acceptabil-

ity and public support. 3 One method for doing this is through futures and fore-
sight techniques, which can be used for visioning the type of digital sovereignty 
towards which EU citizens want to strive. At the same time, a more accurate course 
of action should be elaborated at the EU level to improve the digital awareness of 
EU citizens, to allow them to exert a more active role in shaping the relevant mea-
sures. 

These are only a narrow slice of the wide range of further steps that the EU could 
take as digital technologies increasingly impact on the lives and livelihoods of EU 
citizens. Nonetheless, the current efforts identified in our analysis represent an im-
portant first step in the EU’s efforts to maximise its digital sovereignty. However, as 
the capacity and complexity of digital technologies continue to grow, it will be in-
creasingly necessary to introduce new and better measures to ensure that the in-
terests of EU citizens are protected, and European values are safeguarded. Ar-
guably, such changes would require a more effective allocation of competences 
among the Union and its member states, a result which cannot be achieved with-
out amending the existing EU Treaties. 

A first occasion for inclusive, high-level reflection on the following steps to be tak-
en towards an agenda for Europe’s digital sovereignty is the ongoing Conference 
on the Future of Europe, where citizens, stakeholders, social partners and acade-
mia are empowered to have their say on the EU’s future policies and ambitions. 

Annex 
We used Google’s site search function to collect web pages from the European 
Commission’s, Council’s, and Parliament’s official websites, between 10 March 2020 
and 10 March 2021, that explicitly mentioned the term “digital sovereignty”. A 
period of one year was selected because it ensured that the results analysed were 
reflective of only the most recent discussions of digital sovereignty in the EU 
context. These results returned 83 web pages for ec.europa.eu, 88 results from 
europarl.europa.eu, and 67 from consilium.europa.eu, totalling 238 web pages. 
Once duplicate entries were filtered out, our final corpus was 180 web pages, with 
80, 70 and 30 returned from the Commission, Parliament and Council respectively. 

3. This need not necessarily be limited to policy-making only with respect to digital technology. 
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We analysed these webpages to understand the policy areas that were being 
discussed in relation to furthering digital sovereignty and the associated measures 
that were being referenced as helping to achieve this. Five key themes emerged 
from our analysis, which were: data governance, constraining platform power, 
digital infrastructures, emerging technologies and cybersecurity. The table below 
outlines the frequency with which each policy area was cited as being of 
importance with respect to strengthening digital sovereignty. 

It is important to acknowledge the potential limitations in our methodology, 
particularly in relation to the frequency of mentions. Although we filtered 
duplicate web pages from our results, we did not remove multiple results that 
referenced the same speeches of prominent EU figures. This led to the policy areas 
mentioned in some speeches to be repeated multiple times across different web 
pages, in different contexts. Accordingly, some policy areas received a significant 
increase in terms of their frequency of mentions due to the recurrence of these 
speeches across the data set. We did not consider this “echoing” to be problematic. 
Indeed, it is to be expected that explicit references to digital sovereignty by senior 
figures will be influential in shaping myriad policy measures pursued by the EU 
institutions that they represent. Whilst we could have further filtered our data to 
remove these examples, we believed that this would undermine the perceived 
relative significance of each policy area. 

EUROPEAN 
COMMISSION 

(TOTAL = 
80) 

EUROPEAN 
PARLIAMENT 

(TOTAL = 
70) 

EUROPEAN 
COUNCIL 
(TOTAL = 

30) 

TOTAL 
EXAMPLE 
POLICY 

MEASURES 

DATA 
GOVERNANCE 

16 15 2 33 

European 
Data 
Strategy; 
GDPR; 
FFDR; 
SDGR; 
Open Data 
Directive; 
Data 
Governance 
Act 

CONSTRAINING 
PLATFORM 

POWER 
2 10 1 13 

Digital 
Services 
Act; Digital 
Markets Act 

DIGITAL 
INFRASTRUCTURES 

18 9 7 34 
Gaia X; 
Connecting 
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EUROPEAN 
COMMISSION 

(TOTAL = 
80) 

EUROPEAN 
PARLIAMENT 

(TOTAL = 
70) 

EUROPEAN 
COUNCIL 
(TOTAL = 

30) 

TOTAL 
EXAMPLE 
POLICY 

MEASURES 

Europe 
Facility; 
Joint 
Declaration 
on Cloud 

EMERGING 
TECHNOLOGIES 

20 16 6 42 

White 
Paper on 
AI; 
European 
High 
Performance 
Computing 
Joint 
Undertaking; 
ECSEL; 
European 
Industrial 
Strategy 

CYBERSECURITY 9 10 5 24 

Network 
and 
Information 
Security 
Directive; 
European 
Cybersecurity 
Act; 
European 
Cybersecurity 
Strategy 
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