
energies

Article

Low-Impact Current-Based Distributed Monitoring System for
Medium Voltage Networks

Alessandro Mingotti * , Lorenzo Peretto and Roberto Tinarelli

����������
�������

Citation: Mingotti, A.; Peretto, L.;

Tinarelli, R. Low-Impact

Current-Based Distributed

Monitoring System for Medium

Voltage Networks. Energies 2021, 14,

5308. https://doi.org/10.3390/

en14175308

Academic Editor: Mario Marchesoni

Received: 30 July 2021

Accepted: 25 August 2021

Published: 26 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Electrical, Electronic and Information Engineering, Guglielmo Marconi, Alma Mater Studiorum,
University of Bologna, Viale del Risorgimento 2, 40136 Bologna, Italy; lorenzo.peretto@unibo.it (L.P.);
roberto.tinarelli3@unibo.it (R.T.)
* Correspondence: alessandro.mingotti2@unibo.it

Abstract: Distribution networks are currently subject to a huge revolution in terms of assets being
installed. In particular, the massive spread of renewable energy sources has drastically changed
the way of approaching the grid. For example, renewables affected (i) the production of the legacy
power plants, (ii) the quality of the supplied energy, decreasing it, (iii) the fault detection and
location, etc. To mitigate the significant drawbacks of the renewables’ presence, several intelligent
electronic devices have been (and are being) developed and installed among the grid. The aim
is to increase grid monitoring and knowledge of its status. However, considering the significant
number of nodes of the distribution network, compared to the transmission one, the process of
installing new equipment is not effortless and is also quite expensive. This work aims at emphasizing
a new concept of distributed monitoring systems, based on the phasor measurement unit’s current
measurements, and a controlling algorithm to exploit it. The idea underneath the work is to avoid the
out-of-service time needed and the costs associated with the installation of voltage sensors. Therefore,
this paper describes an algorithm that exploits measurements from existing equipment and current
measurements from PMUs to obtain information on the load and the node voltages. The algorithm is
then tested on simulated power networks of increasing complexity and verified with an uncertainty
evaluation. The results obtained from the simulation confirm the applicability and effectiveness of
the algorithm and the benefits of a current-based monitoring system.

Keywords: distributed measurement system; phasor measurement unit; current measurement;
algorithm; sensors; phase estimation

1. Introduction

It is well known that distribution and transmission networks (DN and TN, respec-
tively) have different characteristics and they must be treated accordingly. For example,
TNs typically consist of long transmission lines and a few-nodes structure. On the contrary,
DNs have thousands of nodes and a meshed structure that contains short branches and a
multitude of loads [1]. Such differences among the two types of networks are even more
emphasized when their monitoring and control is considered. As a matter of fact, the
spread of renewable energy sources (RES) in the low and medium voltage (LV and MV,
respectively) portions of the network has some drawbacks that must be considered. For
example, (i) RES are changing the typical DN power flow, which is monodirectional, to
a bidirectional one [2]; (ii) the unprogrammed availability of produced energy results in
dispatchment problems with the traditional power plants [3]; (iii) the electronic devices
typically used associated with RES to adjust voltage and power levels are the most famous
source of disturbances that affect power quality (PQ) [4,5].

To address these problems the DN is being instrumentalized with energy meters,
phasor measurement units (PMUs), and all kinds of intelligent electronic devices (IEDs).
This way, system operators (SOs) may have a higher awareness of the status of the network,
resulting in countermeasures to face and solve PQ issues and other undesired conditions [6].

Energies 2021, 14, 5308. https://doi.org/10.3390/en14175308 https://www.mdpi.com/journal/energies

https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0002-1739-1277
https://orcid.org/0000-0003-3407-2056
https://orcid.org/0000-0002-5377-2421
https://doi.org/10.3390/en14175308
https://doi.org/10.3390/en14175308
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/en14175308
https://www.mdpi.com/journal/energies
https://www.mdpi.com/article/10.3390/en14175308?type=check_update&version=2


Energies 2021, 14, 5308 2 of 17

The problem associated with the massive deployment of IEDs among the DN is the
availability of accurate and cheap sensors to be used as the source of information to be sent
to the IEDs. The accuracy is needed to collect reliable voltage and current measurements,
which are the inputs of typical algorithms that monitor and control the network [7–10].
However, this is an aspect that is addressed by the standards associated with the new
generation of sensors, the low-power instrument transformers (LPITs). In particular, the
standard containing the general aspects in terms of accuracy (but not limited to it) is the
IEC 61869-6 [11].

As for the cheapness of the sensors and the IEDs, it is a key aspect that must be
considered because of the above-mentioned peculiar topology of the DN. In other words,
considering the number of nodes involved, if the distributed measurement system (DMS) is
expensive, SOs will not deploy it, or they will just install it in a few key nodes. In addition
to the costs of the instrumentation to be installed, a DMS developer should also consider
the costs for the SOs of installation and the associated outages of service for the affected
customers. This part of the cost, most of the time, is several orders of magnitude greater
than the one needed for the instrumentation.

To this purpose, this paper starts from this idea of costs reduction for the SOs, to
develop a DMS concept based only on current measurements. The DMS is based on
measurements collected from PMUs and asynchronous equipment already available in the
field. Afterward, the collected measures are used to run an ad hoc developed algorithm
that estimates the phase of the voltage in each node of the network. Of course, the idea of
using current measurements for running algorithms for network monitoring is not new.
As described in [12–17], several methods have already been presented. However, they
typically rely on (i) pseudo measurements, (ii) information on the network impedances,
(iii) voltage phasors among the network, and (iv) other a priori information. The added
value of this work is that none of the previously listed information is needed, even if it can
be a posteriori added to increase the level of knowledge of the network. In other words,
this article aims at emphasizing the idea of using only current measurements to perform
the management and control of the network (which is difficult to find in the literature).

In light of the above, the algorithm is tested on two different simulated networks.
First of all, a simple 4-nodes network was used to understand the idea underneath the
algorithm. Second, the well-known IEEE 13-bus test feeder [18] was used as a benchmark
grid to confirm the algorithm’s applicability to whatever kind of network. Afterward, an
uncertainty evaluation, based on the Monte Carlo method (MCM) was performed consid-
ering the typical accuracy classes of the instrument transformers (ITs). Note that assessing
the uncertainty propagated by an algorithm due to the contributions of uncertainty that
affect its input quantities is crucial for the algorithm validation.

Finally, from the results it is possible to confirm all the benefits resulting from the
current-based DMS (hence, from the output of the work): (i) reduction of the installation
costs and penalties attributed to the DSOs for the energy not supplied; (ii) availability of
reliable and accurate load profiles 24/7 to enhance the forecasting activities, (iii) estimates
of the voltage profiles thanks to typical already-installed equipment, (iv) increasing mon-
itoring for faster fault detection and location, which is fundamental for the prestige of a
DSO, (v) PQ improvement thanks to the current behavior awareness.

The remainder of the work is structured as follows. Section 2 presents the motivation
and the algorithm considered in this study. The DMS and the benchmark power networks
are detailed in Section 3. In Section 4, instead, the algorithm is tested and validated through
the uncertainty evaluation. Finally, the main achievements and future applications are
collected in Section 5.

2. Motivation and Algorithm
2.1. Motivation

One of the main goals of a SO is to manage the grid in the most efficient way. This
includes cost reduction for all those unnecessary activities. Therefore, considering the
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number of costs that a SO has to face [19], one of the potential ways of expenditure
limitation is reducing the installation costs. This expenditure item could be significant and
most of the time predominant compared to the devices to be installed. The reason is that
for all critical or voltage-related activities, the considered portion of the network must be
powered off during the entire duration of the installations. Furthermore, this operation
results in penalty fees for the DSO and a disservice for the affected customers.

Consequently, this paper focuses on a current-based DMS which relies only on current
measurements in order to avoid all the aforementioned limitations and costs. In addition,
another goal is to emphasize the idea that a lot of information related to the network can
be extracted starting from current measurements.

For example, most of the faults are current-based or detectable by monitoring the
current. Therefore, a completely observable grid from the current perspective becomes a
more reliable grid in which predictive maintenance and seasonal fault detection can be
performed [20–24]. Another example concerns the PQ. In fact, depending on the load, the
current might be subjected to distortions in addition to the main component (50 or 60 Hz).
Therefore, acquiring the current measurements from the network helps SOs’ analysis of the
anomalies source [25–28].

2.2. The Algorithm

This section is dedicated to the description of the algorithm developed for the DMS.
The goals of the algorithm are mainly two:

• Current monitoring and load profile generation.
• Phase estimation of the voltage at the load nodes.

The first goal is achieved considering that the measuring device is a PMU and, ac-
cording to its standard IEC 60255 [29], the reporting rate varies from one to hundreds of
frames per second. Such reporting rates are perfectly suitable for generating load current
profiles. In fact, as typically found in the literature [30,31], the information on the load
is commonly known or forecasted every 15 min up to every hour. Therefore, the current
measures collected from the PMU will directly populate the desired outcome.

As for the second goal, the estimate of the voltage phase is obtained by merging
the information coming from the PMU with the one coming from already installed and
asynchronous devices like the smart termination and the rilevatore di guasto direzionale e
misure (RGDM) [32,33]. The first device is a combined voltage and current sensor installed
in the cable termination arriving at the secondary substation. The latter device, instead,
is an IED that collects voltage and current measurements and gives information to the
protection devices. However, the RGDM is not synchronized with the GPS and hence, it
does not provide information on the absolute phase of voltages and currents. This is mainly
due to the GPS unavailability in most of the substations, which can be either underground
or in places where there is limited connection.

Consequently, the PMU provides the information on the current phasor every 1 s
(for the sake of clarity), giving the absolute phase. Instead, the RGDM sends to the
SO the information on the phase displacement between the current and the voltage (ϕ)
every 15 min. Such a value, like all the others coming from the RGDM, is an average
value of measurements performed every second. The RGDM also provides the timestamp
associated with the 15 min results, even if not synchronized with the GPS. Therefore, the
estimate of the voltage phase ϕV is obtained averaging the phase values measured by the
PMU ϕI and summing it to ϕ given by the RGDM:

ϕV = ϕI + ϕ (1)

With this estimation process the distribution of the load is intrinsically obtained,
treated as a random variable, and hence the distribution of the voltage phase.
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3. Distributed Monitoring System

This section describes the two considered networks for the algorithm application
and testing. In detail, Section 3.1 describes a simple 4-nodes portion of the network
while Section 3.2 contains the algorithm implementation in the well-known IEEE 13-bus
test feeder.

3.1. Four-Nodes Network
3.1.1. Description

One of the two networks considered in this work is quite simple, and it is shown in
Figure 1. The choice of a simple network has been taken to emphasize more the concept
behind the article, than the achievable complexity which is theoretical and as demonstrated
with the example in Section 3.2, has no limits.

Figure 1. Equivalent single-phase schematic of the considered 4-nodes network.

Figure 1 shows a 4-nodes structure in which Node 1 is the high to medium voltage
transformer (HV/MV); Node 2 and Node 3 are passive nodes with variable loads (L2 and
L3, respectively) which can be considered as simple customers or secondary substations;
and Node 4 is a conjunction node in which all the currents of the circuit pass through.
Finally, ZL is the line impedance modeled with the series of a resistor and an inductor
(R-L impedance). Such a choice is the common one for DNs.

More details on the amplitude of the considered quantities are given in Section 4, in
which the algorithm validation is described.

3.1.2. DMS Positioning and Comments

The idea behind the work is the implementation of DMSs which only perform current
measurements. This is to avoid the need for interrupting the voltage supply every time
a new installation is performed. Furthermore, the information coming from the current
measurements is more significant, for different purposes, than the voltage ones because
they reflect the load variations and conditions. This is even more emphasized if the
current measurements are coming from a synchronized instrument like a PMU. In fact, the
synchrophasors would provide measurements that could be used in combination with all
the others coming from the PMU installed among the grid.

To this purpose, in the considered network of Figure 1, we adopted PMUs as mea-
surement devices for the DMS. Furthermore, the best placement of the PMU, just one
for the network of Figure 1, is Node 4. This way, the three currents of the network are
fully monitored.

The presence of only current measuring devices may be considered not enough for
the implementation of a DMS. However, in light of the actual situation of the network,
some comments are necessary. First, primary substations (Node 1 in Figure 1) are typically
equipped with accurate instrumentation to collect voltage and current measurements. This
is necessary to fully monitor a key network location like the primary substation. Second,
all of them and sometimes even the secondary substations are interconnected through
the SCADA system; hence, an existing communication system or database is commonly
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present and used by SOs. Third, and in particular for the Italian case, most of the secondary
substations (Node 2 and 3 in Figure 1) are already equipped with smart terminations and
RGDM (as abovementioned).

As a final remark, note that whatever algorithm developed for the DN must match and
consider the actual conditions of the grid to avoid inapplicable solutions and to maximize
the exploitable information.

3.2. IEEE 13-Bus Test Feeder
3.2.1. Description

Figure 2 depicts the IEEE 13-bus test feeder, which is a common benchmark network
used by researchers and SOs to simulate the DN. Overall, the network operates at 4.16 kV
(the voltage level is not significant in the context of this work) and has quite short branches.
On the contrary, it is relatively highly loaded, and it contains a single voltage regulator at
the substation, overhead and underground lines, shunt capacitors, an in-line transformer,
and unbalanced loading. Between nodes 671 and 692 there is also a breaker, which is not
used for the tests described in Section 4. In detail, nine loads can be found inside the
network, of which one is distributed between Node 632 and Node 671 while the others are
loads localized at specific nodes.

Figure 2. Equivalent single-phase schematic of the IEEE 13-bus test feeder.

As for the two transformers, the main 115 kV/4.16 kV, 2500 kVA one is located at the
top of the network at Node 650. The second transformer instead decreases the MV to LV
levels with a ratio of 4.16 kV/0.48 kV. It features 500 kVA of rated power, and it is located
after Node 633.

Considering that all the information on the grid can be found in [18], only the signifi-
cant information is briefly recalled.

Table 1 contains distances between the nodes, while Table 2 collects the load at the
specific nodes, presented in terms of active and reactive power per phase (Ph-1, Ph-2,
and Ph-3).

3.2.2. DMS and Comments

The IEEE 13-bus test feeder has been chosen for the algorithm implementation due to
its topology and completeness. In fact, it contains common and diverse elements which
can be found in every DN. It is also a suitable benchmark network to prove that what is
presented for the 4-node case can be extended to almost all kinds of networks.
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Table 1. Distances between each node of the network. (See [18]).

Node A Node B Length [m]

632 645 152.40
632 633 152.40
633 634 0
645 646 91.44
650 632 609.60
684 652 243.84
632 671 609.60
671 684 91.44
671 680 304.80
671 692 0
684 611 91.44
692 675 152.40

Table 2. Load, in terms of active and reactive powers, at each node. (See [18]).

Node
Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-3
[kW] [kVAr] [kW] [kVAr] [kW] [kVAr]

634 160 110 120 90 120 90
645 0 0 170 125 0 0
646 0 0 230 132 0 0
652 128 86 0 0 0 0
671 385 220 385 220 385 220
675 485 190 68 60 290 212
692 0 0 0 0 170 151
611 0 0 0 0 170 80

With the same logic, Table 3 lists the distributed loads between each couple of nodes
of the network.

Table 3. Load, in terms of active and reactive powers, between each couple of nodes. (See [18]).

Node A Node B
Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-3
[kW] [kVAr] [kW] [kVAr] [kW] [kVAr]

632 671 17 10 66 38 117 68

Another comment to be made on the network in Figure 2 concerns observability. As a
matter of fact, the minimum number of PMUs that provide sufficient information to the SO
is 2. Such two PMUs are optimally placed in Node 632 and 684 if one considers the breaker
open time higher than the close time. On the contrary, if the aim is the full observability of
the network, a potential PMU placement would be at the nodes 645, 633, 671, 611, and 675.
This results in five PMUs observing a 13 nodes network (38% of nodes observed). Note that
these results are obtained on an electrotechnical and experience base and do not involve
any ad hoc placement algorithm.

4. Validation

The first part of this Section 4.1, is dedicated to the tests on the 4-node network. The
aim is to verify, in a multitude of conditions, the applicability of the algorithms and the
robustness of the results. Afterward, Section 4.2 contains a simple extension of what is
presented in Section 4.1 but on the most complex network. Finally, Section 4.3 presents
an uncertainty propagation study aimed at assessing the contribution of the uncertainty
sources on the measured quantities.
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4.1. Four-Nodes Network
4.1.1. Simulation Details

What is described in the previous section has been validated by means of the Simulink
environment of MatLab®. The schematic of Figure 1 has been recreated with the charac-
teristics listed in Table 4. Two notes on the values inside the table: (i) the voltage supply
refers to Node 1 which is the injection node. The initial phase for this node is set to zero. Of
course, any initial phase angle can be attributed to the reference node, without affecting the
results; therefore, the choice is just for the sake of simplicity (of simulation and reading).
The simulation step, instead, is set to 10 µs to simulate common data acquisition systems,
acquiring at 100 kSa/s, capable of measuring voltages and currents in the PQ frequency
range. The distribution line distances among the nodes (1-4, 4-2, and 4-3) are all set to 5 km
considering an average value of the distribution lines. Furthermore, the length of the lines
is a variable that does not affect the effectiveness of the algorithm; in fact, such lengths are
quite different from those used for the IEEE 13-bus feeder.

Table 4. Simulation details for the 4-node network.

System Frequency Voltage Supply Line Resistance

50 Hz 20/
√

3 kV 0.254 Ω/km

Simulation Step Simulation Duration Line Inductance

10 µs 10 s 0.126 H/km

Turning to the loads of the network, the selected power factors (PFs) are 0.9 and 0.8
for L2 and L3, respectively. This choice has been made considering the fines applied by
the SOs to the customers if the PF is lower than those values. Additionally, note that the
PF is a quantity that may vary in shorter time intervals compared to the 15 min variations.
Furthermore, it is a quantity coming from the RGDM, hence it is not a variable that has to
be estimated, and it is the average of a 15 min measurement window.

As for the load profiles, the core choice of the simulation has been selected according
to the literature. In [34–36] it has been demonstrated how in DNs the load has variations
up to 100 % during the day and smooth variations of 30 min time intervals are considered.
A final note, as anticipated, in literature it is possible to find several works dealing with the
load profile monitoring. It is quite common that the time between acquisition lies between
30 min and 1 h. However, despite such a time, PMUs are an order of magnitude faster.
Therefore, they will always be the PMUs acquisitions to be down-sampled to those of the
other devices if comparisons or computations must be performed.

4.1.2. Simulation Tests

The aim of the tests was to assess whether the algorithm was effectively following the
load profile variation in different configurations.

Considering the 15 min interval between the outputs of the RGDM, the load profiles
have been set with one limited variation every 15 min for 50 times. The load variations
involve both the active and reactive parts so that the PF is kept constant for the entire
simulation, as explained above. L2 and L3 have different load profiles to increase the
coherence of the simulation with reality. To run the tests, three pairs of load profiles,
referred to as A, B, and C have been used. They are depicted in Figure 3. As can be seen,
the p.u. notation is adopted to focus on the load variations, which are diverse, and include
several potential cases.

Inside each step variation of the load, the simulated PMU extracts 100 synchrophasor
of the currents of the circuit, namely I14, I42, and I43 for the current between nodes 1-4, 4-2,
and 4-3, respectively. Instead, the simulated RGDM saves only one value of ϕ in each of
the 50 steps.

A final note on the simulation duration, as detailed in Table 4, the 15 min per 50 times
duration has been compressed and scaled to a 10 s simulation.
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4.1.3. Simulation Results

The first result is simply aimed at emphasizing the usefulness of a PMU in the load
profile assessment and recording. For this purpose, Figure 4 shows the comparison between
the power variation of the load and the current being measured by the PMU (in one of the
treated cases). Consequently, the current-based DMS would introduce benefits for all the
load forecasting and load profile generation algorithms that typically use data with time
intervals around 15–45 min. On the contrary, the increasing amount of data—resulting from
the higher reporting rate of a PMU—will emphasize a new problem that is being currently
faced by DSOs and utilities: data storage. However, this problem is easily addressed with
specific techniques that pre-process data and keep only the significant information.



Energies 2021, 14, 5308 9 of 17

Figure 4. Comparison between the power load profile and the current measured by the PMU.

The main results are presented in Figures 5–8, in which the estimated voltage phase in
nodes 2 and 3 is compared with the reference voltage phase obtained from the simulation
model. Considering the coherence among the results, for case A both results are shown in
Figures 5 and 6, while one case for each configuration has been included for configurations
B and C (Figures 7 and 8). In detail, the voltage phase of L3 is presented for configurations
A, B, and C, in Figures 6–8, respectively.

Figure 5. Reference and estimate of the voltage phase for configuration A and L2.

Figure 6. Reference and estimate of the voltage phase for configuration A and L3.
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Figure 7. Reference and estimate of the voltage phase for configuration B and L3.

Figure 8. Reference and estimate of the voltage phase for configuration C and L3.

Note from the graphs how the estimates match with the reference values, for all the
considered configurations. This means that the estimated phase may be used by the SOs to
assess the voltage on that specific node and potentially intervene with countermeasures.

A comment is required on the behavior of the estimates. From the graph, it can be
noted slight discrepancies while the load is varying. This can be attributed to the constant
variation of the load, obtained modifying the simulation’s parameters, which highlights the
computational limits of the simulator. However, all the obtained discrepancies with respect
to the reference value are in the order of tens of microradian. Such a value is certainly
negligible compared to the typical accuracies of the sensors deployed in the field and a
good result considering the source of the information, which is for half, asynchronous.

From the results of the tests performed on the 4-node network, it can be concluded that
current-based DMSs allow the gathering of crucial information from the grid. In particular,
considering that almost all MV or LV customers have energy meters connected to their
loads, the information of the current can be combined with the available powers coming
from them. Furthermore, the current monitoring allows the creation of ad-hoc load profiles
for each customer, resulting in better planning and managing of the generation sources for
the SOs.

Finally, DSOs should find a trade-off between the level of detail and the reporting
rate of the monitored quantities, and the data amount, costs, and accuracy associated with
them. At present, and confirmed by literature and experience, DSOs adopt reporting rates
(from power and energy meters) ranging from 15 min to 1 h. Such information can be
interpreted as obstacles to the deployment and use of new instrumentation and IEDs.
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4.2. IEEE 13-Bus Test Feeder

In this second part of the validation tests, the algorithm is implemented on the IEEE
13-bus test feeder.

4.2.1. Simulation Details

An overview of the Simulink schematic representing the IEEE 13-bus test feeder is
depicted in Figure 9.

Figure 9. Overview of the Simulink schematic representing the IEEE 13-bus test feeder.

In addition to the network details described in Section 3.2.1, the simulation is run
for 1 s and at 60 Hz. The idea is to test as many different values as possible (considering
both the benchmark networks) to confirm the wide applicability of the presented concept.
Furthermore, considering the good results obtained for the 4-node network, in this set of
tests the burdens are kept constant to the values listed in Tables 2 and 3.

4.2.2. Simulation Tests

By referring to the schematic of the IEEE 13-bus network in Figure 2, and considering
its topology and involved assets, the outputs of the simulation tests are the phases at nodes
634, 645, 684, and 692. The reasons for that are easily explained:

• Node 680 is just a terminal; no load is connected.
• Nodes 652 and 611 are loads connected with a very short wire to Node 684. Therefore,

combining the two burdens the information on Node 684 can be found.
• Between Node 633 and 634 there is a transformer; therefore, considering negligi-

ble the phase distortion that it introduces, the phase of the voltage at node 633
can be obtained.

• There are no loads between Node 692 and Node 675. Therefore, the voltage phase
of the two nodes differs by the amount introduced by the line impedance. Such
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contribution can be easily removed for the sake of algorithm validation (or corrected
if a SO knows its line impedances).

To obtain what is above described, a realistic network configuration would involve
2 PMUs, one in Node 632 and one in Node 671.

4.2.3. Simulation Results

The results of the simulation described in Section 4.2.2 are presented in Table 5. It
contains, for each node and each phase the estimated phase of the voltage ϕVe and the
reference one obtained from the simulation ϕVr. The last column of the table shows the
error between two such values (∆ϕ), calculated as the difference between the estimated
and reference value.

Table 5. Estimated and reference value of the node voltage phases.

Node Phase ϕVe [rad] ϕVr [rad] ∆ϕ [mrad]

634
Ph-1 −0.056484 −0.056001 −0.483
Ph-2 −2.133224 2.132830 −0.394
Ph-3 2.048198 2.047500 0.628

645
Ph-2 −2.124545 −2.124414 0.131
Ph-3 2.057026 2.056521 0.504

684
Ph-1 −0.092590 −0.092203 −0.387
Ph-3 2.021923 2.024673 −0.749

692
Ph-1 −0.092375 −0.092200 −0.174
Ph-2 −2.136525 −2.135578 −0.947
Ph-3 2.025248 2.024673 0.574

As can be seen from the results, the estimates are fully coherent with the reference
values. This confirms the applicability of the method. Furthermore, in absolute terms,
the discrepancies between the values are negligible compared to the typical accuracy
characteristics of the assets involved in the measurement chain (PMU, sensors, energy
meters, etc.). This aspect is explored in the next section.

Other comments from the results, also in light of those obtained in the 4-nodes config-
urations, are that the algorithm is independent of (i) the number of phases of the network,
(ii) the voltage level, (iii) the types and PF of the loads, (iv) the operating frequencies,
(v) the number of nodes, and (vi) the length of the branches.

The results also support the adoption of current DMSs to perform monitoring and
predictive maintenance. In fact, up to now, the state estimation algorithm is mainly
focused on voltages. However, the information of the current phasor is crucial to obtain
full awareness of the load profiles and the current levels of each cable. Furthermore,
with a simple algorithm like the one above illustrated and tested; it is possible to extend
the knowledge of the network, obtaining an accurate estimate of the voltage phase in
each node.

4.3. Uncertainty Propagation
4.3.1. Introduction

This section concludes the paper with a focus on a critical aspect as far as measure-
ments are concerned. In fact, the uncertainty propagation, through the measurement
chain used for an application, is fundamental (even if based on preliminary assumptions)
to assess the quality of the results. For example, the uncertainty associated with the re-
sults, due to the measurement chain, may become greater than the sensitivity required
to an algorithm of method. Therefore, when a new method, algorithm, or approach is
developed it is fundamental to perform an uncertainty evaluation that avoids presenting
meaningless results.

So, in this section the results obtained in Section 4.1 are analyzed considering the
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contribution to the uncertainty in a real measurement chain. In particular, for the considered
network the sources of uncertainty are:

• The sensors used to measure the currents used by the PMUs;
• The PMUs;
• The sensors used to measure the voltages and currents needed for the power compu-

tation (inside the RGDM or whatever energy meter).
• The energy/power meters.

Starting from the sensors for the PMUs, the final quantity of interest is the phase of
the voltage at the nodes. Therefore, it is necessary to attribute uncertainty to the phase
of the measured currents. This is straightforward considering that IEC 61869-10 [37]
specifies limits for the ratio error and phase displacement for the low-power current
transformers (LPCTs) for each specified accuracy class. Analogously, for the low-power
voltage transformers, the limits are given in IEC 61869-11 [38]. Another comment on the
contribution to the uncertainty is that, in accordance with common PMUs, their uncertainty
is negligible compared to those of the sensors described in [37]. Hence, in the measurement
chain sensor + PMU, the overall contribution to the uncertainty is considered, for the MCM
purpose, one of the sensors (and in particular of the accuracy class 0.5).

As for the power/energy meters, slightly different considerations are valid. In par-
ticular, the idea is based on the evaluation of the load phase starting from the active and
reactive power measurements. Therefore, the uncertainty contributions associated with
those two parameters must be used. To this purpose, the limits given in IEC 50470-2
apply [39] and are used in what follows. In particular, it must be considered that the typical
values provided in [39] are in order of 2–3%, hence significantly higher than those of a
0.5 accuracy class sensor. For this reason, for the measurement chain sensor + energy meter,
the overall contribution to the uncertainty is considered as coming from the energy meter.

4.3.2. Monte Carlo Method

The uncertainty propagation, aimed at assessing the uncertainty associated with the
phase information acquired with the PMUs and the IEDs, is performed utilizing the Monte
Carlo Method.

For the sake of the simulation, LPCT with a 0.5 accuracy class has been used for the
current measurements performed sent to the PMUs, and 2.5% accuracy on active and
reactive power has been used for the measurements collected with the power meter.

Afterward, 100 thousand simulations were performed, in which the current phase and
the active and reactive powers were corrupted with the uncertainty contributions taken
from uniform distributions. Finally, the estimated voltage phase was computed along with
its associated standard deviation.

The application of the MCM to the A, B, and C configurations, described in Section 4.1.2,
provided interesting results. The mean standard deviation associated with the phase obtained
from the PMUs was in the order of 5·10−3 rad and the one computed starting from the powers
is in the order of 10−2 rad. In Figure 10 their behavior is presented, for the sake of clarity, for
the configuration C and load L2.

From Figure 10 it can be observed that a simple device like an energy meter provides
results with an uncertainty comparable with those obtained from the PMU. This is easily
explained considering that the bottleneck was the sensor that made negligible PMUs
contributions to the uncertainty.

Figure 11 instead presents the comparison between the estimated phase and the
reference one, already shown in Figure 8, with the added information on the uncertainty.

It is clear from the picture that (i) the simulation discrepancies found in Section 4, are
completely negligible compared to the overall uncertainty associated with the phase mea-
surements, which is now in the order of tens of milliradian; (ii) the uncertainty evaluation
is always crucial and very significant when a new algorithm, method, or approach must be
assessed; (iii) the in-field conditions, hence the sensor contributions, are key factors that
drastically change the laboratory conditions.
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Figure 10. Behavior of the standard deviations associated to the PMUs and power meters measurements.

Figure 11. Estimated and reference voltage phases of Figure 8 with the error bars obtained with
the MCM.

The aspect of the actual in-field conditions must be also emphasized. As a matter
of fact, the installed devices significantly affected whatever kind of algorithm could be
developed. In particular, algorithms (like the presented one) typically reach accuracies
up to part per millions or higher during the simulation testing. However, as soon as the
uncertainty contribution from the field is added, their efficiency is lowered by several
orders of magnitude. This should change the perspective of the algorithm developers, who
should better focus and immediately include the huge contribution of the measurement
devices to test their solutions.

Final comments on the presented solution are as follows. On the one hand, the use
of current-based DMSs allows us to obtain a double benefit for the SO: (i) cost reduction
for the in-field installation, hence the possibility to install more devices, increasing the
percentage of the monitored grid; (ii) monitoring of all the currents of the network, which
are the key quantities to detect and locate faults, plus they allow to quantify the load profile
and variations.

On the other hand, the presented algorithm has been adapted to a peculiar Italian
situation. However, this, or in general, whichever algorithm can be improved if other
sources of information coming from the grid are available. For example, (i) adding the
knowledge of the grid impedances to the current-based DMS would allow for the estimation
of the voltage drop in each branch and hence the voltage at each node; (ii) few synchronized
voltage measurements would guarantee an accurate estimate of the voltage profiles; etc.



Energies 2021, 14, 5308 15 of 17

Finally, the motivation of this work is based on the author’s perspective that low-cost
PMUs are starting their penetration of the market. Combining this aspect with the use
of open ring current sensors (like Rogowski coils or hall effect sensors), the result can be
quantified as significant savings on the device and installation costs.

5. Conclusions

The need for monitoring distribution networks is crucial for system operators. How-
ever, this need must match with the actual and in-field requirements. This typically results
in excellent but not applicable solutions due to physical or economic requirements. There-
fore, in this paper, we presented and supported the idea of distributed measurement
systems based only on current measurements obtained without powering off the network.
The study focuses on the case of current measurements obtained from synchronized in-
struments, such as phasor measurement units. In the paper, such a measurement system
has been applied on a simple 4-nodes network and the IEEE 13-bus test feeder. Afterward,
the algorithm for estimating the phase of the voltages of the network was described and
tested in various load profile configurations of the two networks. From the results, it
emerged that the proposed solution and algorithm effectively estimate the voltage phase in
several conditions of the network. The performance of the algorithm was then evaluated by
running an uncertainty evaluation process with the Monte Carlo method. This included the
significant contribution to the uncertainty from the measurement devices. The uncertainty
evaluation showed how the bottleneck of the algorithm is typically due to the accuracy
limitation of the in-field deployed devices, and not to the algorithm itself.
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