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A HADAMARD-TYPE OPEN MAP THEOREM FOR SUBMERSIONS

AND APPLICATIONS TO COMPLETENESS RESULTS IN CONTROL THEORY

ANDREA BONFIGLIOLI, ANNAMARIA MONTANARI AND DANIELE MORBIDELLI

ABSTRACT. We prove a quantitative openness theorem for C1 submersions under suitable assump-
tions on the differential. We then apply our result to a class of exponential maps appearing in Carnot-
Carathéodory spaces and we improve a classical completeness result by Palais.

1. INTRODUCTION

It is well known by the Hadamard global inverse map theorem that a C1 local diffeomorphism
f : RN → RN with sup

RN |d f (x)−1| < ∞ is in fact a global diffeomorphism. Instead, if we consider a

submersion f : RN → Rn with N > n, one can not expect injectivity, but it is reasonable to hope
that suitable conditions on the differential d f (x) may ensure that the map f is onto. This has been
discussed in very general setting in the recent paper [Rab97].

The first purpose of this paper is to prove a quantitative openness result for C1 submersions,
which in particular gives a surjectivity theorem assuming uniform openness of the differential
map. Our second task is to apply such result to a class of exponential maps appearing in the ana-
lysis of Carnot-Carathéodory spaces. This will enable us to obtain an improvement of a classical
completeness result for vector fields originally due to Palais [Pal57].

Here is our first result.

Theorem 1.1. Let M be a (finite dimensional) manifold of class C2 and let g be a C1 Riemannian metric
on M. Assume that we are given positive constants C0 < ∞ and r0 ≤ ∞, a point x0 ∈ Rq and a
map f : BEuc(x0, r0) → M which is C1 regular on the Euclidean ball BEuc(x0, r0) ⊂ Rq such that the
differential (tangent map) of f satisfies

d f (x)(BEuc(0, C0)) ⊇ {ξ ∈ Tf (x)M : g(ξ, ξ) ≤ 1} for all x ∈ BEuc(x0, r0). (1.1)

Then

f (BEuc(x0, r0)) ⊇ BRie

(
f (x0),

r0

2C0

)
. (1.2)

In the statement TzM is the tangent space to M at z, BRie denotes the ball in M with respect to
the Riemannian distance generated by g.

Note that the theorem holds true with r0 = ∞ and takes the following form: if f : Rq → (M, g)
is a C1 submersion and it satisfies (1.1) for all x ∈ Rq, then the map f is onto. We observe that, as
it will appear in the proof of Theorem 1.1, our techniques also apply to the case when the source
space is a Riemannian manifold, but we do not pursue this issue here. On a concrete level, we will
read (1.1) as a uniform bound of the Moore–Penrose pseudoinverse of d f (x) (see the discussion
in Section 2.1).
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Topological properties of a submersion f between Riemannian manifolds have been discussed
by Hermann [Her60], who exploited the notion of horizontal path-lifting, requiring that f ∈ C1,1

and that d f (x)
∣∣∣
ker d f (x)⊥

is an isometry. Earle and Eells [EE67] generalized Hermann’s condition

to the infinite dimensional setting, showing that horizontal path-liftings can be constructed under
the assumption that d f (x) admits a Lipschitz continuous family s(x) of right inverses. It must
be said that the mentioned papers are not primarily concerned with quantitative openness or
surjectivity, but they are more focused on the topological/differential structure of the fibers of
f . More recent results are due to Rabier [Rab97], who, in order to have surjectivity of a C1,1

submersion f from infinite dimensional Finsler manifolds, requires the existence of a Lipschitz-
continuous right-inverse satisfying a suitable global upper bound. This somewhat forces the
assumption f ∈ C1,1. The only reference dealing with C1 maps (between linear spaces only) is
[Rab95]. That paper does not rely on path liftings and it does not seem to provide the quantitative
estimates (1.2) of Theorem 1.1

In this paper we shall work in finite dimension, but without requiring the C1,1 regularity, be-
cause in the applications simple examples show that our submersions are at most C1,α for some
α < 1 (see the discussion before the statement of Theorem 1.2). In this case, horizontal liftings are
not necessarily unique, see Example 2.1 below.

Next we discuss how we are able to apply Theorem 1.1 to Control Theory. According to a
remarkable result of Palais [Pal57], given a family H = {X1, . . . , Xm} of complete vector fields on a
manifold M generating a finite dimensional Lie algebra g, then any vector field Y ∈ g is complete.
Recall that we say that a vector field Z on a manifold M is complete if for each x ∈ M the integral
curve t 7→ etZx is defined for t ∈ ]−∞,+∞[. For the sake of brevity, we shall refer to this result as
Palais’ Completeness Theorem.

Our aim is to provide an improvement of this theorem, in that we consider lower regularity
assumptions on the vector fields and, most importantly, we replace finite-dimensionality with
the following involutivity hypothesis: there is s ∈ N such that the family Y1, . . . , Yq of the nested
commutators (see (3.1)) of length at most s of the original vector fields of H satisfies

[Yi, Yj](x) =
q

∑
k=1

ck
i,j(x)Yk(x), for all i, j = 1, . . . , q x ∈ M, (1.3)

for suitable functions ck
i,j globally bounded on M. In the sequel, we will say that H is s-involutive if

(1.3) holds true.
Our approach is different from Palais’ and from the approaches of the existing alternative

proofs of Palais’ Completeness Theorem. At our knowledge, all existing proofs of the Palais
Theorem rely on ideas similar to each other, making a strong use the Third Theorem of Lie;
see [CK64, p. 145], [Jou10, p. 966], [Pal57, p. 96], [Var84, p. 147]). Our more general assumptions,

which allow the coefficients ck
i,j to be non-constant, prevent us from applying the Third Theorem

of Lie to the Lie algebra generated by {X1, . . . , Xm}, which may not be finite-dimensional (see
Example 3.4).

Let H = {X1, . . . , Xm} be a given family of complete vector fields on M and assume that the

involutivity condition (1.3) holds for some s ≥ 1. Note that requiring that the coefficients ck
i,j are

constant on M (a particular case of our assumptions) means that LieH is finite dimensional. Look
at the non-autonomous Cauchy problem

γ̇ =
q

∑
k=1

bk(t)Yk(γ) for a.e. t γ(0) = x ∈ M,
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where ‖b‖L∞(R) ≤ 1. We will show that there are ε, δ > 0 and vector fields Z1, . . . , Zν ∈ H such

that for all x ∈ M, T ∈ [0, ε] one can find t1, . . . , tν ∈ R such that we can write

γ(T) = etνZν · · · et1Z1 x with the estimate
ν

∑
j=1

|tj| ≤ δ. (1.4)

This statement will be made precise in the language of Carnot–Carathéodory geometry. Since
the choice of ε, δ and Z1, . . . , Zν is independent of x ∈ M, an iteration of (1.4) will prove that
γ(T) is defined for all T ∈ ]−∞,+∞[. This will yield the completeness of γ, thus providing the
mentioned improvement of Palais’ Completeness Theorem.

The sequence of exponentials appearing in (1.4) will be organized as a composition of appro-
ximate exponential maps, which now we informally describe. Let H = {X1, . . . , Xm} be our given
family of vector fields of class Cs on a Cs+1 manifold M of dimension n and assume that H satisfies
the s-involutivity hypothesis (1.3). Let expap(Yj)x be the approximate exponential of the nested

commutator Yj in (3.1), see e.g. [MM13]. To fix the ideas, if Yj = [Xk, Xℓ], t ≥ 0 and x ∈ M, then

expap(tYj)x := expap(t[Xk, Xℓ])x := e−
√

tXℓe−
√

tXk e
√

tXℓe
√

tXk x.

(The construction of the family Y1, . . . , Yq is described in detail at the beginning of Section 3.1.)
The definition can be generalized to t < 0 and to commutators of higher length, using more com-
plicated compositions of elementary exponentials. This will be precisely defined in Section 3.2.

Introduce the map Ex : Rq → M,

Ex(h) := expap(h1Y1) ◦ · · · ◦ expap(hqYq)x. (1.5)

Note that the point Ex(h) is actually of the form appearing in (1.4), although the number of vari-
ables q can be much larger than the dimension of M. Using a first order expansion for the tangent
map of Ex, we will recognize that the map Ex is a submersion from a neighborhood of the origin
to a suitable submanifold of M (the Sussmann orbit of the system H containing x). Moreover,
if the target manifold is equipped with a suitable Riemannian metric, E satisfies the quantitative
assumptions of Theorem 1.1 . Concerning regularity, in [MM12, Example 5.7]) it is shown that we
can expect at most that E ∈ C1,α for some α < 1. Thus we obtain the following:

Theorem 1.2. Let H = {X1, . . . , Xm} be a family of complete vector fields of class Cs on a manifold M
of class Cs+1 and assume that H is s-involutive (i.e., it satisfies (1.3)). Let ρ be the Carnot–Carathéodory

distance associated with the vector fields Y1, . . . , Yq. If the functions ck
i,j in (1.3) are globally bounded on M,

then there are absolute constants ε, δ > 0 such that

Ex(BEuc(0, ε)) ⊇ Bρ(x, δ) for all x ∈ M. (1.6)

In the language of Carnot–Carathéodory analysis, Theorem 1.2 can be referred to as a ball-box
theorem. The new feature here is the uniformity of the constants ε, δ with respect to x ∈ M,
which can be proved as a consequence of the global boundedness of the coefficients in (1.3).
From a technical point of view, the novelty is that we are using submersions instead of local
diffeomorphims (which are usually obtained by a restriction of Ex to linear subspaces whose
choice is quite delicate). Ultimately, our arguments, although they do not provide injectivity
results, seem to be simpler than previous ones (compare to [NSW85, MM12]).

Our improved version of Palais’ Completeness Theorem follows as a corollary.

Corollary 1.3 (Improved Palais’ theorem). Under the hypotheses of Theorem 1.2, the Cauchy problem

γ̇ =
q

∑
j=1

bj(t)Yj(γ) a.e. with γ(0) = x (1.7)

has global solution for all x ∈ M and for each b ∈ L∞
loc(R).
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A solution to the non-autonomous Cauchy problem (1.7) is a continuous path γ on [0, T] which
solves the integral equation

γ(t) = x +
∫ t

0
∑

j

bj(s)Yj(γ(s))ds for all t ∈ [0, T].

Local existence and uniqueness follow from standard theory (e.g., the Picard iteration scheme).
It turns out that γ is absolutely continuous and the ODE in (1.7) holds for a.e. t. Moreover, in
spite of the irregularity of the coefficients bj, since the vector fields Yj are C1, the classical results

on dependence on initial data hold and it turns out that the solution depends in a C1 way from
the initial data x. This can be seen by carefully checking that the proof for autonomous systems
(see [HSD04, Chapter 17]) also works for a non-autonomous system like (1.7).

Before closing this introduction, we mention some applications of Palais’ Completeness Theo-
rem (these applications also give a motivation for our investigation of this remarkable result),
which is often applied jointly with Palais’ Integrability Theorem (as referred to e.g., in [AN08]): the
latter theorem states that, given a family of complete vector fields generating a finite-dimensional
Lie algebra g, g can be integrated to a global action of a Lie group. Palais’ Completeness/Integrability
Theorems naturally intervene in the study of Lie transformation groups of geometric structures
on a manifold, see [CK64, Theorem H]. They also find many applications in Control Theory:

- see the controllability results in [Hir75, Section 3], furnishing explicit characterizations for
the reachable sets;

- see the feedback-stabilization results for ODE systems in [MTT03, Theorem 3.1];
- see [Jou10, Theorems 5.1 and 6.1], furnishing a characterization of the class of control

systems which are globally diffeomorphic to a linear system (on a Lie group or a homoge-
neous space) in terms of finite-dimensional Lie algebras of complete vector fields (this is
precisely the assumption in Palais’ Completeness Theorem).

Furthermore, let us also mention that Palais’ Theorem finds applications in the study of ordi-
nary/stochastic differential equations (see e.g., [LCO09, MOV07]). We finally remark that Palais’
Completeness and Integrability Theorems have been recently generalized also to the framework
of infinite-dimensional algebras/manifolds, see [AN08, Les68].

2. OPEN MAP THEOREM FOR SUBMERSIONS

2.1. Linear algebra preliminaries.

Fact 1. Let V, W be finite dimensional linear spaces and let g be an inner product on V. If T : V →
W is a linear map and T(V) = W, then there is a unique Moore–Penrose pseudoinverse map T† :
W → V such that for each w ∈ W, T†(w) = vLN is the minimal norm solution (here ‘LN’ stands
for ‘least norm’) of the system T(v) = w. The solution vLN is characterized by the conditions

T(vLN) = w and vLN ⊥ ker T.

In particular, T† is a right inverse of T, i.e. TT† = IW .

Fact 2. If p ≤ q and A ∈ Rp×q has independent rows, then the Moore–Penrose pseudoinverse A†

is a right inverse of A and has the explicit form

A† = AT(AAT)−1.

For each y ∈ Rp the minimal norm solution xLN of the system Ax = y has the form x = A†y
and, among all solutions of such system, it is characterized by the orthogonality condition xLN ⊥
ker A.
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Fact 3. If v1, . . . , vq span a p-dimensional linear space W, then we can define a natural inner
product g on W by letting for all v, v′ ∈ W

g(v, v′) := 〈T†v, T†v′〉Rq , (2.1)

where T† is the pseudoinverse of the linear map T : Rq → W, defined by T(ξ) = ∑
q
j=1 vjξ j.

If p = q, then T† = T−1 and the vectors v1, . . . , vp turn out to be orthonormal. Note that g is

nondegenerate because TT† = IW .

Fact 4. If A is a matrix with independent rows, we have |A†|−1 = min|y|=1|ATy|. Indeed, let

n ≤ N and let A ∈ Rn×N. First, it is well known that A is onto if and only if AT is one-to-one
(just because Im A = (ker AT)⊥). The required equality can be checked as follows. First observe
that, since A has full rank and n ≤ N, AAT is positive-definite, and moreover, A† = AT(AAT)−1.
Thus,

|A†|2 = max
|y|=1

|AT(AAT)−1y|2 = max
|y|=1

〈AT(AAT)−1y, AT(AAT)−1y〉

= max
|y|=1

〈(AAT)−1y, y〉 = λmax((AAT)−1) =
1

λmin(AAT)
,

where λmax and λmin denote the largest/smallest eigenvalue. On the other hand,

min
|y|=1

|ATy|2 = min
|y|=1

〈AATy, y〉 = λmin(AAT).

Thus Fact 4 is checked.

2.2. Proof of Theorem 1.1. Here we prove Theorem 1.1. We will use a horizontal path-lifting ar-
gument choosing the Moore–Penrose pseudoinverse as a right inverse of the differential. Indeed,
the requirement (1.1) is equivalent to the assumption that d f (x) : TxRq → Tf (x)M is onto for all

x ∈ BEuc(x0, r0) and that the estimate1 |d f (x)†| ≤ C0 holds true for all x ∈ BEuc(x0, r0), where
|d f (x)†| denotes the operator norm of the Moore–Penrose pseudoinverse of d f (x).

Proof of Theorem 1.1. Assume that x0 = 0 and denote briefly B0 := BEuc(0, r0) ⊂ Rq. Let y ∈
BRie( f (0), r0

2C0
). Thus there is r1 <

r0
2C0

and an absolutely continuous path γ : [0, 1] → M such that

γ(0) = f (0), |γ̇(t)|g ≤ r1 for a.e. t, and γ(1) = y.

Our strategy relies on the construction of a lifting of γ. Since there is no uniqueness, it is crucial
to make a “minimal” choice (think to the example f : R2 → R with f (x1, x2) = x1 + arctan x2).
Precisely, we claim that there is an absolute continuous path θ : [0, 1] → B0 such that

θ(0) = 0, (2.2a)

f (θ(t)) = γ(t) for all t ∈ [0, 1], (2.2b)

θ̇(t) ⊥ ker d f (θ(t)) for a.e. t ∈ [0, 1]. (2.2c)

We refer to the last line as a minimality condition. We remark that in the literature such condition
is also called horizontality condition. Note that if [a, b] ⊂ [0, 1] and an absolutely continuous path
θ : [a, b] → B0 satisfies (2.2b) and (2.2c), then, differentiating, we get

|θ̇(t)| = |d f (θ(t))† γ̇(t)| ≤ C0r1 for a.e. t ∈ [a, b]. (2.3)

Thus, θ is Lipschitz continuous with Lipschitz constant C0r1.
Let

b := sup
{

b ∈ [0, 1] such that exists θ ∈ Lip([0, b], B0) with θ(0) = 0

f ◦ θ = γ on [0, b] and θ̇ ⊥ ker d f (θ) a.e. on [0, b]
}

.
(2.4)

1An equivalent assumption is inf|ξ |=1|d f (x)Tξ| ≥ C−1
0 for all x. See the linear algebra Fact 4 in Section 2.1.
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Our aim is to prove that b = 1.

Step 1. We first show that b > 0.
Fix coordinates ξ : U → V from an open set U ⊂ M containing f (0) to an open set V ⊂ Rp.

Let Ω ⊂ B0 be the connected component of f−1(U) containing the origin. Let ψ := ξ ◦ f : Ω → V
and σ(t) = (ξ ◦ γ)(t) for all t ∈ [0, 1] such that γ(t) ∈ U. Denote by Jψ(θ) ∈ Rp×q the Jacobian
matrix of ψ at the point θ ∈ Ω and look at the Cauchy problem

θ̇(t) = Jψ(θ(t))
†σ̇(t) a.e., with θ(0) = 0. (2.5)

Here Jψ(θ)† ∈ Rq×p denotes the Moore–Penrose inverse of Jψ(θ). Since Jψ(θ) has full rank p ≤ q,
we have the explicit formula

Jψ(θ)
† = Jψ(θ)

T(Jψ(θ)Jψ(θ)
T)−1 for all θ ∈ Ω, (2.6)

which shows that the function θ 7→ Jψ(θ)† is continuous. Therefore, the Cauchy problem (2.5)
has at least a solution θ : [0, b[ → Ω on some small nonempty interval [0, b[. More precisely, θ is
absolutely continuous and solves the integral equation

θ(t) =
∫ t

0
Jψ(θ(τ))

†σ̇(τ)dτ for all t ∈ [0, b[.

At any differentiability point t we have

Jψ(θ(t))θ̇(t) = Jψ(θ(t))Jψ(θ(t))
†σ̇(t) = σ̇(t),

which implies that ψ ◦ θ = σ on [0, b[. Applying ξ−1 we get f ◦ θ = γ.
Finally, to accomplish Step 1, we check the orthogonality condition. Since θ solves the prob-

lem (2.5), we have for almost all t the condition θ̇(t) ⊥ ker Jψ(θ(t)). By the chain rule dψ(θ) =
dξ( f (θ))d f (θ) and since dξ(y) is an invertible linear map for all y ∈ U, we see that ker Jψ(θ(t)) =
ker d f (θ(t)), as required.

Step 2. We show that b = 1.

Assume by contradiction that b < 1. Let bn ↑ b and let θn : [0, bn] → B0 be a Lipschitz-
continuous path such that θn(0) = 0,

d f (θn)θ̇n = γ̇ and θ̇n ⊥ ker d f (θn) a.e. on [0, bn].

We have in fact θ̇n = (d f (θn))†γ̇(t) a.e. on [0, bn]. Therefore, by (2.3) we get the estimate

|θn(t)| ≤ C0r1|t| ≤
r0

2
,

because we know that r1 <
r0

2C0
. Therefore the image of θn is strictly inside the ball B0. Next,

extend each θn on the whole interval [0, b] by letting θn(t) = θn(bn) for t ∈ [bn, b]. The family
θn is uniformly bounded and Lipschitz continuous (see (2.3)). Thus, by Ascoli–Arzelà theorem,

up to extracting a subsequence, we may assume that θn converges uniformly on [0, b] to a limit
function θ. Start from the integral formula

θn(t) =
∫ t

0
d f (θn(τ))

†γ̇(τ)dτ ∀t ∈ [0, bn],

and note that coordinate manifestations like (2.6) show that θ 7→ d f (θ)† is continuous. Passing
to the limit as n → +∞ (by dominated convergence), we discover that θ satisfies (2.2a), (2.2b)

and (2.2c) on [0, b] and has global Lipschitz constant C0r1 (again by (2.3)). Therefore the limit

limt→b− θ(t) =: θ(b) exists and belongs to B0.

To conclude Step 2, fix coordinates ξ′ : U′ → V ′ ⊂ Rp on a neighborhood U′ of f (θ(b)) and,

arguing as in Step 1, construct for some ε > 0 a Lipschitz solution Θ : [b, b + ε[ → B0 such that

Θ(b) = θ(b), d f (Θ(t))Θ̇(t) = γ̇(t) and Θ̇(t) ⊥ ker d f (Θ(t)) for a.e. t ∈ [b, b + ε].
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Thus we have extended the solution θ on an interval strictly larger than [0, b] and we get a con-
tradiction. This concludes the proof of Step 2 and, jointly, the proof of the theorem. �

Example 2.1. We show that the horizontal lifting of a path via a C1 lifting is not unique. Consider
the C1 submersion f : R3 → R

f (x1, x2, x3) =
2

3
x1|x1|1/2 +

2

3
x2|x2|1/2 + x3,

whose gradient is ∇ f (x) = (|x1|1/2, |x2|1/2, 1). Both the paths

θ(t) =
(1

4
t2, 0, t

)
and φ(t) =

(
0,

1

4
t2, t

)

are liftings of the same path f ◦ θ = f ◦ φ. Moreover, they are minimal, because they are both
integral curves of the continuous vector field ∇ f .

Example 2.2. The “horizontal bundle” (ker d f )⊥ is in general not involutive. For example, taking

f (x, y, z) = (x + yz, y) ∈ R2, one sees that (ker d f )⊥ is generated by the vector fields ∂y and
∂x + z∂y + y∂z, which form a non-involutive system.

3. APPLICATIONS TO COMPLETENESS RESULTS IN CONTROL THEORY

3.1. s-involutive families of vector fields. Let X1, . . . , Xm be a family of vector fields on an n-
dimensional manifold M and let s ∈ N. Assume that M is Cs+1 and that Xj ∈ Cs(M) for j =
1, . . . , m. Fix a bijection between the finite set of words {w = w1w2 · · · wℓ : wj ∈ {1, . . . , q}, ℓ ∈
{1, . . . , m}} and the set {1, . . . , q} where q ∈ N is suitable. Enumerate accordingly as Y1, . . . , Yq

all the nested commutators up to length s of the original vector fields X1, . . . , Xm. Precisely, for
each j ∈ {1, . . . , q}, Yj is a bracket of the type

Yj = [Xw1
, [Xw2 , . . . , [Xwℓ−1

, Xwℓ
] . . . ]], (3.1)

where w1, . . . , wℓ ∈ {1, . . . , m}. In such case we say that ℓ is the length of Yj. Note that each Yj is

a C1 vector field.
As in [MM13], we say that H is s-involutive if Xj ∈ Cs(M) for all j and there are locally bounded

functions ck
i,j (with 1 ≤ i, j, k ≤ q) so that

[Yi, Yj](x) =
q

∑
k=1

ck
i,j(x)Yk(x) for all i, j ∈ {1, . . . , q}. (3.2)

Here, in local coordinates we have Yj = ∑
n
α=1 Yα

j ∂α and Yα
j ∈ C1. Furthermore we set [Yi, Yj] =

∑α(YiY
α
j −YjY

α
i )∂α, which is a continuous vector field. Observe also that if dim(LieH) < ∞, then

the family H is involutive for some s and the functions ck
i,j can be chosen to be constant. Moreover,

the local boundedness of ck
i,j in (3.2) ensures that the distribution generated by the vector fields Yj

is integrable, by Hermann’s Theorem [Her62]. Thus M can be decomposed as a disjoint union of
orbits. Namely, we can define the orbit containing x ∈ M as

Ox := {et1Z1 · · · etνZν x : ν ∈ N, Z1, . . . , Zν ∈ H and (t1, . . . , tν) ∈ ΩZ1,...,Zν ,x},

where ΩZ1,...,Zν,x ⊂ Rν is a suitable (maximal) open set containing the origin in Rν such that all the
exponential maps are well defined. Each orbit O, equipped with a suitable topology (see [MM13])
is an immersed submanifold of class C2 of M and it is an integral manifold of the distribution
generated by the vector fields Yj. In other words, TyO = span{Yj(y) : 1 ≤ j ≤ q} for all y ∈ O.
The number px := dim(span{Yj(x) : 1 ≤ j ≤ s}) can be different at different points but it is
constant on a fixed orbit.
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By the Linear Algebra preliminaries in the previous section, for any y ∈ O we can define an
inner product g on TyO via the matrix [Y1(y), . . . , Yq(y)] as in (2.1). It can be checked that this

gives a C1 Riemannian metric on the C2 manifold O. The corresponding norm of Z ∈ TyO is

|Z|y := g(Z, Z)1/2 = min{|ξ| : ∑
j=1

Yj(y)ξ j = Z} =
∣∣∣[Y1(y), . . . , Yq(y)]

†Z
∣∣∣
Euc

. (3.3)

Note that |Z|y ≤ 1 if and only if Z is subunit in the Fefferman–Phong sense with respect to the
family Y1, . . . , Yq (see [FP83]). We denote by ρ(x, y) the distance associated with such a Riemann-
ian metric, which is nothing but the Carnot–Carathéodory distance associated with the family of
vector fields Y1, . . . , Yq. Precisely, ρ(x, y) is the infimum of all T ≥ 0 such that one can find an ab-
solutely continuous solution γ : [0, T] → M of the problem γ̇ = ∑j bj(t)Yj(γ) a.e., with γ(0) = x,

γ(T) = y and ∑j b2
j (t) ≤ 1 a.e. Clearly, ρ(x, y) < ∞ for each pair of points on the same orbit.

We introduce the following notation for multi-indexes. Let p, q ∈ N with 1 ≤ p ≤ q. Define

I(p, q) := {(i1, . . . , ip) : 1 ≤ i1 < i2 · · · < ip ≤ q)}.

Moreover, if x ∈ M, p = px and I ∈ I(p, q) we let

YI(x) := Yi1(x) ∧ · · · ∧ Yip
(x) ∈

∧

p

Tx M.

Note that YI(x) 6= 0 means that Yi1(x), . . . , Yip
(x) are independent. Therefore, they generate TxOx,

because p = px is its dimension. Moreover, for each K = (k1, . . . , kp) ∈ I(p, q) we have
Yk1

(x), . . . , Ykp
(x) ∈ TxO and thus Yk1

∧ · · · ∧Ykp
is a scalar multiple of Yi1 ∧ · · · ∧Yip

at x. Since the

set I(p, q) is finite, at any point x ∈ M, there is I ∈ I(p, q) which is “maximal” in the following
sense:

for all K ∈ I(p, q), we can write YK(x) = cK,IYI(x) with |cK,I | ≤ 1. (3.4)

The meaning of the maximality condition (3.4) is the following. Let x ∈ M, p = px and I ∈ I(p, q)
which satisfies (3.4) at x. Choose any independent p-tuple Yk1

(x), . . . , Ykp
(x). Then YK(x) 6= 0 and

(3.4) implies that YI(x) 6= 0 too. Therefore, Yi1(x), . . . , Yip
(x) are a basis of span{Yi(x) : 1 ≤ i ≤ q}.

Therefore, for all k ∈ {1, . . . , q}, the solution (b1
k , . . . , b

p
k ) ∈ Rp of the linear system ∑

p
α=1 Yiα

(x)bα
k =

Yk(x) is unique and satisfies the estimate

|bα
k | ≤ 1 for all α = 1, . . . , p. (3.5)

To see estimate (3.5), just note that, at the point x, given k ∈ {1, . . . , q} and α ∈ {1, . . . , p},

Yi1 ∧ · · · ∧ Yiα−1
∧ Yk ∧ Yiα+1

∧ · · · ∧ Yip
= Yi1 ∧ · · · ∧ Yiα−1

∧ ∑
β

b
β
k Yiβ

∧ Yiα+1
∧ · · · ∧ Yip

= bα
k Yi1 ∧ · · · ∧ Yip

,

and the estimate follows, if I satisfies (3.4) at x.

3.2. Proof of Theorem 1.2. Now we are in a position to get the proof of Theorem 1.2. Our ar-
guments rely on some first-order expansion of a class of approximate exponential maps which was
already discussed in [MM13]. We describe here the main steps with some comments on the uni-
form aspects of the estimates displaying in our setting, due to our global boundedness assump-

tion ck
i,j ∈ L∞(M). Note that such uniformity can not be expected if ck

i,j are locally bounded only.

Let
C1 := sup

x∈M

|ck
i,j(x)| < ∞ for all i, j, k = 1, . . . , q. (3.6)

Step 1. In order to denote appropriately the commutators, we use the following notation: given a
word w = w1w2 · · · wℓ of length ℓ in the alphabet {1, 2, . . . , m}, we denote

Xw = [Xw1
, [Xw2 , . . . , [Wwℓ−1

, Xwℓ
] . . . ]].
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Let w1, . . . , wℓ ∈ {1, . . . , m} and define for τ ∈ R the following C1 diffeomorphisms from M to
itself (see also [LM00]):

Cτ(Xw1
) := exp(τXw1

),

Cτ(Xw1
, Xw2) := exp(−τXw2) exp(−τXw1

) exp(τXw2) exp(τXw1
),

...

Cτ(Xw1
, . . . , Xwℓ

) := Cτ(Xw2 , . . . , Xwℓ
)−1 exp(−τXw1

)Cτ(Xw2 , . . . , Xwℓ
) exp(τXw1

).

Then, given the word w = w1w2 · · · wℓ, define the approximate exponential of the commutator
Xw := [Xw1

, [Xw2 , · · · , [Wwℓ−1
, Xwℓ

]]] by

e
tXw1w2...wℓ
ap := expap(tXw1w2...wℓ

) :=

{
Ct1/ℓ(Xw1

, . . . , Xwℓ
), if t ≥ 0,

C|t|1/ℓ(Xw1
, . . . , Xwℓ

)−1, if t < 0.
(3.7)

Note that, since our vector fields are complete by assumption, expap(tXw1w2 ...wℓ
) is defined for all

t ∈ R.
Next, fix a word w = w1 · · · wℓ and denote briefly Ct := Ct(Xw1

, . . . , Xwℓ
). By [MM12, Theo-

rem 3.5] and [MM13, Theorem 3.8], we have the expansions

d

dt
f (Ctx) = ℓtℓ−1Xw f (Ctx) +

s

∑
|v|=ℓ+1

avt|v|−1Xv f (Ctx) + ts
s

∑
|u|=1

bu(x, t)Xu f (Ctx),

and

d

dt
f (C−1

t x) =− ℓtℓ−1Xw f (C−1
t x) +

s

∑
|v|=ℓ+1

ãvt|v|−1Xv f (C−1
t x) + ts

s

∑
|u|=1

b̃u(x, t)Xu f (C−1
t x),

where f : M → R is any C2 test function. The sums on v are empty if |w| = s. If not, we have the
cancellation property ∑|v|=ℓ+1(av + ãv)Xv(x) = 0 for all x ∈ M. In our context, the estimates on

bu and b̃u are global as x ∈ M:

|bu(x, t)|+ |b̃u(x, t)| ≤ C for all x ∈ M and |t| ≤ 1. (3.8)

Moreover, if the coefficients cℓjk are constant, bu and b̃u are independent of x. This can be seen

by tracking the details of the proof in [MM13, Theorem 3.8]. Note that our arguments can not
provide any estimate on bu(x, t) for large t.

Step 2. Next we look at the adaptation to our setting of Theorem 3.11 in [MM13]. Under the
hypotheses of Theorem 1.2, if x ∈ M, then the map Ex introduced in (1.5) is globally defined (it
is constructed by integral curves of the vector fields in H which are complete). Moreover Ex is
C1 smooth (see [MM13, Theorem 3.11]). Actually Ex sends points of the orbit Ox to points of Ox.

Finally, in terms of the homogeneous norm ‖h‖ := maxj|hj|1/ℓ j , we have the first order expansion
for the differential (tangent map) E∗ of E := Ex

E∗(∂hk
) = Yk(E(h)) +

s

∑
ℓ j=ℓk+1

a
j
k(h)Yj(E(h)) +

q

∑
j=1

ω
j
k(x, h)Yj(E(h)), for all h ∈ R

q, (3.9)

where, for all j, k, i, we have the estimates

|aj
k(h)| ≤ C‖h‖ℓ j−ℓk for all h ∈ R

q.

|ω j
k(x, h)| ≤ C‖h‖s+1−ℓk for all x ∈ M and h ∈ BEuc(0, 1) ⊂ R

q.
(3.10)

Here, the power-type functions a
j
k are always independent of x ∈ M. An examination of the

arguments in [MM13] shows that, under the hypotheses of Theorem 1.2 (Xj global and cℓj,k ∈
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L∞(M)), the functions ω(x, h) can be estimated uniformly as the base point x lies in M. Precisely,

the constant C depends only on C1 in (3.6). Finally, if the functions ck
i,j in (3.2) are constant (as it

happens under the assumptions of Palais’ Theorem), then ω
j
k depend on h only (not on x) and the

expansion (3.9) becomes completely independent of the base point x.

Step 3. Next we show inclusion (1.6), using (3.9). We claim that there is C0 > 1 such that for all

x ∈ M, the map Ex : BEuc(0, C−1
0 ) → (Ox, g) satisfies the hypotheses of Theorem 1.1 (the metric

g is defined in (3.3)). Let h ∈ BEuc(0, 1) ⊂ Rq. Choose I ∈ I(p, q) which satisfies the maximality
condition (3.4) at the point Ex(h). Therefore for each j ∈ {1, . . . , q}, we may write

Yj(Ex(h)) =
p

∑
α=1

bα
j Yiα

(Ex(h)),

where by estimate (3.5) we have |bα
j | ≤ 1 for all α. Inserting into (3.9), we discover that the map

Ex =: E enjoys the following expansion for all k ∈ {1, . . . , q}:

E∗(∂hk
) =: Yk(E(h)) +

p

∑
α=1

χα
kYiα

(E(h)) for all h ∈ BEuc(0, 1) ⊂ R
q,

where the functions χα
k satisfy |χα

k (x, h)| ≤ C‖h‖, for some universal constant C depending on C1

in (3.6) but not on x ∈ M. Specializing to k = iβ with β = 1, . . . , q, we get

E∗
( ∂

∂hiβ

)
= Yiβ

(E(h)) +
p

∑
α=1

χα
iβ

Yiα
(E(h)) =

p

∑
α=1

(δα
β + χα

iβ
)Yiα

(E(h)).

In view of our estimate on the coefficients of the matrix χ = (χα
iβ
)α,β=1,...,p, we can choose r0 suffi-

ciently small (independent of x ∈ M) so that that if |h| ≤ r0, then the operator norm of χ satisfies

say |χ| ≤ 1
2 . Thus a Neumann series argument ensures that |(Ip + χ)−1| ≤ 2 and ultimately we

have shown that for all h ∈ BEuc(0, r0) ⊂ Rq and ℓ ∈ {1, . . . , q}, the system

q

∑
j=1

E∗(∂hj
)ξ j = Yℓ(E(h))

has a solution ξ ∈ Rq with |ξ| ≤ C0, where C0 is an absolute constant. This shows that the
assumptions of Theorem 1.1 are satisfied.

Proof of Corollary 1.3. Let γ be a solution of (1.7). Assume without loss of generality that ‖b‖L∞ ≤
1. Then we have

x1 := γ(δ/2) ∈ Bρ(x, δ) ⊂ Ex(BEuc(0, ε)),

by Theorem 1.2. Note that each map Ex is C1 on the whole Rq. Thus, x1 belongs to the bounded
set Ex({‖h‖ < ε}). Next, let x2 := γ(δ) ∈ Bρ(x1, δ). Thus x2 belongs to the bounded set

Ex1
(BEuc(0, ε)). By iterating this argument for a sufficient number of times, say ν such that δ

2 ν ≥ T,
we discover that the set γ([0, T]) is contained in a bounded set. Thus the solution γ can not blow
up. �

3.3. Examples. In the first example we exhibit a pair of complete vector fields whose sum is not
complete.

Example 3.1. Let X = xy∂x and Y = xy∂y in R2. Since

exp(t(X +Y))(1, 1) =
( 1

1 − t
,

1

1 − t

)
,

then X + Y is not complete.
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In the following two examples, we exhibit finite dimensional Lie algebras of vector fields aris-
ing in complex analysis.

Example 3.2 (CR vector fields on degenerate Siegel domains). Let (x, t) = (x1, x2, t) be coordi-
nates in R2 × R = R3. Let p(x) := |x|4 for x = (x1, x2) ∈ R2. Consider the pair of vector fields
in R3

X1 := ∂x1
+ ∂2 p ∂t = ∂x1

+ 4x2|x|2∂t

X2 := ∂x2 − ∂1 p ∂t = ∂x2 − 4x1|x|2∂t,

where ∂j := ∂
∂xj

. Here and in the sequel we use the notation Xjk = [Xj, Xk], Xijk = [Xi, [Xj, Xk]]

and so on. We have Lie{X1, X2} = span{X1, X2, X12, X112, X212, X1112}.

Example 3.3 (CR vector fields on the sphere). We identify R4 with C2 via the identification C2 ∋
(z1, z2) ≃ (x1, x2, y1, y2) ∈ R2. Let

X1 := x1∂x2 − y1∂y2 − x2∂x1
+ y2∂y1

X2 := y1∂x2 + x1∂y2 − y2∂x1
− x2∂y1

.

Then X12 = 2(y2∂x2 − x2∂y2 + y1∂x1
− x1∂y1

). We have X112 = −4X2 and X212 = 4X1 so that
Lie{X1, X2} = span{X1, X2, X12} has dimension three.

Finally we exhibit an example where the Lie algebra does not have finite dimension, but our
assumption (1.3) holds, with globally bounded coefficients.

Example 3.4. Let again (x, t) = (x1, x2, t) ∈ R3, let p(x1, x2, t) = (1 + |x|2)1/2 − 1 and take

X1 = ∂1 + (∂2 p)∂t = ∂1 + (1 + |x|2)−1/2x2∂t

X2 = ∂2 − (∂1 p)∂t = ∂2 − (1 + |x|2)−1/2x1∂t.

Then

[X1, X2] = − 2 + |x|2
(1 + |x|2)3/2

∂t.

The Hörmander’s rank condition is fulfilled and moreover

X112 = −∂1
2 + |x|2

(1 + |x|2)3/2
∂t =

(4 + |x|2)x1

(1 + |x|2)5/2
∂t.

We can write X112 =: c(x)X12 with c ∈ L∞(R2). The same holds for X212.
Note that Lie{X1, X2} is not finite dimensional. This can be seen by looking at the behavior at

infinity of the coefficients of higher order commutators.

Acknowledgements. The authors wish to thank the referee of the paper whose remarks have led
to an improvement of the manuscript.
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