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MOLECULAR PREDISSOCIATION RESONANCES

NEAR AN ENERGY-LEVEL CROSSING I:

ELLIPTIC INTERACTION

S. FUJIIÉ1, A. MARTINEZ2 AND T. WATANABE3

Abstract. We study the resonances of a two-by-two semiclassical sys-
tem of one dimensional Schrödinger operators, near an energy where
the two potentials intersect transversally, one of them being bonding,
and the other one anti-bonding. We locate the resonances and obtain
estimates on their widths, that become optimal under an additional
condition of ellipticity on the interaction. Our method relies on the
construction of fundamental solutions for the two scalar unperturbed
operators, and on an iterative procedure in order to obtain solutions to
the system.
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2 S. FUJIIÉ1, A. MARTINEZ2 AND T. WATANABE3

1. Introduction

This paper is a first attempt to study the diatomic molecular predissociation
resonances in the Born-Oppenheimer approximation, at energies close to
that of the crossing of the electronic levels. Our aim is to provide precise
estimates both on the real parts and on the imaginary parts (widths) of
the resonances. As it is well known, they respectively correspond to the
radiation frequency and to the inverse of the life-time of the molecule.

The Born-Oppenheimer approximation permits to reduce the study to that
of a semiclassical system of Schrödinger-type operators (see, e.g., [15, 19,
20]), the size of which depends on the number of electronic levels that are
involved, and with semiclassical parameter h given by the square-root of
the inverse of the (mean-) mass of the nuclei. At sufficiently low energies,
this system is scalar, and, typically, one can apply the numerous results
coming from the semiclassical analysis of the Schrödinger operator (see,
e.e., [10, 12, 16, 22, 13, 3, 4, 25] and references therein).

On the contrary, when several electronic levels are involved, only few results
are available. One may quote [2, 21, 6, 8], where very particular poten-
tials are considered, and [18, 14, 9, 17], where the potentials are much more
general, but the energy considered is lower than that of the crossing. Actu-
ally, in this last situation the widths of the resonances can be estimated by
a tunnelling effect through a potential barrier, and thus are exponentially
small (in the parameter h). In particular, these resonances correspond to
extremely long life-times, and, from a chemical point of view, their instabil-
ity is almost impossible to observe experimentaly. It is therefore of interest
to consider situations where the widths are not that small.

As a matter of fact, this is what is expected when the energy considered be-
comes very close to that of the crossing, because at such a level the potential
barrier disappears. However, this case is difficult to treat in general, because
it corresponds to a somehow degenerate situation where the characteristic
set of the operator has a singularity of the type {|ξ|4 − x2

1 = 0}.

Here, we study a model with one degree of freedom, where such a phenome-
non occurs. Namely, we consider a 2×2 matrix system, the diagonal part of
which consists of semiclassical Schrödinger operators, and the off-diagonal
part of a lower order differential interaction. We assume that the two po-
tentials cross transversally at the origin, with value 0, and that, at this
energy level, one of the two potentials admits a well, while the other one is
non-trapping (see figure 1).

For such a model, we study the resonances E = E(h) that have a real part

O(h2/3) and an imaginary part O(h). We actually prove their existence,
and give their asymptotic behaviours up to O(h2) as h→ 0+. In particular,
under an additional condition of ellipticity on the interaction, we find that
their widths behave exactly like h5/3, except possibly for particular values
of the limit of h−2/3E(h), corresponding to positive zeros of some Airy-

type function, and for which the width becomes o(h5/3). In our model, the
interaction is of the form hW , with W = r0(x)+r1(x)hDx, and the ellipticity
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Figure 1. The two potentials

condition is that r0 6= 0 at the point 0 of crossing of the two energy levels.
Actually, from a microlocal point of view, the interaction takes place at the
point (0, 0) of the phase-space, and the condition r0(0) 6= 0 is nothing but
the ellipticity of the symbol r0(x) + r1(x)ξ of W at (x, ξ) = (0, 0).

In a forthcoming paper, we plan to also study the case where r0 vanishes
identically, that is when the interaction is a vector-field (and thus is not
anymore elliptic at (0, 0)). This is typically what comes out after the Fesh-
bach reduction in the Born-Oppenheimer approximation (see, e.e., [20] and
references therein).

It is important to notice that, for such a kind of system, none of the standard
methods used in the scalar case can be applied. For instance, the exact
WKB method (see, e.g., [7, 23]) does not work, because of the presence of 4
phase-functions ±ϕj , j = 1, 2 (two for each potentials). Indeed, the method
requires that, for each of them, there exists at least one direction where the
real part of the difference with the three other ones increases, and here it
cannot be the case. Even the formal semiclassical WKB constructions can
be performed only at those points where the two potentials do not cross.
Finally, the recent method proposed by D. Yafaev in [24] (and from which
this work has been mostly inspired) does not seem to be adaptable to our
case.

Therefore, instead of trying to generalise the scalar methods, we have cho-
sen to use particular fundamental solutions of the two scalar underlying
Schrödinger operators, and to take advantage of the fact that everything
is known on their behaviours (both semiclassical and at infinity) in order
to solve the system by an iterative procedure. In that way, we can con-
struct two exponentially decaying solutions on one side, and two outgoing
solutions on the other side, with good estimates on their behaviour up to
the interaction point where the two potentials cross. This makes possible
to compute the Wronskian of these four solutions at that point, and obtain
in this way the condition of quantization that determines the resonances.
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Then, a careful analysis of this condition leads to precise estimates on both
the real part and the width of these resonances (see Theorem 2.1).

Let us mention that our methods still work for problems on L2(R+), with
potentials Vj(r) behaving like cj/r

α in 0, with cj > 0 and 0 ≤ α ≤ 2 (see
Remark 8.8). Moreover, under an additional assumption on W , perturba-
tions of size h2 can be admitted, too, such as semiclassical pseudodifferential
operators of order −2, as it occurs after the Feshbach reduction in the Born-
Oppenheimer reduction process ([19, 15, 20]): see Remark 2.2.

In the next section, we give the precise assumptions we work with, and we
state our main result. Then, in Section 3.1, we construct fundamental solu-
tions to the scalar operators both on the real negative half-line and on on the
positive half-line, and give estimates on them. These fundamental solutions
are then used, in Section 4, to construct bounded solutions to the system in
an iterative way, both on the negative half-line and on the positive half-line.
In Section 5, these solutions and their derivatives are estimated more pre-
cisely at the crossing point, and, in Section 6, their Wronskian is computed
and the quantization condition is written. In order to complete the proof,
an analysis of this quantization condition is performed in Section 7, and
additional informations are given concerning the resonant states. Finally,
an appendix (Section 8) contains backgrounds on the Airy functions, some
extensions of Yafaev’s constructions for the scalar Schrödinger equation, and
a list of formulas that may help the reader.

2. Assumptions and results

We consider a 2× 2 Schrödinger operator of the type,

(2.1) Pu = Eu, P =

(
P1 hW
hW ∗ P2

)
,

where Dx stands for −i ddx , Pj = h2D2
x + Vj(x) (j = 1, 2), W = W (x, hDx)

is a semiclassical differential operator, and W ∗ is the formal adjoint of W .

We suppose the following conditions on the potentials V1(x), V2(x) (see Fig-
ure 1) and on the interaction W (x, hDx):

Assumption (A1) V1(x), V2(x) are real-valued analytic functions on R,s
and extend to holomorphic functions in the complex domain,

Γ = {x ∈ C ; |Imx| < δ0〈Rex〉}

where δ0 > 0 is a constant, and 〈t〉 := (1 + |t|2)1/2.

Assumption (A2) For j = 1, 2, Vj admits limits as Rex→ ±∞ in Γ, and
they satisfy,

lim
Re x→−∞

x∈Γ

V1(x) > 0 ; lim
Re x→−∞

x∈Γ

V2(x) > 0 ;

lim
Re x→+∞

x∈Γ

V1(x) > 0 ; lim
Re x→+∞

x∈Γ

V2(x) < 0.

Assumption (A3) There exists a negative number x∗ < 0 such that,
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• V1 > 0 and V2 > 0 on (−∞, x∗);
• V1 < 0 < V2 on (x∗, 0);
• V2 < 0 < V1 on (0,+∞),

and one has,

V ′1(x∗) =: −τ0 < 0, V ′1(0) =: τ1 > 0, V ′2(0) =: −τ2 < 0.

Assumption (A4) W (x, hDx) is a first order differential operator

W (x, hDx) = r0(x) + r1(x)hDx,

where r0 and r1 are bounded analytic functions on Γ, and r0(x) is real when
x is real.

In this situation, the resonances of P can be defined, e.g., as the values
E ∈ C such that the equation Pu = Eu has a non trivial outgoing solution
u, that is, a non identically vanishing solution such that, for some θ > 0
sufficiently small, the function x 7→ u(xeiθ) is in L2(R) ⊕ L2(R) (see, e.g.,
[1, 22]). Equivalently, the resonances are the eigenvalues of the operator
P acting on L2(Rθ) ⊕ L2(Rθ), where Rθ is a complex distorsion of R that
coincides with eiθR for x� 1 (see, e.g., [11]). We denote by Res(P ) the set
of these resonances.

For E ∈ C small enough, we define the action,

A(E) :=

∫ x1(E)

x∗1(E)

√
E − V1(t) dt,

where x∗1(E) (respectively x1(E)) is the unique solution of V1(x) = E close
to x∗ (respectively close to 0), and it is well-known that, in this situation,
A(E) is an analytic function of E near 0.

We also fix C0 > 0 arbitrarily large, and we plan to study the resonances of
P lying in the set Dh(C0) given by,

(2.2) Dh(C0) := [−C0h
2/3, C0h

2/3]− i[0, C0h].

For h > 0 and k ∈ Z, we set,

(2.3) λk(h) :=
−2A(0) + (2k + 1)πh

2A′(0)h2/3
,

where A′(0) =
∫ 0
x∗

1

2
√
|V1(x)|

dx > 0 is the first derivative of A(E) at 0. Then,

our result is,

Theorem 2.1. Under Assumptions (A1)-(A4), for h > 0 small enough, one
has,

Res (P ) ∩ Dh(C0) = {Ek(h); k ∈ Z} ∩ Dh(C0)

where the Ek(h)’s are complex numbers that satisfy,

(2.4) ReEk(h) = λk(h)h2/3 − λk(h)2A′′(0)

2A′(0)
h4/3 +O(h5/3),

(2.5) ImEk(h) = −
2π2r0(0)2

(
µ1(λk(h))2 + µ2(λk(h))2

)
A′(0)

h5/3 +O(h2),
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uniformly as h→ 0+. Here, the functions µ1 and µ2 are defined by,

µ1(t) :=

∫ +∞

0
Ai (τ

−2/3
1 (τ1y − t))Ai (−τ−2/3

2 (τ2y + t))dy;

µ2(t) :=

∫ +∞

0
Ai (τ

−2/3
2 (τ2y − t))Ai (−τ−2/3

1 (τ1y + t))dy,

where Ai stands for the usual Airy function.

Remark 2.1. One can always choose k = k(h) → +∞ in such a way that
λk(h) → ρ0 as h → 0+, where ρ0 ∈ [−C0, C0] is fixed arbitrarily. In this
case, (2.5) gives

ImEk(h) = −2π2r0(0)2(µ1(ρ0)2 + µ2(ρ0)2)

A′(0)
h5/3 + o(h5/3).

In particular, if r0(0) 6= 0 and (µ1(ρ0), µ2(ρ0)) 6= (0, 0), then the result
produces an equivalent of the width of the resonance as h → 0+, and it is
of order h5/3. Let us observe that one has,

µ1(t) + µ2(t) =

∫ +∞

−∞
Ai (τ

−2/3
1 (τ1y − t))Ai (−τ−2/3

2 (τ2y + t))dy

= (τ1 + τ2)−1/3Ai (−(τ−1
1 + τ−1

2 )2/3t),

(where the last identity comes from an elementary computation involving
the Fourier transform of Ai and interpreting µ1 +µ2 as a convolution of two
Airy-type functions) and thus, the possible zeros of µ1(ρ0)2 + µ2(ρ0)2 are

among those of the function t 7→ Ai (−(τ−1
1 + τ−1

2 )2/3t). In particular, they
are necessarily positive. In the case where τ1 = τ2, this phenomenon does

occur exactly at the zeros of Ai (−2
2
3 τ
− 2

3
1 t), and for these special values of

ρ0 the result just says that ImEk(h) is o(h5/3).

Remark 2.2. Under our assumptions, it can be proved that there exists

an analytic distortion P̃2 of P2 such that, for z ∈ Dh(C0), one has ‖(P̃2 −
z)−1‖L(L2) = O(h−1), while the corresponding analytic distortion P̃1 of P1

satisfies ‖(P̃1 − z)−1‖L(L2) = O(dis(z, σ(P1))−1. Using the ellipticity of P̃1

and P̃2, and denoting by W̃ and W̃ ∗ the distorted operators obtained form
W and W ∗, we deduce that, if in addition min |z − λk(h)| ≥ δh for some
δ > 0 constant, and if sup(|r0|+ |r1|) is sufficiently small, then,

‖K(z)‖ := ‖h2(P̃2 − z)−1W̃ ∗(P̃1 − z)−1W̃‖ ≤ 1/2.

Therefore, observing that the equation (P̃ − z)u = v is equivalent to u1 =

(P̃1−z)−1(v1−hW̃u2) and (1−K(z))u2 = (P̃2−z)−1(v2−hW̃ ∗(P̃1−z)−1v1),
we conclude that if the distance between z ∈ Dh(C0) and the eigenvalues of

P̃ (that are the resonances of P ) is at least of order h, then one has,

(2.6) (P̃ − z)−1 = O(h−1).

Since the resonances of P are separated from each other by a distance of
order h, one can apply the standard perturbation theory and conclude that

if B̃ is a uniformly bounded operator on L2 ⊕ L2, then the eigenvalues

of P̃ + h2B̃ in Dh(C0) differ from those of P̃ by O(h2). In particular, in
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this situation our result remains valid if we perturb P by a semiclassical
pseudodifferential operator h2B = h2b(x, hDx) where b is a bounded analytic
symbol in Γ×Γ. This is typically what happens after the Feshbach reduction
in the Born-Oppenheimer reduction process: see, e.g., [19, 15, 20].

3. Fundamental solutions

In order not to complicate too much the notation, we write the proof in the
case τ1 = τ2 = 1 only, but it is clear that all our treatment can be performed
with any other positive values of these parameters. At the end of the proof,
we explain where the changes occur exactly.

From now on, we fix θ > 0 small enough, and in the sequel we will use the
following notation :

IL := (−∞, 0] = R− ; IθR := Fθ([0,+∞)) = Fθ(R+),

where Fθ(x) := x + iθf(x), with f ∈ C∞(R+,R+), f(x) = x for x large
enough, f(x) = 0 for x ∈ [0, x∞] for some x∞ > 0, and f is chosen in such
a way that, for any x ≥ x∞, one has,

(3.1) Im

∫ Fθ(x)

x∞

√
E − V2(t)dt ≥ −Ch,

for some positive constant C, where the first integral is taken along IθR
(observe that, for E ∈ Dh(C0) and C > 0 sufficiently large, one always

has Im
∫ x∞
Ch

2
3

√
E − V2(t)dt = O(h)). Performing a Taylor expansion of this

quantity as θ → 0+, and using the fact that (thanks to Cauchy estimates
on a complex sector around the positive real axis), for any k ≥ 1, one has

tkV
(k)

2 (t)→ 0 as t→ +∞, we see that it is sufficient to choose x∞ sufficiently
large and that f satisfies,

f ′(t) ≥ δ(t−1f(t) + t−3f(t)3)

for some δ > 0 constant. By taking f strictly increasing on [x∞,+∞), we
see that the only possible problem is near x∞, but there one can take for

instance f(s) := e−1/(x−x∞)2
.

3.1. Fundamental solutions on IL. On IL := (−∞, 0], and for E ∈
Dh(C0) and j = 1, 2, let u±j,L be the solutions to (Pj −E)u = 0 constructed

in Appendix 8.2 (in particular, u−j,L decays exponentially at −∞, while u+
j,L

grows exponentially). Then, the Wronskian W[u−j,L, u
+
j,L] is independent of

the variable x and satisfies

(3.2) W[u−j,L, u
+
j,L] =

−2

πh
2
3

(1 +O(h)) (h→ 0).

For any k ≥ 0 integer, we set,

Ckb (IL) := {u : IL → C of class Ck ;
∑

0≤j≤k
sup
x∈IL
|u(j)(x)| < +∞},
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equipped with the norm ‖ u ‖Ckb (IL):=
∑

0≤j≤k supIL |u
(j)|, and we define a

fundamental solution

Kj,L : C0
b (IL)→ C2

b (IL) (j = 1, 2),

of Pj − E on IL by setting, for v ∈ C0
b (IL),

(3.3)

Kj,L[v](x) :=
u+
j,L(x)

h2W[u+
j,L, u

−
j,L]

∫ x

−∞
u−j,L(t)v(t) dt

+
u−j,L(x)

h2W[u+
j,L, u

−
j,L]

∫ 0

x
u+
j,L(t)v(t) dt.

Then, Kj,L satisfies,

(Pj − E)Kj,L = 1,

and, because of the form of the operator W , an integration by parts shows
that we also have,

Kj,LW, Kj,LW
∗ : C0

b (IL)→ C0
b (IL) (j = 1, 2).

In view of the construction of solutions to the system, we prove,

Proposition 3.1. As h goes to 0+, one has,

(3.4) ‖ hK2,LW
∗ ‖L(C0

b (IL))= O(h
1
3 );

(3.5) ‖ h2K1,LWK2,LW
∗ ‖L(C0

b (IL))= O(h
2
3 ).

Proof. For j = 1, 2, we set,

(3.6)
ũ±j,L(x) := max{|u±j,L(x)|, |h∂xu±j,L(x)|};
Uj(x, t) := ũ+

j,L(x)ũ−j,L(t)1{t<x} + ũ−j,L(x)ũ+
j,L(t)1{t>x} = Uj(t, x).

Thanks to our choice of Kj,L, and doing an integration by parts, we see that
we have,

(3.7)

|hK1,LWv(x)| = O(h−
1
3 )

(∫ 0

−∞
U1(x, t)|v(t)|dt+ hU1(x, 0)|v(0)|

)
;

|hK2,LW
∗v(x)| = O(h−

1
3 )

(∫ 0

−∞
U2(x, t)|v(t)|dt+ hU2(x, 0)|v(0)|

)
.

In particular,

(3.8) ‖ hK2,LW
∗ ‖= O(h−

1
3 ) sup

x∈IL

∫ 0

−∞
U2(x, t)dt+O(h

2
3 ) sup

x∈IL
U2(x, 0).

Moreover, using the asymptotics of u±2,L and h∂xu
±
2,L on IL, and fixing some

constant C1 > 0 sufficiently large, we obtain,

• If x, t ≤ −C1h
2
3 , then,

(3.9) U2(x, t) = O(h
1
3 )

e−|Re
∫ x
t (V2−E)1/2|/h

|(V2(x)− E)(V2(t)− E)|
1
4

;
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• If t ≤ −C1h
2
3 ≤ x ≤ 0, then,

(3.10) U2(x, t) = O(h
1
6 )
e−|Re

∫ t
0 (V2−E)1/2|/h

|(V2(t)− E)|
1
4

;

• If x, t ∈ [−C1h
2
3 , 0], then U2(x, t) = O(1).

Hence U2(x, t) = O(1) uniformly, and when x ≤ −δ with δ > 0 constant,
there exists a positive constant α such that,∫ 0

−∞
U2(x, t)dt = O(h

1
3 )

∫ −δ/2
−∞

e−α|x−t|/hdt+O(e−α/h) = O(h
4
3 ).

On the other hand, if δ is chosen sufficiently small and x ∈ [−δ,−C1h
2
3 ],

then, there exists a (different) positive constant α such that,∫ 0

−∞
U2(x, t)dt =

∫ −C1h
2
3

−2δ
U2(x, t)dt+O(h

2
3 )

= O(h
1
3 |x|−

1
4 )

∫ 2δ

C1h
2
3

e
−α
∣∣∣t 3

2−|x|
3
2

∣∣∣/h
t

1
4

dt+O(h
2
3 ).

Setting t = (hs)
2
3 in the integral, we obtain,∫ 0

−∞
U2(x, t)dt = O(h

1
3 |x|−

1
4h

2
3
− 1

6 )

∫ ∞
1

e
−α
∣∣∣s−h−1|x|

3
2

∣∣∣
√
s

ds+O(h
2
3 ) = O(h

2
3 ).

Finally, when x ∈ [−C1h
2
3 , 0], we have,∫ 0

−∞
U2(x, t)dt =

∫ −C1h
2
3

−δ
U2(x, t)dt+O(h

2
3 )

= O(h
1
6 )

∫ δ

C1h
2
3

e−αt
3
2 /h

t
1
4

dt+O(h
2
3 ) = O(h

2
3 ).

Thus, we have proved,

(3.11) sup
x≤0

∫ 0

−∞
U2(x, t)dt = O(h

2
3 ),

and, by (3.8) (and the fact that U2 = O(1)), (3.4) follows.

Now, let us prove the estimate for ML := h2K1,LWK2,LW
∗. We see from

the definition of K1,L and from (3.7) that we have,

(3.12)

|MLv(x)| ≤Ch−
2
3

∫ 0

−∞

∫ 0

−∞
U1(x, t)U2(t, s)|v(s)|dsdt

+ Ch
1
3

∫ 0

−∞
U1(x, t)U2(t, 0)|v(0)|dt

+ Ch
1
3U1(x, 0)

∫ 0

−∞
U2(0, t)|v(t)|dt

+ Ch
4
3U1(x, 0)U2(0, 0)|v(0)|.
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Using (3.11) and the fact that Uj = O(1) uniformly (j = 1, 2), we see that
the last three terms are O(h) supIL |v| (observe that Uj(t, x) = Uj(x, t) for
all x, t).

In order to estimate the integral, we use the following properties of U1: For
any δ > 0 small enough, there exists α > 0 constant, such that,

• If x, t ≤ x∗ − δ, then,

U1(x, t) = O(h
1
3 )e−α|t−x|/h;

• If t ≤ x∗ − 2δ and x ∈ [x∗ − δ, 0], then,

U1(x, t) = O(h
1
6 e−α/h);

• If x ∈ [x∗ − 4δ, 0] and t ∈ [−δ,−C1h
2
3 ], then U1(x, t) = O(h

1
6 |t|−

1
4 );

• If x ∈ [x∗ − 4δ, 0] and t ∈ [−C1h
2
3 , 0] ∪ [x∗ − 4δ,−δ], then U1(x, t) =

O(1).

Moreover, by the properties of U2, we also know that any part of the integral
corresponding to |t− s| ≥ δ with δ > 0 constant is exponentially small.

We first consider the case x ∈ (−∞, x∗−2δ] for some small positive constant
δ.

Then, we see that there exists a constant α > 0 such that,∫∫ 0

−∞
U1(x, t)U2(t, s)dtds = O(h

2
3 )

∫ x∗−δ

−∞
dt

∫ x∗−δ/2

−∞
e−α(|t−x|+|s−t|)/hds

+O(e−α/h)

= O(h2+ 2
3 ).

Now, when x ∈ [x∗ − 2δ, 0], and still denoting by α every new positive
constant that may appear, we have,∫∫ 0

−∞
U1(x, t)U2(t, s)dtds =

∫ 0

x∗−3δ
dt

∫ 0

x∗−4δ
U1(x, t)U2(t, s)ds+O(e−α/h),

and, ∫ 0

x∗−3δ
dt

∫ 0

x∗−4δ
U1(x, t)U2(t, s)ds

=O(h
1
3 )

∫ −δ
x∗−3δ

dt

∫ −δ/2
x∗−4δ

e−α|t−s|/hds+O(e−α/h)

+O(h
1
2 )

∫ −C1h
2
3

−δ
dt

∫ −C1h
2
3

−2δ

e
−α
∣∣∣|t| 32−|s| 32 ∣∣∣/h
|t|

1
2 |s|

1
4

ds

+O(h
1
6 )

∫ −C1h
2
3

−δ
dt

∫ 0

−C1h
2
3

e−α|t|
3
2 /h

|t|
1
4

ds

+O(h
1
6 )

∫ 0

−C1h
2
3

dt

∫ −C1h
2
3

−δ

e−α|s|
3
2 /h

|s|
1
4

ds+O(h
4
3 ).
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Hence,
(3.13)∫ 0

x∗−3δ
dt

∫ 0

x∗−4δ
U1(x, t)U2(t, s)ds =O(h

1
2 )

∫ δ

C1h
2
3

dt

∫ 2δ

C1h
2
3

e
−α
∣∣∣t 3

2−s
3
2

∣∣∣/h
t

1
2 s

1
4

ds

+O(h
5
6 )

∫ δ

C1h
2
3

e−αt
3
2 /h

t
1
4

dt+O(h
4
3 ).

For the first term, the change of variables (t, s) 7→ (t2/3, s2/3) gives,∫ δ

C1h
2
3

dt

∫ 2δ

C1h
2
3

e
−α
∣∣∣t 3

2−s
3
2

∣∣∣/h
t

1
2 s

1
4

ds = O(1)

∫∫ δ′

C2h

e−α|t−s|/h

t2/3s1/2
dtds,

with C2 := C
2/3
1 and δ′ := (2δ)2/3. Dividing this integral in two parts,

depending whether t ≤ s or s ≤ t, and first integrating with respect to the
larger of the two variables, we obtain,

(3.14)

∫ δ

C1h
2
3

dt

∫ 2δ

C1h
2
3

e
−α
∣∣∣t 3

2−s
3
2

∣∣∣/h
t

1
2 s

1
4

ds = O(1)

∫ δ′

C2h
dt
eαt/h

t7/6

∫ δ′

t
e−αs/hds

= O(h5/6).

Moreover, a simple change of variable gives,∫ δ

C1h
2
3

e−αt
3
2 /h

t
1
4

dt = O(h
1
2 ).

Inserting into (3.13), we deduce that, for x ∈ [x∗ − 2δ, 0], we have,

(3.15)

∫∫ 0

−∞
U1(x, t)U2(t, s)dtds = O(h4/3).

Finally, going back to (3.12), we conclude (3.5). �

3.2. Fundamental solutions on IθR. On R+, let u±1,R (resp. u±2,L) be the

solutions to (P1 − E)u = 0 (resp. (P2 − E)u = 0) constructed in Appendix
8.2. Setting,

(3.16) u±2,R := 2±
1
2 ei

π
4 (

1

2
a−2 u

−
2,L ± ia

+
2 u

+
2,L)

by Proposition 8.5 we have,

u±2,R(x) ∼ (1+O(h))
h

1
6 ei

π
4

√
2π

(E−V2(x))−1/4e∓i
∫ x
0

√
E−V2(t) dt/h (x→ +∞).

Then, all these solutions can be extended as holomorphic functions in a
complex sector around R+, and in particular (thanks to (3.1)), u−j,R (j = 1, 2)

remains uniformly bounded on IθR, and exponentially decaying at infinity

along IθR. Moreover, the Wronskians W[u−j,R, u
+
j,R] are independent of the

variable x and satisfy,

(3.17) W[u−j,R, u
+
j,R] =

2

πh
2
3

(1 +O(h)) (h→ 0).
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We define a fundamental solution of Pj − E on IθR as,

(3.18)

Kj,R[v](x) :=
u−j,R(x)

h2W[u−j,R, u
+
j,R]

∫ x

0
u+
j,R(t)v(t) dt

+
u+
j,R(x)

h2W[u−j,R, u
+
j,R]

∫ +∞

x
u−j,R(t)v(t) dt,

where v is in the space C0
b (IθR) of bounded continuous functions on IθR, and

the integrals run over IθR.

Then, using the semiclassical asymptotic behaviour of u±j,R on IθR, one can

prove exactly as for (3.4)-(3.5) (x∞ playing the role of x∗) that we have,

Proposition 3.2. One has,

(3.19) ‖ hK1,RW ‖L(C0
b (IθR))= O(h

1
3 );

(3.20) ‖ h2K2,RW
∗K1,RW ‖L(C0

b (IθR))= O(h
2
3 ),

uniformly as h goes to 0+.

4. Solutions on IL and IθR

In this section, we use the previous constructions of fundamental solutions
in order to construct solutions to the system (2.1) in IL and IθR.

We first consider the interval IL. We set,

w0
1,L :=

(
u−1,L

0

)
; w0

2,L :=

(
0
u−2,L

)
,

and we look for solutions u :=

(
u1

u2

)
to (2.1) in IL, that are close to w0

1,L

or w0
2,L as h→ 0. We rewrite (2.1) as,{

(P1 − E)u1 = −hWu2;
(P2 − E)u2 = −hW ∗u1.

Assuming that u1 is in C0
b (IL), we set u2 = −hK2,LW

∗u1, so that the system
reduces to,

(P1 − E)u1 = h2WK2,LW
∗u1,

and a solution will be given by any u1 ∈ C0
b (IL) such that,

u1 = u−1,L + h2K1,LWK2,LW
∗u1.

Now, by Proposition 3.1, the operator ML := h2K1,LWK2,LW
∗ is O(h

2
3 )

when acting on C0
b (IL). By construction, we also know that u−1,L is in C0

b (IL).
Therefore, we can define,

(4.1) w1,L :=

( ∑
j≥0M

j
Lu
−
1,L

−hK2,LW
∗∑

j≥0M
j
Lu
−
1,L

)
∈ C0

b (IL)2,



RESONANCES AT ENERGY-LEVEL CROSSING 13

and w1,L is solution to (2.1) in IL, with w1,L → w0
1,L as h→ 0+. In a similar

way, we can define,

(4.2) w2,L :=

(
−
∑

j≥0M
j
L(hK1,LWu−2,L)

u−2,L + hK2,LW
∗∑

j≥0M
j
L(hK1,LWu−2,L)

)
∈ C0

b (IL)2,

that is solution to (2.1) in IL, with w2,L → w0
2,L as h→ 0+.

Remark 4.1. The standard WKB method (see, e.g., [7, 23]) gives us as-
ymptotic expansions for u−j,L (j = 1, 2) inside (x∗, 0), of the form,

u−1,L ∼
2h

1
6

√
π

(E − V1(x))−1/4 sin

(
A(E) + ν1(x)

h
+
π

4

)1 +
∑
k≥1

a1,k(x)hk


+

2h
1
6

√
π

(E − V1(x))−1/4 cos

(
A(E) + ν1(x)

h
+
π

4

)∑
k≥1

b1,k(x)hk;

u−2,L ∼
h

1
6

√
π

(V2(x)− E)−1/4e−
1
h

∫ x2(E)
x

√
V2(t)−E dt(1 +

∑
k≥1

a2,k(x)hk),

(4.3)

where x2(E) is the unique solution of V2(x) = E close to 0, ν1(x) :=∫ x
x1(E)

√
E − V1(t) dt.

Now, on IθR, a similar construction can be done by using Proposition 3.2,
and by starting from the solutions u−j,R (j = 1, 2) to (Pj − E)u−j,R = 0 on

IθR. Setting MR := h2K2,RW
∗K1,RW , by Proposition 3.2 we have ‖MR‖ =

O(h
2
3 ), and thus, defining,

(4.4) w1,R :=

(
u−1,R + hK1,RW

∑
j≥0M

j
R(hK2,RW

∗u−1,R)

−
∑

j≥0M
j
R(hK2,RW

∗u−1,R)

)
∈ C0

b (IθR)2;

(4.5) w2,R :=

(
−hK1,RW

∑
j≥0M

j
Ru
−
2,R∑

j≥0M
j
Ru
−
2,R

)
∈ C0

b (IθR)2,

we see that they are both solutions to (2.1) on IθR, and they respectively

approach w0
1,R :=

(
u−1,R

0

)
and w0

2,R :=

(
0

u−2,R

)
, as h→ 0+.

Remark 4.2. Still by the standard WKB method, we have asymptotic
expansions for u−j,R (j = 1, 2) inside (0,+∞), of the form,

u−1,R ∼
π

1
2h

1
6

2
(V1(x)− E)−1/4e

− 1
h

∫ x
x1(E)

√
V1(t)−E dt

(1 +
∑
k≥1

b1,k(x)hk);

u−2,R ∼
π

1
2h

1
6

2
(E − V2(x))−1/4e

i
h

∫ x
x2(E)

√
E−V2(t) dt

(1 +
∑
k≥1

b2,k(x)hk).

(4.6)

The solutions we have just constructed are not only bounded, and actually
we have,
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Proposition 4.1. The solutions wj,L given by (4.1)-(4.2), and wj,R given
by (4.4)-(4.5) (j = 1, 2) satisfy,

wj,L ∈ L2(IL)⊕ L2(IL) ; wj,R ∈ L2(IθR)⊕ L2(IθR).

Proof. It is sufficient to prove that, for any N ≥ 1, one has wj,S = O(〈x〉−N )

as |x| → ∞ (on IL or IθR, depending if S = L or S = R). But thanks to
the exponential decay of Uj(x, t) (j = 1, 2) as |x − t| → ∞, |x| � 1, we
immediately see that (3.11) and (3.15) remain valid with Uj(x, t) replaced
by 〈x〉NUj(x, t)〈t〉−N . As a consequence, the estimates of Proposition 3.1 ex-
tend to the operators 〈x〉NhK2,LW

∗〈x〉−N and 〈x〉Nh2K1,LWK2,LW
∗〈x〉−N ,

and since 〈x〉Nu−j,L ∈ C0
b (IL) (j = 1, 2), the result for wj,L follows. The same

arguments apply in IθR, and the result for wj,R follows, too. �

Now, by general theory on systems of ordinary differential equations, we
know that the space of solutions to (2.1) that are L2 in IL (resp. in IθR) is at
most two-dimensional. As a consequence, the previous proposition implies,

Proposition 4.2. E is a resonance if and only if the four solutions w1,L,
w2,L, w1,R and w2,R are linearly dependent.

5. Estimates at the crossing point

In this section, we investigate the asymptotic behaviours of wj,L(x), wj,R(x),
and their first derivative at x = 0.

We first prove,

Proposition 5.1. Let x0 ∈ (x∗, 0). Then, for x ∈ [x0, 0], one has,

(5.1) u±1,L = a±u
−
1,R + b±u

+
1,R,

with,

a− = sin
A(E)

h
+O(h) ; b− = 2 cos

A(E)

h
+O(h);

a+ =
1

2
cos
A(E)

h
+O(h) ; b+ = − sin

A(E)

h
+O(h),

uniformly as h→ 0+.

Proof. Since (u−1,R, u
+
1,R) is a basis of solutions to (P1 − E)u = 0, we know

that (5.1) is verified with,

a− =
W(u−1,L, u

+
1,R)

W(u−1,R, u
+
1,R)

; b− =
W(u−1,R, u

−
1,L)

W(u−1,R, u
+
1,R)

.

We compute these Wronskians at some arbitrary point in x ∈ (x∗, 0), by
using formula (4.3), Proposition 8.2 and (3.17). By (4.3), we have,

u−1,L(x) =
2h

1
6

√
π(E − V1(x))

1
4

cos

(
A(E) + ν1(x)

h
− π

4

)
+O(h

7
6 );

(u−1,L)′(x) = −2h
1
6 (E − V1(x))

1
4

h
√
π

sin

(
A(E) + ν1(x)

h
− π

4

)
+O(h

1
6 ).
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Therefore, using Proposition 8.2 and (8.12), we obtain,

W(u−1,L, u
+
1,R) =

2h−
1
2 (ξ′1)

1
2

√
π(E − V1)

1
4

cos

(
A(E) + ν1(x)

h
− π

4

)
Bi ′(h−

2
3 ξ1)

+
2h−

5
6 (E − V1)

1
4

√
π(ξ′1)

1
2

sin

(
A(E) + ν1(x)

h
− π

4

)
Bi (h−

2
3 ξ1)

+O(h
1
3 ).

Then, using the asymptotic behaviour of Bi and Bi ′ at −∞, and ob-

serving that one has the identity 2
3(−ξ1)

3
2 = −ν1 (so that (ξ′1)

1
2 = (E −

V1)1/4(−ξ1)−1/4), this gives,

W (u−1,L, u
+
1,R) =

2h−
2
3

π
cos

(
A(E) + ν1(x)

h
− π

4

)
cos
(ν1

h
+
π

4

)
+

2h−
2
3

π
sin

(
A(E) + ν1(x)

h
− π

4

)
sin
(ν1

h
+
π

4

)
+O(h

1
3 )

=
2h−

2
3

π
sin
A(E)

h
+O(h

1
3 ),

and thus, by (3.17),

a− = sin
A(E)

h
+O(h).

The same arguments hold for b−, a+, b+, and the result follows. �

From now on, we set,

(5.2) ∂̃ := ε2∂x,

and we will use this operator in all the Wronskians that will appear (instead

of the usual derivative), denoting them by W̃ instead of W.

Proposition 5.2. For j = 1, 2 and S = L,R, there exist complex numbers
αj,S , βj,S , such that,

(5.3)

w1,S(0) =

[
u−1,S(0) + β1,Su

+
1,S(0)

α1,Su
+
2,S(0)

]
+O(h);

∂̃w1,S(0) =

[
∂̃u−1,S(0) + β1,S ∂̃u

+
1,S(0)

α1,S ∂̃u
+
2,S(0)

]
+O(h),

(5.4)

w2,S(0) =

[
α2,Su

+
1,S(0)

u−2,S(0) + β2,Su
+
2,S(0)

]
+O(h);

∂̃w2,S(0) =

[
α2,S ∂̃u

+
1,S(0)

∂̃u−2,S(0) + β2,S ∂̃u
+
2,S(0)

]
+O(h),

uniformly as h→ 0+.
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Proof. We prove (5.3) and (5.4) in the case S = L only (the case S = R
being similar). We start with j = 1. By (4.1), we have,

(5.5) w1,L :=

(
u−1,L + hK1,LWr1,L

−r1,L

)
+O(h),

with,

r1,L := hK2,LW
∗u−1,L.

In particular, using the expression (3.3) of K2,L, we find

r1,L(0) = −α1,Lu
+
2,L(0),

with,

(5.6) α1,L :=
−1

hW(u+
2,L, u

−
2,L)

∫ 0

−∞
u−2,L(t)(W ∗u−1,L)(t)dt.

In the same way,

hK1,LWr1,L(0) = β1,Lu
+
1,L(0),

with,

(5.7) β1,L :=
1

hW(u+
1,L, u

−
1,L)

∫ 0

−∞
u−1,L(t)(Wr1,L)(t)dt.

In addition, we can write,

r1,L(x) = −α1,Lu
+
2,L(x) + r̃1,L(x)

with,

r̃1,L(x) :=
1

hW(u+
2,L, u

−
2,L)

∫ x

0

(
u+

2,L(x)u−2,L(t)− u−2,L(x)u+
2,L(t)

)
× (W ∗u−1,L)(t)dt.

In particular r̃′1,L(0) = 0, and thus r′1,L(0) = −α1,L(u+
2,L)′(0). We see in the

same way that (hK1,LWr1,L)′(0) = β1,L(u+
1,L)′(0).

Moreover, concerning the remainder term in the derivative, we observe that

for any j, S, one has ∂̃u±j,S(0) = O(1) (see, e.g., Remark 8.3). Therefore, for

any v ∈ C0
b (IL), we see from the definitions of ML and K2,L that we have,

∂̃(hK2,LW
∗v)(0) = O(ε−1)

(∫ 0

−∞
|u−2,L(t)|.|v(t)|dt+ h|(u−2,L)′(0)|.|v(0)|

)
;

∂̃MLv(0) = O(ε−2)

(∫∫ 0

−∞
|U2(t, s)|.|v(s)|dtds+ h

∫ 0

−∞
|U2(t, 0)|.|v(0)|dt

)
,

where U2 is defined in (3.6). Then, we observe that
∫ 0
−∞ |u

−
2,L(t)|dt = O(ε2)

and, with the same proof as for (3.15), we have
∫∫ 0
−∞ |U2(t, s)|dtds = O(ε4).

Using also (3.11), we obtain,

∂̃(hK2,LW
∗v)(0) = O(ε) sup

IL

|v|;

∂̃MLv(0) = O(ε2) sup
IL

|v|.
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As a consequence,

∂̃(hK2,LW
∗
∑
j≥1

M j
Lu
−
1,L)(0) = O(ε3);

∂̃(
∑
j≥2

M j
Lu
−
1,L)(0) = O(ε4),

and (5.3) follows. The proof of (5.4) is almost the same, with the only
difference that the starting function is hK1,LWu−2,L instead of u−1,L. But

thanks to the decay properties of u−2,L, we see that its behaviour is similar

to that of u−1,L, and (5.4) follows.

In addition to (5.6)-(5.7), the other constants appearing in (5.3)-(5.4) are,
(5.8)

α2,L =
−
∫ 0
−∞ u

−
1,L(t)(Wu−2,L)(t)dt

hW(u+
1,L, u

−
1,L)

; β2,L =

∫ 0
−∞ u

−
2,L(t)(W ∗r2,L)(t)dt

hW(u+
2,L, u

−
2,L)

;

α1,R =
−
∫ +∞

0 u−2,R(t)(W ∗u−1,R)(t)dt

hW(u−2,R, u
+
2,R)

; β1,R =

∫ +∞
0 u−1,R(t)(Wr1,R)(t)dt

hW(u−1,R, u
+
1,R)

;

α2,R =
−
∫ +∞

0 u−1,R(t)(Wu−2,R)(t)dt

hW(u−1,R, u
+
1,R)

; β2,R =

∫ +∞
0 u−2,R(t)(W ∗r2,R)(t)dt

hW(u−2,R, u
+
2,R)

,

where we have set,

r2,L := hK1,LWu−2,L ; r1,R := hK2,RW
∗u−1,R ; r2,R := hK1,RWu−2,R,

and where, in the case of αj,R and βj,R, the integrals run over IθR. �

Now, setting,

(5.9)

µA(t) :=

∫ +∞

0
Ai (y − t)Ǎi (y + t)dy;

µB(t) :=

∫ +∞

0
Ai (y − t)B̌i (y + t)dy,

we also have,

Proposition 5.3. As h→ 0+, one has,
(5.10)

αj,L = −2επr0(0)

(
µA(Re ρ) sin

A(E)

h
+ µB(Re ρ) cos

A(E)

h

)
+O(ε2),

αj,R = −επr0(0)ei
π
4

√
2

(µA(Re ρ)− iµB(Re ρ)) +O(ε2), (j = 1, 2);

Imβ1,L = O(h);

Imβ1,R = π2r0(0)2ε2
(
µA(Re ρ)2 + µB(Re ρ)2

)
+O(h)

Reβ1,R = 2ε2π2r0(0)2

∫∫
0≤s≤t

Ai (t− Re ρ)Ai (s− Re ρ)

×
(
Ǎi (t+ Re ρ)B̌i (s+ Re ρ)− Ǎi (s+ Re ρ)B̌i (t+ Re ρ)

)
dsdt+O(h);

β2,S = O(ε2), (S = L,R).
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Proof. Let us first study α1,L given in (5.6). Using (3.2) and the exponential

decay of u−2,L away from 0, we obtain,

α1,L =
−π
2ε

∫ 0

−δ
u−2,L(t)(r0(t)u−1,L(t) + hDt(r1u

−
1,L)(t))dt+O(ε2),

where δ > 0 is arbitrarily small. Further, an integration by parts gives,

α1,L =
−π
2ε

∫ 0

−δ
u−2,L(t)r0(t)u−1,L(t) + ih(u−2,L)′(t)r1(t)u−1,L(t))dt+O(ε2),

and since h(u−2,L)′(t)u−1,L(t) is O(h1/3e−c|t|
3/2/h) on [−δ,−Ch2/3] (with c > 0,

and C > 1 large enough), and is O(h1/3) on [−Ch2/3, 0], we are reduced to,

(5.11) α1,L =
−π
2ε

∫ 0

−δ
u−2,L(t)r0(t)u−1,L(t)dt+O(ε2).

We introduce a large extra-parameter λ � 1, and, dividing the integral in
two parts, we set,

α−1,L(λ) =
−π
2ε

∫ −λh 2
3

−δ
u−2,L(t)r0(t)u−1,L(t)dt;

α+
1,L(λ) =

−π
2ε

∫ 0

−λh
2
3

u−2,L(t)r0(t)u−1,L(t)dt.

We have,

α−1,L(λ) = O(ε−1)

∫ δ

λh
2
3

h
1
3

√
t
e−ct

3/2/hdt = O(εe−cλ
3/2

),

where c > 0 is a constant, and the estimate is uniform with respect to ε > 0
small enough and λ > 1 large enough such that λh2/3 → 0. In particular,
taking,

(5.12) λ ≥ (c−1| ln ε|)2/3,

we obtain,

α−1,L(λ) = O(ε2).

On the other hand, using Propositions 5.1, 8.2 and 8.5, we obtain,

α+
1,L(λ) =

−2π

ε
(sin
A
h

)

∫ 0

−λh
2
3

r0(t)(ξ′1ξ
′
2)−

1
2 Ai (h−

2
3 ξ1)Ǎi (h−

2
3 ξ2)dt

− 2π

ε
(cos

A
h

)

∫ 0

−λh
2
3

r0(t)(ξ′1ξ
′
2)−

1
2 Bi (h−

2
3 ξ1)Ǎi (h−

2
3 ξ2)dt+O(ε2).

Making the change of variable y := ε−2t, and using that, for y ∈ [−λ, 0],
we have r0(ε2y) = r0(0) +O(ε2λ), ξ′j(ε

2y) = 1 +O(ε2λ), Ai (ε−2ξ1(ε2y)) =

Ai (y−ρ)+O(λ2ε2), Ǎi (ε−2ξ2(ε2y)) = Ǎi (y+ρ)+O(λ2ε2), Bi (ε−2ξ1(ε2y)) =
Bi (y − ρ) +O(λ2ε2), we obtain,

α+
1,L(λ) =− 2επr0(0)(sin

A
h

)

∫ 0

−λ
Ai (y − ρ)Ǎi (y + ρ)dy

− 2επr0(0)(cos
A
h

)

∫ 0

−λ
Bi (y − ρ)Ǎi (y + ρ)dy +O(ε2) +O(λ3ε3).
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Then, using the behaviour of Ai , Ǎi and Bi at −∞, this leads to,

α+
1,L(λ)

= −2επr0(0)

∫ 0

−∞
Ǎi (y + ρ)

(
(sin
A
h

)Ai (y − ρ) + (cos
A
h

)Bi (y − ρ)

)
dy

+O(εe−c
′λ3/2

) +O(ε2) +O(λ3ε3),

with c′ > 0 constant. Therefore, taking λ := ((c′′)−1| ln ε|)2/3 with c′′ =
min{c, c′}, and using the fact that Im ρ = O(ε), we obtain the required ap-
proximation of α1,L. The approximations of α2,L, α1,R and α2,R are obtained
in a very similar way (starting from (5.8)), and we omit the proofs.

Now we study β1,R. We have,

β1,R =
π2

4ε2

∫ +∞

0
u−1,R(t)W (t, hDt)

[
u−2,R(t)

∫ t

0
u+

2,R(s)(W ∗u−1,R)(s)ds

+u+
2,R(t)(W ∗u−1,R)(s)ds

∫ +∞

t
u−2,R(s)(W ∗u−1,R)(s)ds

]
dt+O(h),

where the integrals run over IθR. Because of the exponential decay of u−1,R
away from 0, we immediately see that only a neighbourhood of 0 contributes
to the integrals (up to O(e−c/h) with c > 0). Moreover, making an integra-
tion by parts and using the behaviour of all the functions near 0, we see as for
α1,L that, up to an error O(ε3), W and W ∗ can be replaced by r0. Finally,

using (3.16) and the expressions of u−1,R, u−2,L and u+
2,L given in Propositions

8.2 and 8.5, and proceeding as for α1,L, we obtain,

β1,R = 2iπ2r0(0)2ε2

∫∫
0≤s≤t

Ai (t− ρ)Ai (s− ρ)Ǎout(t+ ρ)Ǎin(s+ ρ)dsdt

+ 2iπ2r0(0)2ε2

∫∫
0≤t≤s

Ai (t− ρ)Ai (s− ρ)Ǎin(t+ ρ)Ǎout(s+ ρ)dsdt

+O(h),

where we have set,

Ǎout := Ǎi − iB̌i ; Ǎin := Ǎi + iB̌i .

Exchanging t and s in the second integral, and replacing Ǎout and Ǎin by
their expressions, an elementary computation (plus the fact that Im ρ =
O(ε)) leads to the required approximation of β1,R.

The same procedure (but somehow simpler) shows that β1,L, β2,L and β2,R

are O(ε2) (note that, for β1,L and β2,R, one must use the fact that the

integral
∫∞

0

∫∞
0 (ts)−

1
2 e−|t

3
2−s

3
2 |dtds is finite). Finally, concerning β1,L, we

see on (5.7) that it only involves functions u±j,L that are real when E is real,
and since by assumption r0 is real on the real, the same kind of estimates
as for β1,R show that it is real up to O(h). �

6. Quantization condition

In order to simplify the writing, we will use the following notation:
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If u1 is any of the functions u±1,L or u±1,R, we set,

u1 :=


u1(0)

∂̃u1(0)
0
0

 ,
and if u2 is any of the functions u±2,L or u±2,R, we set,

u2 :=


0
0

u2(0)

∂̃u2(0)

 .
With this notation, we see on Proposition 5.2 that we have,
(6.1)

W0(E) := W̃(w1,L, w2,L, w1,R, w2,R) = det(v1,L,v1,R,v2,L,v2,R) +O(h),

with,
v1,S := u−1,S + α1,Su

+
2,S + β1,Su

+
1,S ;

v2,S := u−2,S + α2,Su
+
1,S + β2,Su

+
2,S (S = L,R).

Developing the determinant by multi-linearity, and observing that all the
terms that involve at least three vectors with the same value of the index j
vanish, we obtain,

W0(E) =W̃(u−1,L, u
−
1,R)W̃(u−2,L, u

−
2,R)

+ β2,RW̃(u−1,L, u
−
1,R)W̃(u−2,L, u

+
2,R)

+ β2,LW̃(u−1,L, u
−
1,R)W̃(u+

2,L, u
−
2,R)

+ α1,Rα2,RW̃(u−1,L, u
+
1,R)W̃(u+

2,R, u
−
2,L)

+ α1,Rα2,LW̃(u−1,L, u
+
1,L)W̃(u−2,R, u

+
2,R)

+ β1,RW̃(u−1,L, u
+
1,R)W̃(u−2,L, u

−
2,R)

+ α1,Lα2,RW̃(u+
2,L, u

−
2,L)W̃(u+

1,R, u
−
1,R)

+ α1,Lα2,LW̃(u+
2,L, u

−
2,R)W̃(u−1,R, u

+
1,L)

+ β1,LW̃(u+
1,L, u

−
1,R)W̃(u−2,L, u

−
2,R) +O(h).

In particular, we observe that each αj,S is always multiplied by another
similar quantity, that is, by O(ε). As a consequence, an error on αj,S of
order ε2 will lead to an error of order h in W0(E), and thus, by Proposition
5.3, we can replace α2,S by α1,S (S = L,R). Then, computing the various
Wronskians that appear (see Appendix 8.3), we find,
(6.2)

−iπ2e−i
π
4W0(E) =− 4

√
2(cos

A
h

)(1 +O(ε2)) + 4
√

2(sin
A
h

)α2
1,R

+ 8e
iπ
4 α1,Rα1,L + 2

√
2(sin

A
h

)β1,R + i
√

2(sin
A
h

)α2
1,L

+ 2
√

2(sin
A
h

)β1,L +O(h).
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Finally, observing that we have,

α2
1,R =

π2r0(0)2ε2

2
(2µAµB + iµ2

A − iµ2
B) +O(h);

α1,Lα1,R = π2r0(0)2ε2
√

2ei
π
4 (sin

A
h

)µA(µA − iµB) +O(h+ ε2| cos
A
h
|);

α2
1,L = 4π2r0(0)2ε2(sin

A
h

)2µ2
A +O(h+ ε2| cos

A
h
|);

β1,R = Reβ1,R + iπ2r0(0)2ε2(µ2
A + µ2

B) +O(h);

β1,L = Reβ1,L +O(h),

we obtain,
(6.3)

−iπ2e−i
π
4W0(E) =− 4

√
2(cos

A
h

)(1 +O(ε2)) + 2
√

2(sin
A
h

)Re (β1,L + β1,R)

+ 4
√

2(πr0(0)ε)2(sin
A
h

)

(
3µAµB + i(3 + sin2 A

h
)µ2
A

)
+O(h).

Now, by Proposition 4.2, the quantization condition reads,

W0(E) = 0.

Hence, in view of (6.2) and of Proposition 5.2, if we set,

b0 :=
1

2ε2
Re(β1,L + β1,R) + 3π2r0(0)2µA(Re ρ)µB(Re ρ) = O(1),

we have proved,

Proposition 6.1. E = ρε2 ∈ Dh(C0) is a resonance of P if and only if,

(6.4) cos
A(E)

ε3
= ε2F (E, ε),

where
(6.5)

F (E, ε) =

(
b0 + iπ2r0(0)2(3 + sin2 A(E)

ε3
)µA(Re ρ)2

)
sin
A(E)

ε3
+O(ε).

Remark 6.1. The quantization condition (6.4) is of Bohr-Sommerfeld type
associated with the single potential well of V1(x). The imaginary part of
F (E, ε) will give an estimate on the width of resonances.

7. Completion of the proof

In order to solve (6.4) in Dh(C0) (where C0 may actually vary a little bit in
order to avoid ”border” effects), we first observe that, near E = 0, the roots
of the equation cos(A(E)/h) = 0 are given by E = ek(h) with,

ek(h) := A−1

(
(k +

1

2
)πh

)
∈ R (k ∈ Z).
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(Here, k ∈ Z must be taken such a way that A−1((k + 1
2)πh) is effectively

close to 0.) In particular, restricting to E = O(ε2), and writing A(E) =
A(0) + EA′(0) + 1

2E
2A′′(0) +O(E3), we obtain the well known relation,

ek(h) = λk(h)ε2 − λk(h)2A′′(0)

2A′(0)
ε4 +O(ε6),

where λk(h) is defined in (2.3). In particular, the distance between two
consecutive ek(h)’s is of order h. Moreover, if E ∈ C is such that E = O(ε2)
and A(E) stays at a distance greater than δh from the set {ek(h) ; k ∈ Z},
with δ > 0 constant, then cos(A(E)/h) remains at some fix positive distance
from 0. As a consequence, for ε > 0 small enough, we can apply the Rouché
theorem and conclude that, for each k such that λk(h) = O(1), there exists
a unique solution Ek(h) to (6.4) such that,

Ek(h) = ek(h) + o(h),

and, conversely, all the roots of (6.4) in Dh(C0) are of this type.

Now, going back to equation (6.4), we immediately see that, actually, we
have,

Ek(h) = ek(h) +O(ε5),

so that (2.4) is proved in the case τ1 = τ2 = 1

In order to prove (2.5), we first observe that, by (2.4), the equation (6.4)
implies,

cos
A(Ek(h))

ε3
= ε2F (λk(h)ε2, ε) +O(ε3).

Then, taking the local inverse of cos near (k + 1
2)π, and the inverse of A

near E = 0, (2.5) (with τ1 = τ2 = 1) immediately follows from (6.5) and the

fact that sin A(λk(h)ε2)
ε3

= (−1)k +O(ε2).

When τ1 and τ2 are general positive numbers, we observe that all the con-
structions Sections 3.1 to 5 and of Appendix 8.2 remain completely un-
changed. Therefore, the proof proceeds exactly in the same way, and the
only differences are in the approximate values of ξ1(ε−2y) and ξ2(ε−2y). A
very simple computation shows that they become,

ξ1(ε−2y) = τ
1
3

1

(
y − ρ

τ1

)
+O(ε2);

ξ2(ε−2y) = τ
1
3

2

(
y +

ρ

τ2

)
+O(ε2).

As a consequence, the approximations given in (5.10) have to be changed,
too, and indeed now the functions µA and µB will depend also on the side
where we are working (on IL or on IR). On IR (that is, for α1,R and
β1,R) they will just be as before, with Ai (y − ρ),Bi (y − ρ) substituted by

Ai (τ
−2/3
1 (τ1y−ρ)),Bi (τ

−2/3
1 (τ1y−ρ)), and Ǎi (y+ρ), B̌i (y+ρ) substituted

by Ǎi (τ
−2/3
2 (τ2y + ρ), B̌i (τ

−2/3
2 (τ2y + ρ). On IL (that is, for α1,L), µA and
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µB become,

µ̃A(t) =

∫ 0

−∞
Ai (τ

−2/3
1 (τ1y − ρ))Ǎi (τ

−2/3
2 (τ2y + ρ))dy;

µ̃B(t) =

∫ 0

−∞
Bi (τ

−2/3
1 (τ1y − ρ))Ǎi (τ

−2/3
2 (τ2y + ρ))dy.

But the computations proceed in a similar way, and since µ̃A(t) = µ2(t), the
result follows in the general case, too.

Remark 7.1. Resonant states By construction, the resonant state ϕk
associated with Ek(h) can be written both as a linear combination of w1,L

and w2,L, and a linear combination of w1,R and w2,R (all computed at E =
Ek(h)). The coefficients can actually be computed (up to O(h)) by using
Proposition 5.3, identifying each wj,S with the vector ~wj,L of R4 given by,

~wj,L :=

[
w−j,S(0)

∂̃w−j,S(0)

]
.

Then, the approximations of the various functions involved with their Airy
representation (obtained from Propositions 8.2 and 8.5) permit us to write
ϕk as,

(7.1) ϕk = w1,L − µw2,L = λw1,R + νw2,R,

with,

λ = sin
A
h

+O(h) = (−1)k +O(ε2);

ν = −2λα1,R +O(h) = 4επr0(0)µA(λk(h)) +O(h);

µ = cos
A
h
− 1

2
(β1,L + λβ1,R + να2,R) +O(h) = O(ε2).

Using the various asymptotic behaviours of the functions wj,S ’s, one can
derive the (semiclassical) asymptotic behaviour of ϕk in all of R.

8. Appendix

8.1. Inhomogeneous Airy equations. Let Ai (y) be the Airy function,
which is characterised as the solution to the Airy equation

(8.1) −u′′(y) + yu(y) = 0

with exponential decay as y tends to +∞,

Ai (y) =
1

2
√
π
y−

1
4 e−

2
3
y3/2

(1 +O(y−1)) (y → +∞).

It is oscillating when y < 0, and its behaviour is,

Ai (y) =
1√
π

(−y)−
1
4 sin

(
2

3
(−y)3/2 +

π

4

)
(1 +O(|y|−1)) as y → −∞.

Moreover, the asymptotic behaviour of its derivative Ai ′(y) is obtained by
formally differentiating the previous ones, and these asymptotic behaviours
remain valid in sufficiently small complex sectors around the real line.



24 S. FUJIIÉ1, A. MARTINEZ2 AND T. WATANABE3

We define another solution Bi (y) to the Airy equation by the asymptotic
behavior as y → −∞

Bi (y) =
−1√
π

(−y)−
1
4 sin

(
2

3
(−y)3/2 − π

4

)
(1 +O(|y|−1)) (y → −∞).

Bi (y) is positive and grows exponentially for y > 0, and satisfies

Bi (y) =
1√
π
y−

1
4 e

2
3
y3/2

(1 +O(y−1)) (y → +∞).

From the asymptotic behaviors of Ai (y) and Bi (y) as y → −∞, we easily
see the following properties. At first, the solutions

(8.2) Ai (y)− iBi (y) ∼ e−πi/4√
π

(−y)−
1
4 exp

(
2i

3
(−y)3/2

)
(y → −∞);

(8.3) Ai (y) + iBi (y) ∼ eπi/4√
π

(−y)−
1
4 exp

(
−2i

3
(−y)3/2

)
(y → −∞),

are outgoing and incoming respectively for negative y, and secondly, the
wronskian of Ai (y) and Bi (y) is given by

W[Ai,Bi] := Ai (y)Bi′ (y)−Ai′ (y)Bi (y) = π−1.

Set
K(y, z) := −π {Ai (y)Bi (z)−Ai (z)Bi (y)} ,

and define the integral operators K and K̃ for f ∈ C∞0 (R)

(8.4) K [f ](y) :=

∫ 0

y
K(y, z)f(z)dz ; K̃ [f ](y) :=

∫ y

0
K(−y,−z)f(z)dz.

The function K [f ](y) gives a particular solution to the inhomogeneous equa-
tion

−u′′ + yu = f,

while K̃ [f ](y) gives a particular solution to

−u′′ − yu = f.

Notice that there exists a symmetric property between K and K̃ , namely,

(8.5) K [f ](−y) = K̃ [f̌ ](y),

where f̌(y) = f(−y). Moreover, if ρ ∈ C, then the operators K ρ and K̃ ρ

defined by,
(8.6)

Kρ[f ](y) :=

∫ 0

y
K(y−ρ, z−ρ)f(z)dz ; K̃ρ[f ](y) :=

∫ y

0
K(−y−ρ,−z−ρ)f(z)dz

give solutions to the equations

−u′′ + (y − ρ)u = f ; −u′′ − (y + ρ)u = f,

respectively.

Remark 8.1. Observe that all these constructions remain valid when y
becomes complex, as long as Im y stays bounded. In that case, the integrals
must be taken along any complex curve joining y to 0.
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8.2. Yafaev’s constructions. In this appendix, we recall and extend the
constructions made in [24] for the scalar Schrödinger equation (Pj−E)u = 0.
In [24] such constructions are made for real E only, and they just concern
solutions decaying at infinity. Here, we need to consider complex values of
E and exponentially large or oscillating solutions, too.

We fix x0 ∈ (x∗, 0), and we first treat the case j = 1. For E small enough,
we denote by x1 = x1(E) the only point near 0 where V1 − E vanishes (in
particular, x1(E) = E+O(E2) depends analytically on E). In the particular
case where E is real, we can define as in [24],

(8.7)

ξ1(x;E) =

(
3

2

∫ x

x1(E)

√
V1(t)− E dt

) 2
3

when x ≥ x1;

ξ1(x;E) = −

(
3

2

∫ x1(E)

x

√
E − V1(t) dt

) 2
3

when x0 ≤ x ≤ x1.

Then, it is easy to check that ξ1(x;E) = x − x1(E) + O((x − x1)2) as
x → x1, and that ξ1 depends analytically on x and E for x ∈ (x0,+∞),
E small enough. Since also V1 has a positive limit at +∞, we see that we
can extend analytically ξ1 to a complex neighbourhood of (x0,+∞) × {0}.
Then, ξ1(x) satisfies (ξ′1)2ξ1 = V1−E and Re ξ′1 > 0 everywhere on [x0,+∞).
In particular, when E ∈ Dh(C0) is fixed and x varies in (x0,+∞), then ξ1

describes a smooth complex curve parametrised by x, with Imξ1(x) = O(h)
uniformly. From now on, in order to simplify the notation, we drop the
dependence of ξ1 with respect to E. The result is (see also [24], Theorem
2.5),

Proposition 8.2. Let E ∈ Dh(C0). Then, the equation (P1 − E)u = 0
admits two real-valued solutions u±1,R on R, such that, as x → +∞, (and

uniformly with respect to h > 0 small enough),

u±1,R(x) ∼ (1 +O(h))
h

1
6

√
π

(V1(x)− E)−1/4e
±
∫ x
x1(E)

√
V1(t)−E dt/h

,

and, as h→ 0+,

u−1,R(x) = 2(ξ′1(x))−
1
2 Ai (h−

2
3 ξ1(x))(1 +O(h))

on [x0,+∞) ∩ {Re ξ1(x) ≥ 0};

u−1,R(x) = 2(ξ′1(x))−
1
2 Ai (h−

2
3 ξ1(x)) +O(h(1 + h−2/3|ξ1(x)|)−

1
4 ))

on [x0,+∞) ∩ {Re ξ1(x) ≤ 0};

u+
1,R(x) = (ξ′1(x))−

1
2 Bi (h−

2
3 ξ1(x))(1 +O(h))

on [x0,+∞) ∩ {Re ξ1(x) ≥ 0};

u+
1,R(x) = (ξ′1(x))−

1
2 Bi (h−

2
3 ξ1(x)) +O(h(1 + h−2/3|ξ1(x)|)−

1
4 ))

on [x0,+∞) ∩ {Re ξ1(x) ≤ 0}.

Proof. The proof for u−1,R is the same as in [24], with the difference that, here,

E may be complex. However, since we have ImE = O(h), all the estimates
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in [24] remain valid. Observe, in particular, that when Re ξ1(x) ≥ 0, then

Im (ξ1(x))3/2 = O(h), and thus Ai (h−
2
3 ξ1(x)) 6= 0.

Therefore, let us focus on the construction of u+
1,R. As in [24], Section 3,

setting t := h−2/3ξ1(x) and f(t) := ξ′1(x)
1
2u(x), the equation (P1 −E)u = 0

becomes,

(8.8) −f ′′(t) + tf(t) = R(t)f(t),

with,

(8.9)
R(t) = h4/3p(h2/3t);

p(x) :=
[
(ξ′1(x))−1/2

]′′
(ξ′1(x))−3/2 = O(1 + |ξ1(x)|)−2.

(In the last estimate, we have used the fact that |V ′1(x)|2 + |V ′′1 (x)| = O((1+
|x|)−2), which is a consequence of Assumption (A2) and Cauchy estimates
in Γ.) Defining K as in (8.4), we reduce (8.8) to the Volterra equation,

(8.10) f = Bi +K [Rf ].

Then, a continuous solution of (8.10) will be solution of (8.8), too, and we
expect it to have the right behavior at infinity. Moreover, it is enough to
solve (8.10) separately on Re t ≥ 0 and Re t ≤ 0 (where, in any case, t

remains on the curve Γ := {h−2/3ξ1(x) ; x ∈ [x0,+∞)}).

When Re t ≥ 0, one has Bi (t) 6= 0, and we set g := f/Bi . Then g must be
solution to,

(8.11) g = 1 + Lg,

with,

Lg(t) := π

∫ t

0

(
Ai (t)

Bi (t)
Bi (s)2 −Ai (s)Bi (s)

)
R(s)g(s)ds.

Using the asymptotic behaviours of Ai and Bi at infinity, and the fact that∫∞
0 (1+s)−

1
2 (1+h

2
3 s)−2ds = O(h−

1
3 ), we see that ||L||C0

b (Γ∩{Re t≥0}) = O(h).

Therefore, (8.11) can be solved by iteration on Γ+ := Γ ∩ {Re t ≥ 0}, and
the corresponding solution to (8.10) satisfies,

f = Bi (t)(1 +O(h)) uniformly.

On Γ− := Γ ∩ {Re t ≤ 0}, since t = O(h−2/3) there, and |Ai (s)|+ |Bi (s)| =
O((|1 + |s|)−1/4) between 0 and t, we obtain

(1 + |t|)
1
4 |K [Rf ](t)| = O(h) sup

s∈Γ−

(1 + |s|)
1
4 |f(s)|,

and thus, (8.10) can be solved by iteration there, leading to a solution that
satisfies,

f = Bi (t) +O(h(1 + |t|)−
1
4 ) uniformly.

Moreover, the behaviour at infinity of f is obtained from that of Bi and of
ξ1(x). This completes the proof of the proposition. �
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Remark 8.3. We also see on (8.11) that g′ = O(h(1 + |t|)1/2). This leads
to,

h2/3(u+
1,R)′(x) =(ξ′1(x))

1
2 Bi ′(h−

2
3 ξ1(x))(1 +O(h))

+O(h2/3)(h2/3 + |ξ1(x)|)1/2(ξ′1(x))−
1
2 Bi (h−

2
3 ξ1(x))

on [x0,+∞)∩{Re ξ1(x) ≥ 0}, and similar estimates are valid on [x0,+∞)∩
{Re ξ1(x) ≤ 0}, and for h2/3(u−1,R)′, too. For instance, on [x0,+∞) ∩
{Re ξ1(x) ≤ 0}, one obtains,

(8.12)

h2/3(u+
1,R)′(x) = (ξ′1(x))

1
2 Bi ′(h−

2
3 ξ1(x))

+O(h5/6)(1 + (h2/3 + |ξ1(x)|)−1/4);

h2/3(u−1,R)′(x) = 2(ξ′1(x))
1
2 Ai ′(h−

2
3 ξ1(x))

+O(h5/6)(1 + (h2/3 + |ξ1(x)|)−1/4).

Remark 8.4. Similar constructions can be done on (−∞, x0], leading to
solutions u±1,L with the asymptotic behaviour,

u±1,L(x) ∼ h
1
6

√
π

(V1(x)− E)−1/4e
∓
∫ x
x∗(E)

√
V1(t)−E dt/h

(x→ −∞),

where x∗(E) is the only point near x∗ where V1 − E vanishes.

Now, we treat the case j = 2. Here the situation is a bit different, because
the set where V2 < 0 is unbounded, and also because there is one turning
point only. This actually permits us to directly obtain the asymptotic of the
solutions both at −∞ and at +∞. We denote by x2(E) the unique point
near 0 where V2 − E vanishes, and, when E is real, we set,

(8.13)

ξ2(x;E) =

(
3

2

∫ x

x2(E)

√
E − V2(t) dt

) 2
3

when x ≥ x2;

ξ2(x;E) = −

(
3

2

∫ x2(E)

x

√
V2(t)− E dt

) 2
3

when x ≤ x2.

As before, we extend analytically this definition to complex values of E, and
we have,

Proposition 8.5. Let E ∈ Dh(C0). Then, there exist two real-valued solu-
tions u±2,L to equation (P2−E)u = 0 on R, and two constants a±2 = 1+O(h),
such that,
(8.14)

u±2,L(x) ∼ (1+O(h))
h

1
6

√
π

(V2(x)−E)−1/4e
∓
∫ x
x2(E)

√
V2(t)−E dt/h

(x→ −∞);

(8.15)
1

2
a−2 u

−
2,L(x)± ia+

2 u
+
2,L(x)

∼ (1 +O(h))
h

1
6

√
π

(E − V2(x))−1/4e
∓i
∫ x
x2(E)

√
E−V2(t) dt/h

(x→ +∞),
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uniformly with respect to h > 0 small enough, and,

u−2,L(x) = 2(ξ′2(x))−
1
2 Ǎi (h−

2
3 ξ2(x)) +O(h(1 + h−2/3|ξ2(x)|)−

1
4 ))

on R ∩ {Re ξ2(x) ≥ 0};

u−2,L(x) = 2(ξ′2(x))−
1
2 Ǎi (h−

2
3 ξ2(x))(1 +O(h)) on R ∩ {Re ξ2(x) ≤ 0};

u+
2,L(x) = (ξ′2(x))−

1
2 B̌i (h−

2
3 ξ2(x)) +O(h(1 + h−2/3|ξ2(x)|)−

1
4 ))

on R ∩ {Re ξ2(x) ≥ 0};

u+
2,L(x) = (ξ′2(x))−

1
2 B̌i (h−

2
3 ξ2(x))(1 +O(h)) on R ∩ {Re ξ2(x) ≤ 0},

uniformly as h→ 0+.

Proof. The procedure is the same as for the previous proposition, but this

time, setting f(h−2/3ξ2(x)) := ξ′2(x)
1
2u(x), the equation (P2 − E)u = 0

becomes,

(8.16) f ′′(t) + tf(t) = R(t)f(t),

where R(t) = O(h4/3(1 + h2/3|t|)−2). In the case of u−2,L, we reduce (8.16)
to the Volterra equation,

(8.17) f = Ǎi +
˜̃K [Rf ],

where
˜̃K is defined by,

(8.18)
˜̃K [f ](t) :=

∫ y

−∞
K(−t,−s)f(s)ds.

In that case, we can follow the procedure of [24] on {Re ξ2(x) ≤ 0}, and
obtain a solution with the required asymptotics (at −∞ and for h → 0+).
On the other hand, on Γ+ := {Re ξ2(x) ≥ 0}, we rewrite (8.17) as,

f(t) = Ǎi (t) +

∫ 0

−∞
K(−t,−s)R(s)f(s)ds+ K̃ [Rf ](t),

(where K̃ is as in (8.4)), and the asymptotics at infinity of Ǎi and B̌i give,

K̃ [Rf ](t) = O(h
4
3 ) sup

Γ+

|f |
∫ |t|

0
(1 + |t|)−

1
4 (1 + s)−

1
4 (1 + h

2
3 s)−2ds

= O(h(1 + |t|)−
1
4 ) sup

Γ+

|f |.

In addition, (see also [24], Formula (3.18)), one has,∫ 0

−∞
K(−t,−s)R(s)f(s)ds = O(

h
4
3

(1 + |t|)
1
4

) sup
Γ+

|f |
∫ ∞

0
s−

1
2 (1 + h

2
3 s)−2ds

= O(h(1 + |t|)−
1
4 ) sup

Γ+

|f |.

Thus, (8.17) can be solved by iteration on Γ+, too, and there the solution
satisfies,

f(t) = Ǎi (t) +O(h(1 + |t|)−
1
4 )).

The result for u−2,L follows by taking u−2,L(x) := 2(ξ′2(x))−1/2f(h−2/3ξ2(x)).
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In the case of u+
2,L, we reduce (8.16) to the Volterra equation,

(8.19) f = B̌i + K̃ [Rf ].

First working on {Re t ≤ 0}, the same procedure as for Proposition 8.2
leads to a solution that satisfies f = (1 +O(h))B̌i . Next, on {Re t ≥ 0}, the
result follows exactly as for u−2,L, but this time there is no need to rewrite
the Volterra equation.

The asymptotic of each solution at −∞ follows from that of Ai and Bi , and
the fact that ξ2(x) ∼ cx2/3 at +∞ (with c > 0 constant).

Finally, since Ǎi ± iB̌i do not vanish on R, by setting g := f/(Ǎi ± iB̌i ), we
see (e.g. as in the proof of Proposition 8.2) that there exist two solutions
f± to (8.16) on R+ satisfying f± = (1 + O(h))(Ǎi ± iB̌i ). They give rise
to two solutions v± to (P2 −E)v = 0 (that are conjugated of each other for
real values of E) and by computing their Wronskians with u±2,L, we see that

they are of the form v± = 1
2a
−
2 u
−
2,L ± ia

+
2 u

+
2,L with a±2 = 1 + O(h), so that

(8.15) follows, too. �

Remark 8.6. Here again, estimates on h2/3(u±2,L)′ can also be derived from

the construction (see Remark 8.3).

Remark 8.7. Near infinity, all these constructions extend to a complex
sector in x, with the same asymptotic behaviours as on the real.

Remark 8.8. These constructions can also be adapted to a problem on
R+ (e.g., for radial solutions of a problem in Rn), with potential Vj(r)
(j = 1, 2) behaving like cj/r

α, with cj > 0 constant and 0 ≤ α < 2, as
r → 0+. In this case, −∞ is replaced by r = 0, and the decaying solu-
tions at −∞ become solutions vanishing at 0. Thus, in the construction
of u−j,L (j = 1, 2), it is enough to replace Ǎi (for instance in (8.17)) by a

linear combination Ǎi + αjB̌i , where αj ∈ R is chosen in such a way that

Ǎi (−h−2/3ξj(0)) + αjB̌i (−h−2/3ξj(0)) = 0 (here ξj(r) is the corresponding
change of variable similar to (8.13)), and to use a fundamental solution of

the Airy equation vanishing at −h−2/3ξj(0) (e.g., in (8.18), one must replace

−∞ by −h−2/3ξj(0)). Then the proof proceeds exactly in the same way.

For potentials behaving like cj/r
2 at 0 (with cj = cj(h) > 0), the adaptation

is even simpler since, in that case, ξj(r) → −∞ as r → 0+, so that the
construction remains the same.
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8.3. Formulae.

u+
1,R ∼ (ξ′1)−

1
2 Bi (h−

2
3 ξ1) ∼ Bi (y − ρ)

u−1,R ∼ 2(ξ′1)−
1
2 Ai (h−

2
3 ξ1) ∼ 2Ai (y − ρ)

u+
2,L ∼ (ξ′2)−

1
2 B̌i (h−

2
3 ξ2) ∼ B̌i (y + ρ)

u−2,L ∼ 2(ξ′2)−
1
2 Ǎi (h−

2
3 ξ2) ∼ 2Ǎi (y + ρ)

u+
1,L ∼

1

2
(cos

A
h

)u−1,R − (sin
A
h

)u+
1,R

u−1,L ∼ (sin
A
h

)u−1,R + 2(cos
A
h

)u+
1,R

u+
2,R ∼

√
2eiπ/4(

1

2
u−2,L + iu+

2,L)

u−2,R ∼
1√
2
eiπ/4(

1

2
u−2,L − iu

+
2,L)

W̃(u−j,L, u
+
j,L) ∼ −2

π
; W̃(u−j,R, u

+
j,R) ∼ 2

π

W̃(u−1,L, u
−
1,R) ∼ −4

π
cos
A
h

; W̃(u−2,L, u
−
2,R) ∼ i

√
2

π
ei
π
4

W̃(u±1,L, u
∓
1,R) =

2

π
sin
A
h

W̃(u−2,L, u
+
2,R) ∼ −2i

√
2

π
ei
π
4 ; W̃(u+

2,L, u
−
2,R) ∼ 1

π
√

2
ei
π
4
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