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ABSTRACT
We fit the rotation curves of isolated dwarf galaxies to directly measure the stellar mass–halo
mass relation (M�–M200) over the mass range 5 × 105 � M�/M� � 108. By accounting
for cusp-core transformations due to stellar feedback, we find a monotonic relation with
little scatter. Such monotonicity implies that abundance matching should yield a similar M�–
M200 if the cosmological model is correct. Using the ‘field galaxy’ stellar mass function
from the Sloan Digital Sky Survey (SDSS) and the halo mass function from the � cold
dark matter Bolshoi simulation, we find remarkable agreement between the two. This holds
down to M200 ∼ 5 × 109 M�, and to M200 ∼ 5 × 108 M� if we assume a power-law
extrapolation of the SDSS stellar mass function below M� ∼ 107 M�. However, if instead of
SDSS we use the stellar mass function of nearby galaxy groups, then the agreement is poor.
This occurs because the group stellar mass function is shallower than that of the field below
M� ∼ 109 M�, recovering the familiar ‘missing satellites’ and ‘too big to fail’ problems.
Our result demonstrates that both problems are confined to group environments and must,
therefore, owe to ‘galaxy formation physics’ rather than exotic cosmology. Finally, we repeat
our analysis for a � Warm Dark Matter cosmology, finding that it fails at 68 per cent confidence
for a thermal relic mass of mWDM < 1.25 keV, and mWDM < 2 keV if we use the power-law
extrapolation of SDSS. We conclude by making a number of predictions for future surveys
based on these results.

Key words: galaxies: dwarf – galaxies: irregular – galaxies: kinematics and dynamics – Local
Group – cosmological parameters – dark matter.

1 I N T RO D U C T I O N

The standard �cold dark matter (�CDM) cosmological model
gives an excellent description of the growth of structure in the Uni-
verse, matching the observed temperature fluctuations in the cosmic
microwave background radiation (e.g. Smoot et al. 1992; Planck
Collaboration XVI 2014), the growth of large-scale structure (e.g.
Springel, Frenk & White 2006), the clustering of galaxies (Crocce
et al. 2016), large-scale weak lensing distortions (e.g. Blandford
et al. 1991; Fu et al. 2014), baryon acoustic oscillations (e.g. Blake
& Glazebrook 2003; Eisenstein et al. 2005; Dawson et al. 2013)
and the flux power spectrum of quasar absorption lines (e.g. Croft
et al. 1998; Baur et al. 2016). However, over the past two decades
there have been persistent tensions claimed on small scales inside
galaxy groups and individual galaxies. These include the following.

� E-mail: justin.inglis.read@gmail.com

(i) The ‘missing satellites’ problem: pure dark matter cosmo-
logical simulations of structure formation predict that thousands
of bound dark matter haloes should be orbiting the Milky Way
and Andromeda, yet only a few tens of visible satellites have
been observed to date (e.g. Klypin et al. 1999; Moore et al. 1999;
McConnachie 2012).

(ii) The ‘cusp-core’ problem: these same simulations predict that
the dark matter density distribution within galaxies should be self-
similar and well fitted at the ∼10 per cent level by the ‘NFW’ profile
(Navarro, Frenk & White 1996b):

ρNFW(r) = ρ0

(
r

rs

)−1 (
1 + r

rs

)−2

(1)

where the central density ρ0 and scalelength rs are given by

ρ0 = ρcrit�c3gc/3; rs = r200/c (2)
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gc = 1

log (1 + c) − c
1+c

; r200 =
[

3

4
M200

1

π�ρcrit

]1/3

. (3)

c is the dimensionless ‘concentration parameter’; � = 200 is the
over-density parameter; ρcrit is the critical density of the Universe
today; r200 is the ‘virial’ radius at which the mean enclosed density
is � × ρcrit; and M200 is the ‘virial’ mass within r200.

For over two decades now, the rotation curves of small dwarf and
low surface brightness galaxies have favoured a central constant
density core over the ‘cuspy’ NFW profile described above (e.g. Flo-
res & Primack 1994; Moore 1994; de Blok & Bosma 2002; Kuzio
de Naray & Kaufmann 2011; Oh et al. 2011; Hague & Wilkin-
son 2013).

(iii) The ‘too big to fail’ (TBTF) problem: the central velocity
dispersion of Local Group dwarfs appears to be too low to be con-
sistent with the most massive subhaloes in �CDM (Read et al. 2006;
Boylan-Kolchin, Bullock & Kaplinghat 2011).

The above puzzles could be hinting at physics beyond �CDM,
for example exotic inflation models (e.g. Zentner & Bullock 2002),
or exotic dark matter models (e.g. Moore 1994; Rocha et al. 2013;
Elbert et al. 2015). However, it is important to emphasize that all
of these puzzles arise from a comparison between the observed
Universe and a model �CDM universe entirely devoid of stars and
gas (that we shall refer to from here on as ‘baryons’; e.g. see the
discussion in Pontzen & Governato 2014 and Read 2014). Semi-
analytic models make some attempt to improve on this by painting
stars on to pure dark matter simulations (e.g. Baugh 2006). However,
implicit in such analyses is an assumption that the distribution of
dark matter is unaltered by the process of galaxy formation. It is
becoming increasingly likely that this assumption is poor, especially
within group environments and on the scale of tiny dwarf galaxies.

Navarro, Eke & Frenk (1996a) were the first to suggest that dark
matter could be collisionlessly heated by impulsive gas mass loss
driven by supernova explosions. They found that, for reasonable ini-
tial conditions corresponding to isolated dwarf galaxies, the effect
is small (see also Gnedin & Zhao 2002). However, Read & Gilmore
(2005) showed that the effect can be significant if star formation pro-
ceeds in repeated bursts, gradually grinding a dark matter cusp down
to a core. There is mounting observational evidence for such bursty
star formation (Leaman et al. 2012; Weisz et al. 2012a; Teyssier
et al. 2013; Kauffmann 2014; McQuinn et al. 2015), while the
physics of such ‘cusp-core transformations’ is now well-understood
(Pontzen & Governato 2012; Pontzen et al. 2015, and for a review
see Pontzen & Governato 2014). The latest numerical simulations
that resolve the effect of individual supernovae explosions are sub-
stantially more predictive (e.g. Chan et al. 2015; Oñorbe et al. 2015;
Read, Agertz & Collins 2016a, hereafter R16a); these demonstrate
that dark matter cores are an unavoidable prediction of �CDM (with
baryons) for all low-mass dwarf galaxies, so long as star formation
proceeds for long enough.1

However, there remains a debate in the literature over the effi-
ciency of star formation in low-mass haloes. Di Cintio et al. (2014),
Chan et al. (2015) and Tollet et al. (2016) find insufficient star forma-
tion to excite cusp-core transformations below M200 ∼ 1010 M�;

1 Two recent studies have claimed that dark matter cores do not form at
any mass scale (Sawala et al. 2016b; Zhu et al. 2016). However, both of
these used simulations with a ‘cooling floor’ of 104 K, meaning that they are
unable to resolve the clumpy interstellar medium. Resolving this is crucial
for exciting cusp-core transformations, as explained in Pontzen & Governato
(2012).

Madau, Shen & Governato (2014) find that core formation pro-
ceeds in M200 ∼ 109 M� dwarfs; and R16a find that core formation
proceeds ‘all the way down’ to halo masses ∼108 M�. These
differences owe in part to resolution. R16a have a typical spatial
resolution of 4 pc for their isolated dwarfs, with a stellar and dark
matter particle mass resolution of ∼250 M�. This allows them to
resolve the � 500 pc size cores that form in their M200 � 109 M�
dwarfs. Such small cores cannot be captured by the Di Cintio et al.
(2014) and Tollet et al. (2016) simulations that have a spatial reso-
lution of ∼ 80–100 pc. However, Chan et al. (2015) have a spatial
resolution of ∼30 pc for their 109 M� dwarf, yet they find that
no significant dark matter core forms. This owes to a second key
difference between these studies: the treatment of reionization. In
R16a, reionization is not modelled and so star formation is allowed
to proceed unhindered at very low halo mass. In all of the other
studies, some model of reionization heating is included. But the
mass scale at which reionization begins to suppress star forma-
tion, Mreion, remains controversial. Some recent simulations favour
a high Mreion ∼ 1010 M� (e.g. Chan et al. 2015; Tollet et al. 2016),
while others favour a much lower Mreion ∼ 5 × 108 M� (Gnedin
& Kaurov 2014), consistent with the assumption of no reionization
in R16a. Observationally, the continuous low star formation rate
of nearby dwarf irregular galaxies (dIrrs) appears to favour a low
Mreion (Ricotti 2009; Weisz et al. 2012b, and see the discussion in
R16a). We will discuss Mreion further in Section 6.7.

Despite the differences in Mreion, all of the above studies find
that when dark matter cores do form, they are of a size of approxi-
mately the projected half stellar mass radius (R1/2). Such cores are
dynamically important by construction because they alter the dark
matter distribution precisely where we can hope to measure it using
stellar kinematics (R16a). They also have important effects beyond
just the internal structure of galaxies. Cored dwarfs are much more
susceptible to tidal shocking and stripping on infall to a larger
host galaxy (e.g. Read et al. 2006; Peñarrubia et al. 2010; Brooks
et al. 2013). This aids in the morphological transformation of dwarfs
from discs to spheroids (Mayer et al. 2001a; Łokas, Kazantzidis
& Mayer 2012; Kazantzidis, Łokas & Mayer 2013), and physi-
cally reshapes the dark matter halo mass function within groups
(Peñarrubia et al. 2010; Zolotov et al. 2012; Brooks et al. 2013;
Wetzel et al. 2016, and see the discussion in R16a).

Using simulations of isolated dwarfs at a spatial and mass reso-
lution of ∼4 pc and ∼250 M�, respectively, R16a derived a new
‘CORENFW’ fitting function that describes cusp-core transforma-
tions in �CDM over the mass range 108 � M200/M� � 1010 (see
equation 6). In Read et al. (2016b) (hereafter R16b), we showed
that this gives a remarkable match to the rotation curves of four iso-
lated dIrrs, using just two free fitting parameters: M200 and c [that
take on the same meaning as in equation (1) for the NFW profile].
In particular, using mock data, we demonstrated that if the data are
good enough (i.e. if the dwarfs are not face-on, starbursting and/or
of uncertain distance) then we are able to successfully measure both
M200 and c within our quoted uncertainties.

In this paper, we apply the rotation curve fitting method described
in R16b to 19 isolated dwarf irregulars (dIrrs) to measure the stellar
mass–halo mass relation M�–M200|rot over the stellar mass range
5 × 105 � M�/M� � 108. We then compare this with the stellar
mass–halo mass relation obtained from ‘abundance matching’: M�–
M200|abund to arrive at a comparatively clean test of our current
cosmological model.

This paper is organized as follows. In Section 2, we show how
the comparison between M�–M200|rot and M�–M200|abund constitutes
a rather clean cosmological probe at the edge of galaxy formation.
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In Section 3, we describe our data compilation of rotation curves,
stellar masses and stellar mass functions. In Section 4, we briefly
review our rotation curve fitting method that is described and tested
in detail in R16b. In Section 5, we present the results from applying
our rotation curve fitting method to 19 isolated dIrrs in the field
(the individual fits and fitted parameters are reported in Table 2
and Appendix A). In Section 6, we discuss the implications of our
results and their relation to previous works in the literature. Finally,
in Section 7 we present our conclusions.

2 A C L E A N C O S M O L O G I C A L P RO B E AT T H E
E D G E O F G A L A X Y F O R M AT I O N

In this paper, we test cosmological models by comparing the stel-
lar mass–halo mass relation derived from galaxy rotation curves
(M�–M200|rot) with the mean stellar mass–halo mass relation de-
rived from ‘abundance matching’ (M�–M200|abund). The idea in
itself is not new. For example, Moster et al. (2010) compare
M�–M200|abund in �CDM with the stellar mass–halo mass relation
derived from galaxy–galaxy lensing, finding good agreement. How-
ever, most studies to date have focused on the high mass end of
this relation where the differences between �CDM and alternative
cosmologies like � Warm Dark Matter (�WDM) are small (e.g.
Cacciato et al. 2009; Shan et al. 2015; and see Fig. 3). More re-
cently, Pace (2016, hereafter P16) and Katz et al. (2017) have used
the baryon-influenced mass models from Di Cintio et al. (2014) to
fit rotation curves and measure M200 and c for a large sample of
dwarfs, comparing their results with abundance matching predic-
tions. We will compare and contrast our analysis with these studies
in Section 6. However, what is new to this paper are the following
key ingredients: (i) we focus on building a particularly clean sam-
ple of rotation curves, derived in a consistent manner and with a
state-of-the-art technique 3DBAROLO (Di Teodoro & Fraternali 2015;
Iorio et al. 2016); (ii) we perform our comparison at M� � 108 M�,
maximizing the constraints on cosmological models; and (iii) we
make use of a new predictive CORENFW profile for the dark matter
distribution on these mass scales that accounts for cusp-core trans-
formations due to stellar feedback (R16a; R16b). In the remainder
of this section, we discuss in detail how our cosmological test works
and why it is particularly clean.

Classical abundance matching relies on a key assumption that
galaxy stellar masses are monotonically related to dark matter
halo masses (Vale & Ostriker 2004). Armed with this, galaxies
are mapped to dark matter haloes of the same cumulative number
density, providing a statistical estimate of M�–M200|abund for a given
cosmological model. Thus, by comparing this M�–M200|abund with
M�–M200|rot, we arrive at a comparatively clean cosmological probe
of structure formation on small scales. The probe is clean because
it relies only on the following theoretical ingredients.

(i) A monotonic relation between stellar mass and halo mass.
We will directly test this with our measurement of M�–M200|rot in
Section 5.2.

(ii) The dark matter halo mass function. This is readily calcu-
lated for a given cosmological model using cosmological sim-
ulations (e.g. Dehnen & Read 2011; Klypin, Trujillo-Gomez &
Primack 2011).

(iii) A robust prediction of the internal dark matter distribution
in dIrrs ρdm(r), for a given cosmological model. This is required
in order to measure M200 from rotation curve data to obtain M�–
M200|rot. In Section 5.1 we show that while our CORENFW dark
matter density profile gives a significantly better fit to our sample
of rotation curves than the NFW profile, we are not particularly

Table 1. Cosmological parameters assumed in this
work. From top to bottom, these are: the Hubble pa-
rameter, the ratio of matter and dark energy density
to the critical density, the ‘tilt’ of the power spectrum,
and the amplitude of the power spectrum on a scale of
8h−1 Mpc (see e.g. Peacock 1999, for a full definition
of these). These parameters are chosen to match those
used in the Bolshoi simulation (Klypin et al. 2011)
and give a good description of the latest cosmological
data (see the discussion in Klypin et al. 2011).

Cosmological parameter Value

Hubble h 0.7
�M 0.27
�� 0.73
Tilt n 0.95
σ 8 0.82

sensitive to this choice so long as ρdm → ρNFW (see equation 1) for
r > R1/2.

Armed with the above theory ingredients, our probe relies solely
on observational data: rotation curves for dwarf galaxies with well-
measured inclination and distance, and no evidence of a recent star-
burst (see R16b); stellar masses derived from SED model fitting2;
and a good measure of the stellar mass function of galaxies.

For our abundance matching, we use as default the stellar mass
function from Sloan Digital Sky Survey (SDSS) that reaches down
to M� ∼ 107 M� (Blanton et al. 2005; Baldry, Glazebrook &
Driver 2008; Behroozi, Conroy & Wechsler 2010; Behroozi, Wech-
sler & Conroy 2013) and the halo mass function from the �CDM
‘Bolshoi’ simulation that is accurate to M200 ∼ 1010 M� (Klypin
et al. 2011; the cosmological parameters assumed by this simulation
are reported in Table 1). Below these mass scales, we use power-
law extrapolations. We compare the SDSS stellar mass function to
those derived in Read & Trentham (2005) (hereafter RT05), GAMA
(Baldry et al. 2012) and zCOSMOS (Giodini et al. 2012) in Fig. 1.
The survey data are described in Section 3.2, while we explore
reasons for their different faint end slopes in Section 5.3.

In addition to testing a �CDM cosmology, we explore an effec-
tive � ‘warm’ dark matter cosmology (�WDM). This corresponds
to a dark matter particle that is relativistic for some time after decou-
pling in the early Universe, leading to a suppression in the growth
of structure on small scales and at early times (e.g. Avila-Reese
et al. 2001; Bode, Ostriker & Turok 2001). We describe this model
in detail in Section 5.5.

3 TH E DATA

3.1 The rotation curve sample

We compile H I data for 19 isolated dIrrs over the mass range 5 × 105

� M�/M� � 108 from Weldrake, de Blok & Walter (2003) and Oh
et al. (2015), and stellar mass and surface density data from Zhang
et al. (2012). Our sample selection, which primarily comprises a
subset of Little THINGS galaxies, is discussed in detail in Iorio et al.
(2016) and R16b. We exclude galaxies that are known to have very

2 Note that such stellar masses are theoretically derived quantities, not
directly measured from the data. However, this critique applies equally to
the stellar masses derived for M�–M200|rot and M�–M200|abund. As such, the
comparison between these two should not be sensitive to the details of our
stellar mass modelling, so long as we are consistent.
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Figure 1. Galaxy stellar mass functions compiled from the literature. The
blue data points show the stellar mass function from SDSS (Behroozi
et al. 2013), the black data points show the group stellar mass function
from RT05, the red data points show the stellar mass function from GAMA
(Baldry et al. 2012) and the magenta data points show the stellar mass
functions from zCOSMOS field galaxies over the redshift range z=0.2–0.4
(circles) and from X-ray selected groups (diamonds; Giodini et al. 2012 and
see Section 3 for further details). The green tracks show a non-parametric fit
to the SDSS stellar mass function, where the upper and lower tracks encom-
pass the 68 per cent confidence intervals of the data. Below M� = 108 M�
we assume a power law with logarithmic slope α = 1.6.

low inclination (for which the rotation curve extraction can become
biased; R16b), four Blue Compact Dwarfs and any galaxy for which
there is no published stellar mass profile. This leaves about half of
the full Little THINGS sample. Iorio et al. (2016) show that this
subset is representative of the full Little THINGS survey in terms
of its distribution of distances, absolute magnitudes, star formation
rate densities and baryonic masses.

In addition, we include two galaxies which do not have gaseous
rotation curves: the isolated dwarf irregular Leo T and the Milky
Way dwarf spheroidal galaxy Carina. We estimate M200 for Leo T by
direct comparison to the simulations in R16a. There, we showed that
Leo T gave a poor match to our M200 = 108 M� and M200 = 109 M�
simulations, but an excellent match to the photometric light profile,
star formation history, stellar metallicity distribution function and
star/gas kinematics of our M200 = 5 × 108 M� simulation. From
this comparison, we estimate M200, LeoT = 3.5 − 7.5 × 108 M�
(see Table 2). (A similar analysis for the Aquarius dwarf yields a
mass M200 ∼ 109 M� in good agreement with its rotation curve
derived value; see Table 2.) For Carina, we use the pre-infall ‘tidal
mass estimate’ from Ural et al. (2015). This is derived by directly
fitting N-body simulations of Carina tidally disrupting in the halo
of the Milky Way to data for the positions and velocities of ‘extra-
tidal’ stars reported in Muñoz et al. (2006). Leo T is interesting
because it is the lowest mass dwarf discovered to date with ongoing
star formation (Ryan-Weber et al. 2008). In R16a, we argued that its
lack of a visible H I rotation curve owes to it having a low inclination
(i < 20◦). Carina is interesting because, despite its close proximity
to the Milky Way, it has continued to form stars for almost a Hubble

time (though with notable bursts; de Boer et al. 2014). We use
Carina to discuss at what mean orbital distance from the Milky Way
environmental effects start to play an important role, driving scatter
in the M�–M200|rot relation (Section 6).

All of the data are summarized in Table 2, including our derived
model fitting parameters. We describe our methodology for extract-
ing the rotation curves from the H I data cubes and fitting model
rotation curves in Section 4.

3.2 The stellar mass functions

We take the SDSS stellar mass function from Behroozi et al. (2013),
which was originally obtained by Baldry et al. (2008). The uncer-
tainty on the stellar mass is comparable to our assumed uncertainty
for the isolated dwarf galaxy sample described above of ∼25 per
cent (Oh et al. 2015), making the comparison between the stellar
masses in Behroozi et al. (2013) and those taken from Zhang et al.
(2012) entirely reasonable.

In Fig. 1, we compare the SDSS stellar mass function (blue data
points) with those derived by RT05 (black data points; hereafter
RT05); GAMA (red data points; Baldry et al. 2012) and zCOSMOS
(magenta data points; Giodini et al. 2012).

The SDSS stellar mass function is derived from the Blanton et al.
(2005) survey of low-luminosity galaxies (Baldry et al. 2008). This
is complete to a stellar mass of M� ∼ 2 × 107 M� over a volume of
∼2 × 106 Mpc3. The GAMA stellar mass function is derived from
about a tenth of the SDSS survey volume (∼2 × 105 Mpc3), and
is complete to a stellar mass of M� ∼ 108 M�. Due to its smaller
survey volume, its stellar mass function is more prone to cosmic
variance (Blanton et al. 2005; Driver et al. 2011). The zCOSMOS
survey covers a small 1.7 deg2 patch of the sky, but to much higher
redshift (Lilly et al. 2007). Here, we use the lowest redshift range
0.2 < z < 0.4 that corresponds to a volume similar to that of the
GAMA survey (∼1.8 × 105 Mpc3), complete down to a stellar mass
of M� ∼ 4 × 108 M� (Giodini et al. 2012). The full zCOSMOS
sample is split into a ‘field’ population (magenta circles) and X-ray
selected groups (magenta diamonds), both over the redshift range
0.2 < z < 0.4. Since group environments are more dense on average,
we renormalize the X-ray selected groups from Giodini et al. (2012)
to match SDSS at M� = 1010 M�. Finally, we consider the stellar
mass function from RT05. At M� � 109 M�, this is taken from
SDSS (Blanton et al. 2001, 2003); at lower stellar mass it comes
from the Trentham & Tully (2002) catalogue of five nearby groups,
including the Local Group (see Trentham, Sampson & Banerji 2005
for details of how these surveys are sewn together). The Trentham &
Tully (2002) group catalogue is derived from deep mosaic surveys
that are complete to a stellar mass of M� ∼ 106 M�, but cover a
tiny volume as compared to SDSS of just ∼5 Mpc3.

As can be seen in Fig. 1, all of these different stellar mass func-
tions agree within their uncertainties above M� ∼ 109 M�. How-
ever, at lower stellar masses there is a striking divergence between
all of them bar SDSS and the zCOSMOS field stellar mass function
that are in good agreement. We discuss this further, and the possible
reasons for it, in Section 5.3.

4 E X T R AC T I N G A N D M O D E L L I N G DWA R F
G A L A X Y ROTAT I O N C U RV E S

4.1 Extracting rotation curves from H I data cubes

Our rotation curves are derived from H I data cubes (Weldrake
et al. 2003; Oh et al. 2015) using the publicly available software
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3DBAROLO (Di Teodoro & Fraternali 2015). 3DBAROLO fits tilted-ring
models directly to the data cube by building artificial 3D data
and minimizing the residuals, without explicitly extracting velocity
fields (as in e.g. Oh et al. 2015). This ensures full control of the
observational effects and, in particular, a proper account of beam
smearing that can strongly affect the derivation of the rotation veloc-
ities in the inner regions of dwarf galaxies (see e.g. Swaters 1999).
3DBAROLO was extensively tested on mock data in R16b and shown
to give an excellent recovery of the rotation curve so long as the
best-fitting inclination angle was ifit > 40◦. The final rotation curves
were corrected for asymmetric drift, as described in R16b and Iorio
et al. (2016). The detailed description of the data analysis, including
comments on individual galaxies, are presented in those papers.

4.2 The mass model

We use the same mass model as described in detail in R16b. Briefly,
we decompose the circular speed curve into contributions from
stars, gas and dark matter:

v2
c = v2

∗ + v2
gas + v2

dm, (4)

where v� and vgas are the contributions from stars and gas, respec-
tively, and vdm is the dark matter contribution. We assume that both
the stars and gas are well-represented by exponential discs:

v2
∗/gas = 2 GM∗/gas

R∗/gas
y2 [I0(y)K0(y) − I1(y)K1(y)] (5)

where M�/gas is the mass of the star/gas disc, respectively; R�/gas

is the exponential scalelength; y = R/M�/gas is a dimensionless
radius parameter; and I0, I1, K0 and K1 are Bessel functions (Binney
& Tremaine 2008). We fix the values of R� and Rgas in advance
of running our Markov Chain Monte Carlo (MCMC) models (see
Section 4.3). All values used are reported in Table 2.

For the dark matter profile, we use the CORENFW profile from
R16a:

McNFW(< r) = MNFW(< r)f n (6)

where MNFW( < r) is the usual NFW enclosed mass profile (Navarro
et al. 1996b):

MNFW(< r) = M200gc

[
ln

(
1 + r

rs

)
− r

rs

(
1 + r

rs

)−1
]

(7)

and M200, c, rs, gc, ρcrit and � = 200 are as in equation (1).
The function fn generates a shallower profile below a core radius

rc:

f n =
[

tanh

(
r

rc

)]n

(8)

where the parameter 0 < n ≤ 1 controls how shallow the core
becomes (n = 0 corresponds to no core; n = 1 to complete core
formation). The parameter n is tied to the total star formation time3

tSF:

n = tanh(q); q = κ
tSF

tdyn
(9)

3 More precisely, the total duration of star formation, not to be confused
with the star formation depletion time-scale tdep = �gas/�SFR (e.g. Bigiel
et al. 2011).

where tdyn is the circular orbit time at the NFW profile scale radius
rs:

tdyn = 2π

√
r3

s

GMNFW(rs)
(10)

and κ = 0.04 is a fitting parameter (see R16a). For the isolated
dwarfs that we consider here, we assume tSF = 14 Gyr such that
they have formed stars continuously for a Hubble time. For this
value of tSF, n ∼ 1 and we expect the dwarfs to be maximally cored.

The core size is set by the projected half stellar mass radius of
the stars R1/2:

rc = ηR1/2 (11)

where, for an exponential disc, R1/2 = 1.68R�. By default, we as-
sume that the dimensionless core size parameter η = 1.75, since
this gives the best match to the simulations in R16a. However, as
discussed in R16a, there could be some scatter in η due to varying
halo spin, concentration parameter and/or halo assembly history. We
explore our sensitivity to η in Appendix B where we perform our
rotation curve fits using a flat prior on η over the range 0 < η < 2.75
(the upper bound on the η prior is set by energetic arguments;
see Appendix B for details). This allows both no core (η = 0),
corresponding to an NFW profile, and substantially larger cores
than were found in the R16a simulations. In Appendix B, we show
that the NFW profile (η = 0) is disfavoured at >99 per cent con-
fidence, reaffirming the well-known cusp-core problem (see Sec-
tion 1). However, as we showed for WLM in R16b, η is otherwise
poorly constrained (though consistent with our default choice of
η = 1.75). Allowing η to vary slightly increases our errors on M200

but is otherwise benign. This is because M200 is set by the outer-
most bins of the rotation curve where in many cases it begins to
turn over and become flat. Indeed, in Section 5.1, we show that
demanding an NFW profile leads to a poor rotation curve fit, but
little change in our derived halo masses. This demonstrates that so
long as the dark matter density profile ρdm approaches the NFW
form for r > R1/2, our measurements of M200 are not sensitive to
our particular CORENFW parametrization of ρdm.

4.3 Fitting the mass model to data and our choice of priors

We fit the above mass model to the data using the EMCEE affine
invariant MCMC sampler from Foreman-Mackey et al. (2013). We
assume uncorrelated Gaussian errors such that the Likelihood func-
tion is given by L = exp(−χ2/2). We use 100 walkers, each gen-
erating 1500 models and we throw out the first half of these as a
conservative ‘burn in’ criteria. We explicitly checked that our re-
sults are converged by running more models and examining walker
convergence. All parameters were held fixed except for the dark
matter virial mass M200, the concentration parameter c, and the to-
tal stellar mass M�. We assume a flat logarithmic prior on M200 of
8 < log10[M200/M�] < 11, a flat linear prior on c of 14 < c < 30
and a flat linear prior on M� over the range given by stellar pop-
ulation synthesis modelling, as reported in Table 2. For the mock
simulation data and the real data, we assume an error on M� of
25 per cent unless a larger error than this is reported in the literature
(Zhang et al. 2012; Oh et al. 2015). The generous prior range on c
is set by the cosmic mean redshift z = 0 expectation value of c at
the extremities of the prior on M200 (Macciò et al. 2007). In R16b,
we showed that our results are not sensitive to this prior choice.
For each galaxy, we fit data over a range [Rmin, Rmax] as reported in
Table 2, where ‘−’ means that Rmax was set by the outermost data
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The stellar mass-halo mass relation of dIrrs 2025

point. Rmin is marked by thin vertical lines on the individual rotation
curve fits reported in Appendix A. For most galaxies, Rmin = 0. It is
only non-zero where the innermost rotation curve is affected by an
expanding H I bubble (see R16b for further details). In Appendix B,
we explore allowing the core size parameter η (equation 11) to vary
also in the fits.

4.4 Tests on mock data and the exclusion of ‘rogues’

Our ability to measure M200 and c from mock rotation curve data
was extensively tested in R16b. There, we showed that there are
three key difficulties that can lead to systematic biases. First, we
must account for cusp-core transformations due to stellar feedback
if we wish to obtain a good fit to the rotation curve inside R1/2.
We account for this by using our CORENFW profile (Section 4.2).
Secondly, our simulated dwarfs continuously cycle between qui-
escent and ‘starburst’ modes that cause the H I rotation curve to
fluctuate. This can lead to a systematic bias on M200 of up to half
a dex in the most extreme cases. However, this disequilibrium can
be readily identified by the presence of large and fast-expanding
(� 20–30 km s−1) H I superbubbles in the ISM. Thirdly, low incli-
nation galaxies, particularly if also undergoing a starburst, can be
difficult to properly inclination correct. Using mock H I data cubes,
we found that 3DBAROLO can return a systematically low inclination
if ifit � 40◦. For this reason, if 3DBAROLO returns an inclination of
ifit < 40◦, we marginalize over i in our fits assuming a flat prior over
the range 0◦ < i < 40◦. We call such galaxies ‘inclination Rogues’
or i-Rogues and we discuss them in Appendix B. (We find that five
of our 19 dIrrs are i-Rogues.)

Two galaxies – DDO 216 (Pegasus) and NGC 1569 – have highly
irregular rotation curves. For Pegasus, this owes to the limited radial
extent of its rotation curve that does not extend beyond R1/2. For
NGC 1569, its inner rotation curve is shallower than required to
support even its stellar mass, indicating that it is far from equilib-
rium. This is further supported by the presence of large and fast-
expanding H I holes (see R16b, Table 2 and Johnson et al. 2012)
and the fact that it is classified as a ‘Blue Compact Dwarf’, with
a very recent starburst some ∼40 Myr ago (McQuinn et al. 2010).
[Indeed, Lelli, Verheijen & Fraternali (2014) classify it as having a
‘kinematically disturbed H I disc’ and do not attempt to derive its
rotation curve.] From a more theoretical standpoint, R16b and more
recently El-Badry et al. (2017) show that starbursts are expected to
drive exactly the sort of disequilibrium seen in NGC 1569. For
these reasons, we exclude these two ‘disequilibrium rogues’ from
further analysis from here on. For completeness, we report their
best-fitting M200 and c in Table 2 and we show their rotation curve
fits in Appendix A.

Finally, one galaxy – DDO 101 – has a very uncertain distance;
we refer to this galaxy as a ‘distance Rogue’. We discussed DDO
101 in detail in R16b, showing that for a distance of ∼12 Mpc it
can be well fitted by a CORENFW dark matter halo. We consider
its position on the M�–M200|rot relation alongside the i-Rogues in
Appendix B.

5 RESULTS

5.1 The rotation curve fits

In Fig. 2, we show three example rotation curve fits for CVnIdwA,
WLM and NGC 6822, chosen to span the range of stellar masses in
our full sample (see Table 2). (We show the full sample, including
the ‘rogues’, in Appendix A.) The black contours show the median

(black), 68 per cent (dark grey) and 95 per cent (light grey) confi-
dence intervals of our fitted rotation curve models (see Section 4.2).
The vertical green dashed line shows the projected stellar half light
radius R1/2. The thin vertical black line marks the inner data point
used for the fit, Rmin (where this is not marked Rmin = 0). The blue
and green lines show the rotation curve contribution from stars and
gas, respectively. The top three panels of Fig. 2 show fits using the
CORENFW profile, the bottom three using an NFW profile, where we
set Rmin to ensure that the outer rotation curve is well fitted (see
Section 4 for details of our fitting methodology and priors).

As can be seen in Fig. 2, in all three cases the CORENFW profile
provides an excellent fit to the data, while the NFW profile gives
a poor fit, reaffirming the longstanding ‘cusp-core’ problem (see
Section 1). The good fits that we find when using the CORENFW
profile are particularly striking since, like the NFW profile, it has
only two free parameters: M200 and c (see Section 4.2). How-
ever, despite the NFW profile giving a poor fit to the rotation curve
shape, the NFW-derived M200 are actually in good agreement with
those from our CORENFW fits. For NGC 6822, we find M200,NFW =
2.0+0.13

−0.2 × 1010 M�; for WLM, M200,NFW = 5.2+2.1
−1.2 × 109 M�;

and for CVnIdwA, M200,NFW = 0.79+0.5
−0.3 × 109 M�. These agree,

within our 68 per cent confidence intervals, with the CORENFW
values reported in Table 2.

The above demonstrates that the CORENFW profile is important
for obtaining a good fit to the rotation curve shape inside ∼R1/2;
however it is not critical for measuring M200. What matters for
measuring M200 is that the dark matter density profile approaches
the NFW form for r > R1/2 (as is the case for the CORENFW profile
by construction). Since there is not enough integrated supernova
energy to unbind the dark matter cusp on scales substantially larger
than R1/2 (see e.g. Peñarrubia et al. 2012; R16a and Section 6), this
demonstrates that our results for M200 are robust to the details of
stellar feedback-induced dark matter heating. We confirm this in
Appendix B, where we show that allowing the dark matter core size
to vary freely in the fits slightly inflates the errors on M200, but does
not otherwise affect our results.

5.2 The stellar mass–halo mass relation of isolated field dwarfs

In Fig. 3, we plot the stellar mass–halo mass relation of the 11
‘clean’ isolated dIrrs listed in Table 2, as derived from their H I

rotation curves (see Section 4). For our ‘clean’ sample, we include
all galaxies with inclination ifit > 40◦, well-measured distance and
no obvious signs of disequilibrium (see Section 4.4). The individual
rotation curves for these galaxies are reported in Appendix A. There,
we also show the rotation curves for the ‘rogues’ that did not make
the above cut (see Table 2). In addition, in Fig. 3 we plot two
galaxies that do not have H I rotation curves: the isolated dwarf
irregular Leo T (red diamond) and the Milky Way dwarf spheroidal
galaxy Carina (black triangle). We estimate M200 for Leo T by direct
comparison to the simulations in R16a (see Section 3 and Table 2);
for Carina, we use the pre-infall ‘tidal mass estimate’ from Ural
et al. (2015). We discuss Carina further in Section 6.5. Overplotted
in Fig. 3 are M�–M200|abund calculated from abundance matching in
�CDM using the SDSS field stellar mass function (solid blue lines)
and the RT05 stellar mass function of nearby groups (red shaded
region). We discuss these in Section 5.4.

Notice from Fig. 3 that the isolated dwarfs show remarkably
little scatter, defining a monotonic line in M�–M200|rot space within
their 68 per cent confidence intervals. Such monotonicity is a key
assumption of abundance matching and Fig. 3 demonstrates that
this assumption is empirically justified, at least for the sample
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Figure 2. Rotation curve fits for three example galaxies: CVnIdwA, WLM and NGC 6822, chosen to span the range of stellar masses in our full sample
(see Table 2). We show the full sample, including the ‘rogues’, in Appendix A. The black contours show the median (black), 68 per cent (dark grey) and
95 per cent (light grey) confidence intervals of our fitted rotation curve models (see Section 4.2). The vertical green dashed line shows the projected stellar half
light radius R1/2. The thin vertical black line marks the inner data point used for the fit, Rmin (where this is not marked Rmin = 0). The blue and green lines
show the rotation curve contribution from stars and gas, respectively. The top three panels show fits using our CORENFW profile that accounts for cusp-core
transformations due to stellar feedback (see Section 4.2). These give an excellent fit to the rotation curve shape in all three cases. The bottom three panels
show fits using an NFW profile, where we set Rmin to ensure that the outer rotation curve is well fitted. This gives a much poorer fit to the rotation curve shape,
reaffirming the longstanding ‘cusp-core’ problem.

of isolated dIrrs that we consider here. There is, however, one
significant outlier, DDO 154. We discuss this interesting galaxy
further in Section 6.

5.3 The stellar mass function in groups and in the field

In this section, we compare four stellar mass functions taken from
the literature, as reported in Fig. 1. The blue data points show the
stellar mass function from SDSS (Behroozi et al. 2013), the red
data points from GAMA (Baldry et al. 2012), the black data points
from RT05 and the magenta data points from zCOSMOS (Giodini
et al. 2012). (See Section 3 for a description of these surveys.)
The green tracks show a non-parametric fit to the SDSS stellar
mass function, where the upper and lower tracks encompass the
68 per cent confidence intervals of the data. Below M� = 108 M�,
we fit a single power law to the SDSS data and use this to extrapolate
to lower stellar mass. As in Baldry et al. (2008), we find a best-fitting
logarithmic slope of α = 1.6, where dN/dM|M∗<108 M� ∝ M−α .

5.3.1 Evidence for a shallower group stellar mass function below
M� ∼ 109 M�
First, notice that below M� ∼ 109 M� the SDSS and RT05 stel-
lar mass functions diverge, with the RT05 mass function becoming

substantially shallower. This difference has been noted previously
in the literature (e.g. Baldry et al. 2008) but to date has remained
unexplained. Here, we suggest that it owes to an environmental
dependence. The RT05 stellar mass function was built using a com-
pilation of SDSS data at the bright end, and the luminosity function
of the Trentham & Tully (2002) local groups catalogue at the faint
end (see Section 3.2). Thus, by construction, below M� ∼ 109 M�
RT05 measured the stellar mass function of nearby galaxy groups.
Indeed, we find further evidence for this from the zCOSMOS sur-
vey. Giodini et al. (2012) split the zCOSMOS stellar mass func-
tion into a ‘field galaxy’ sample (Fig. 1; magenta circles) and an
X-ray selected group sample (magenta diamonds) over the redshift
range z = 0.2–0.4. As can be seen in Fig. 1, the zCOSMOS stel-
lar mass functions are only complete down to M� ∼ 4 × 108 M�
(see Section 3) but nonetheless, at this mass scale, there is a sta-
tistically significant bifurcation between the zCOSMOS field and
group samples that matches that seen in SDSS and RT05.

There are two key challenges involved in comparing zCOSMOS
with RT05 and SDSS. First, the redshift range of the surveys is
different (see Section 3). However, this is not a significant effect
since the stellar mass function is known to be almost constant out
to z = 0.5 (Behroozi et al. 2013). (Indeed, we find no difference
between the zCOSMOS field stellar mass function (magenta circles)
and that of SDSS (blue data points) down to M� ∼ 4 × 108 M�.)
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Figure 3. The stellar mass–halo mass relation of 11 isolated dIrr galaxies,
derived from their H I rotation curves (M�–M200|rot), and two galaxies that
do not have H I rotation curves: the isolated dwarf irregular Leo T (diamond)
and the Milky Way dwarf spheroidal galaxy Carina (black triangle). (The
masses of these two galaxies are derived as described in Section 3.) All
data are reported in Table 2. Overplotted are M�–M200|abund calculated from
abundance matching in �CDM using the SDSS field stellar mass function
(solid blue lines) and the RT05 stellar mass function of nearby groups (red
shaded region). The lines are dashed where they rely on a power-law extrap-
olation of the SDSS stellar mass function below M� ∼ 107 M�. Notice that
M�–M200|abund (blue lines) gives a remarkable match to M�–M200|rot (purple
data points) down to M200 ∼ 5 × 109 M�, and M200 ∼ 5 × 108 M� if we
use the power-law extrapolation of the SDSS stellar mass function (dashed
lines). However, M�–M200|abund derived from the stellar mass function of
nearby galaxy groups (red shaded region) gives a poor match.

Secondly, the definition of a ‘group’ differs. The Giodini et al.
(2012) groups are selected based on co-added XMM and Chandra
X-ray images, using a wavelet method to detect extended emission
(Finoguenov et al. 2007). In this way, they find groups over the
mass range 0.14 < M500/(1013M�) < 26. By contrast, Trentham &
Tully (2002) study five nearby optically selected groups, including
the Local Group. Only one of these has reported X-ray emission
(Romanowsky et al. 2009), but they do span a similar mass range
to the Giodini et al. (2012) sample (Zhang et al. 2007; Makarov
& Karachentsev 2011; Peñarrubia et al. 2016). For these reasons,
a direct comparison between the Trentham & Tully (2002) and
Giodini et al. (2012) groups is reasonable. Indeed, their stellar mass
functions agree remarkably well down to the stellar mass limit of
the zCOSMOS survey (compare the magenta diamonds and black
data points in Fig. 1).

Finally, consider the GAMA stellar mass function in Fig. 1
(red data points). This agrees well with both the zCOSMOS field
sample (magenta circles) and SDSS (blue data points) down to
M� ∼ 2 × 108 M�. The one data point below this is slightly, though
not statistically significantly, shallower than SDSS. It is beyond the
scope of this present work to explore this discrepancy in any detail,
though it has been noted previously (e.g. Baldry et al. 2012). As
emphasized in Section 3, the GAMA survey covers about one tenth

of the volume of SDSS and is complete only at a higher stellar
mass. For these reasons, we will use the SDSS stellar mass function
for the remainder of this paper. We discuss the GAMA stellar mass
function further in Section 6.

5.3.2 The origin of the M� ∼ 109 M� mass scale

The shallower group stellar mass function that we find here is
perhaps not surprising. It has long been known that satellites are
quenched on infall to groups due to a combination of ram-pressure
stripping and tides (e.g. Peng et al. 2012; Gatto et al. 2013; Carollo
et al. 2013). Ram pressure shuts down star formation, leading to
a lower stellar mass for a given pre-infall halo mass, while tides
physically destroy haloes depleting the dark matter subhalo mass
function. In the Milky Way, this is evidenced by the ‘distance–
morphology’ relation: most satellites within ∼200 kpc of the Galac-
tic Centre have truncated star formation and are devoid of gas,
while those at larger radii have H I and are currently forming stars
(e.g. Haynes, Giovanelli & Chincarini 1984; Mateo 1998; Mayer
et al. 2001b; Grebel, Gallagher & Harbeck 2003; Tolstoy, Hill &
Tosi 2009; McConnachie 2012; Gatto et al. 2013).

It is interesting to ask, however, whether ram pressure or tides
can explain why the stellar mass function is affected only below
M� ∼ 109 M�. In R16a, we calculated the effect of tides on satellites
orbiting within a Milky Way mass host (their section 4.3). The effect
is maximized if satellites have their dark matter cusps transformed
into cores. But even in this extremum limit, satellites are only fully
destroyed if they have a pericentre of rp � 30 kpc and a mass M200 �
1010 M�. Using our M�–M200|rot relation in Fig. 3, this corresponds
to a stellar mass of M� ∼ 2 − 3 × 107 M�, suggesting that tides
are not likely to be the primary cause of the shallower group stellar
mass function that we find here.

The second potential culprit is ram pressure. This occurs when
(Gatto et al. 2013):

ρh(rp)v2
p � 1

5
ρd

v2
max

2
(12)

where ρh is the coronal gas density of the host at pericentre; vp is
the velocity of the satellite at pericentre; ρd is the density of gas
in the dwarf ISM; vmax is the peak rotational velocity of the dwarf4

and the factor 1/5 accounts for non-linear effects (Gatto et al. 2013).
For a satellite falling into the Milky Way, ρh ∼ 3 ×

10−4 atoms cm−3; vp ∼ 450 km s−1; and ρd ∼ 0.1 atoms cm−3

(Gatto et al. 2013). Thus, we can rearrange equation (12) to provide
a limiting vmax below which ram pressure becomes important:

vmax,ram =
√

10ρh

ρd
vp ∼ 78 km s−1. (13)

This is similar to the vmax of the LMC (van der Marel et al. 2002) that
has a stellar mass of M� ∼ 1.5 × 109 M� (McConnachie 2012). This
suggests that the shallower group stellar mass function that we find
here owes to satellite quenching, driven primarily by ram pressure.
Indeed, Geha et al. (2012) found, using SDSS data, that all field
galaxies above M� = 109 M� are star-forming today, independent
of environment. By contrast, galaxies with M� < 109 M� can be

4 We have assumed here that v2
max 
 2σ 2∗ , where σ� is the stellar velocity

dispersion of the dwarf. This amounts to an assumption of a flat, isothermal,
rotation curve for the dwarf (e.g. Binney & Tremaine 2008).
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quenched, with the quenched fraction increasing with proximity to
a larger host galaxy.

5.4 Abundance matching in groups and in the field

In this section, we measure M�–M200|abund using the stellar mass
functions in Fig. 1 matched to the �CDM Bolshoi simulation
(Klypin et al. 2011). Our abundance matching is ‘non-parametric’
in the sense that we numerically integrate the curves in Fig. 1 to
obtain the cumulative stellar mass function; we then match these
numerically to the cumulative halo mass function from the Bolshoi
simulation. For this latter, we use a Schechter function fit to the
halo mass function, defining the ‘halo mass’ as the virial mass M200

before infall.
The results are shown in Fig. 3 for the SDSS field stellar mass

function (blue lines) and the RT05 group stellar mass function
(red shaded region). The lines are dashed where they rely on a
power-law extrapolation of the SDSS stellar mass function be-
low M� ∼ 107 M�. (We compare and contrast our abundance
matching results with previous determinations in the literature in
Appendix C.)

Notice that M�–M200|abund (blue lines) gives a remarkable match
to M�–M200|rot (purple data points) down to M200 ∼ 5 × 109 M�,
and M200 ∼ 5 × 108 M� if we use the power-law extrapolation
of SDSS. However, M�–M200|abund derived from the stellar mass
function of nearby galaxy groups (RT05; red shaded region) gives a
poor match. In particular, it leads to the familiar result that all dwarf
galaxies must inhabit implausibly massive ∼1010 M� haloes (e.g.
Read et al. 2006) that has become known as the ‘too big to fail’
(TBTF) problem (e.g. Boylan-Kolchin et al. 2011).

There are a number of problems with using the RT05 stellar mass
function for ‘classical’ abundance matching as we have done here.
First, we have assumed a monotonic relation between M� and M200.
We have shown that this is true for our sample of isolated dIrrs
(Section 5.2), but we expect it to fail for satellites whose M� will
depend on M200, their time of infall and their orbit, inducing scatter
in M� for a given pre-infall M200 (e.g. Ural et al. 2015; Tomozeiu,
Mayer & Quinn 2016; Garrison-Kimmel et al. 2017, and see Sec-
tion 5.3.2). Secondly, there is what we might call a ‘volume prob-
lem’. If we wish to match a pure-dark matter simulation to the Milky
Way, what volume should we use to normalize the Milky Way satel-
lite mass function? Brook et al. (2014) and Garrison-Kimmel et al.
(2014, hereafter G-K14) solve this by explicitly matching satellites
to constrained simulations of the Local Group. Here, we solve it
by using the RT05 stellar mass function. This solves the ‘volume
problem’ by renormalizing the group stellar mass functions derived
from Trentham & Tully (2002) to match SDSS at the bright end (see
Section 3). Since this normalizes the volume to SDSS field galaxies,
we must then abundance match RT05 with the full Bolshoi simula-
tion, as we have done here. Indeed, in Appendix C we verify that
our RT05 M�–M200|abund relation, derived in this way, agrees very
well with those derived independently by Brook et al. (2014) and
G-K14. Finally, there is the problem of satellite quenching. As dis-
cussed in Section 5.3.2, satellites can have their star formation shut
down by ram-pressure stripping, or be tidally disrupted on infall.
Tidal stripping is already dealt with, in part, by using the pre-infall
M200 (e.g. Diemand, Kuhlen & Madau 2007). However, we expect
tidal disruption to be enhanced by cusp-core transformations and
the presence of the stellar disc, neither of which are captured by pure
dark matter simulations (e.g. Read et al. 2006; D’Onghia et al. 2010;
Peñarrubia et al. 2010; Zolotov et al. 2012; Wetzel et al. 2016, and
see the discussion in R16a).

For all of the above reasons, we expect ‘classical’ abundance
matching with the RT05 stellar mass function to fail. Nonethe-
less, it is instructive because the key assumptions that go into it
are common in the literature (e.g. G-K14; Brook et al. 2014). In-
deed, it is likely that these assumptions are responsible for the now
longstanding ‘missing satellites’ and TBTF problems that manifest
for satellite galaxies below MTBTF ∼ 1010 M� (Read et al. 2006;
Boylan-Kolchin, Bullock & Kaplinghat 2011; Tollerud, Boylan-
Kolchin & Bullock 2014, and see Section 1). The fact that M�–
M200|rot matches M�–M200|abund for our sample of isolated dIrrs
demonstrates that every isolated field halo is occupied with a dIrr
down to M200 ∼ 5 × 109 M� and to M200 ∼ 5 × 108 M� if we use
the power-law extrapolation of SDSS. Furthermore, these dwarfs
inhabit dark matter haloes that are perfectly consistent with their
observed gaseous rotation curves. Thus, our sample of isolated dIrrs
– that extend to M200 < MTBTF – has no missing satellites or TBTF
problem, suggesting that both depend on environment. We discuss
this further in Section 6.

5.5 Constraints on warm dark matter

We have shown so far that the field dIrr M�–M200|abund is consis-
tent with M�–M200|rot in �CDM. In this section, we consider how
well these match in a �WDM cosmology. We use the formulae in
Schneider et al. (2012) to transform the Bolshoi halo mass function,
derived for �CDM, to one in �WDM5:

dN

dM

∣∣∣∣
WDM

= dN

dM

∣∣∣∣
CDM

(
1 + Mhm

M

)−β

(14)

where Mhm = 4/3πρcrit(λhm/2)3 is the ‘half mode mass’, β = 1.16,
λhm is the ‘half mode’ scalelength, given by:

λhm = 0.683
(mWDM

keV

)−1.11
(

�M

0.25

)0.11 (
h

0.7

)1.22

Mpc h−1, (15)

where mWDM is the warm dark matter particle mass in keV, �M is
the matter density of the Universe at redshift z = 0, and h is the
Hubble parameter (we assume the same cosmological parameters
as in the Bolshoi simulation; see Table 1.).

In Fig. 4, we show tracks of M�–M200|abund in �WDM for varying
thermal relic mass over the range 1 < mWDM < 5 keV, as marked
(green lines). Where these lines rely on the extrapolated SDSS
stellar mass function, they are dashed. We deliberately pick the
most conservative limits by using the lower bound of the SDSS
stellar mass function to calculate M�–M200|abund.

As can be seen from Fig. 4, without using the power-law extrap-
olation of the SDSS stellar mass function below M� ∼ 107 M�, we
can rule out mWDM < 1.25 keV at 68 per cent confidence. Using the
power-law extrapolation, this limit improves to mWDM < 2 keV at
68 per cent confidence. If we further add the Leo T data point, then
this tightens to mWDM < 3 keV. However, for this limit to become

5 There is a known problem in the literature with the formation of spurious
haloes at the resolution limit in WDM simulations (e.g. Wang & White 2007;
Angulo, Hahn & Abel 2013; Hahn, Abel & Kaehler 2013; Lovell et al. 2014;
Hobbs et al. 2016). Equation (14) is derived from fits to N-body simulations
where such spurious haloes have been pruned from the analysis. We refer to
it as describing an ‘effective warm dark matter’ cosmology because it really
describes a suppression in the halo mass function at low mass, parametrized
by an effective thermal relic mass, mWDM. More realistic WDM models will
show model-specific features in the small-scale matter power spectrum (see
e.g. Boyarsky et al. 2009 for sterile neutrino models). It is beyond the scope
of this present work to test such models in detail.
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Figure 4. M�–M200|rot (purple data points) as compared to M�–M200|abund

in �CDM (blue lines) and �WDM (green lines), using the SDSS field stellar
mass function. The thermal relic mass mWDM is marked on the curves in
keV. The lines and symbols are as in Fig. 3.

robust we would need to find many more Leo T-like galaxies in the
Local Volume, ideally with measured rotation curves. We discuss
this further in Section 6.

Our limit on mWDM approaches the latest limits from
the Lyman α forest (e.g. Baur et al. 2016). It is competitive with
a more model-dependent limit from Local Group satellite galax-
ies (e.g. Anderhalden et al. 2013) and a recent constraint from the
high-redshift UV luminosity function (Menci et al. 2016). We dis-
cuss how our constraint will improve with a deeper stellar mass
function and/or a complete census of low-mass isolated dwarfs in
Section 6.

6 DISCUSSION

6.1 A shallower group stellar mass function below
M� ∼ 109 M�
In Section 5.3, we argued that the stellar mass function is shallower
in groups below M� ∼ 109 M�. It has been noted already in the
literature that there are significant differences in both the luminosity
and stellar mass functions of galaxy clusters and field galaxies
(e.g. Trentham 1998; Xia et al. 2006; Bolzonella et al. 2010; Peng
et al. 2010, 2012; Eckert et al. 2016). However, a similar such
environmental dependence on group scales has proven more elusive.
Using SDSS data, Yang, Mo & van den Bosch (2009) found no
difference between the stellar mass function in groups and the field.
However, they were only complete down to M� ∼ 109 M� and
so would not have been able to detect the difference that we find
here. In principle, it should be possible to split the SDSS luminosity
function in Blanton et al. (2005) into a group and field sample to test
our findings, but this is beyond the scope of this present work. As we
noted in Section 5.3, it is compelling that Geha et al. (2012) report
a field galaxy quenching mass scale of M� = 109 M� that depends
on proximity to a larger host galaxy. This is precisely the stellar
mass scale at which we calculated that ram-pressure stripping will

become important (Section 5.3.2), and it is precisely the mass scale
at which we find a suppression in the group stellar mass function.
We will explore these ideas further in future work.

6.2 The missing satellite problem and TBTF in groups and the
field

We have shown that abundance matching in �CDM is con-
sistent with isolated dwarf galaxy rotation curves down to
M200 ∼ 5 × 109 M�, and M200 ∼ 5 × 108 M� if we assume
a power-law extrapolation of the SDSS stellar mass function. A
direct corollary of this is that every single halo in the field is occu-
pied with a galaxy down to these limits and, furthermore, that their
gas dynamics are consistent with the halo that they live in. This
means that there is no ‘missing satellites’ or TBTF problem in the
field down to these limits.

The above is interesting because both the missing satellites and
TBTF problems occur in the Milky Way and Andromeda satel-
lite population below a mass scale of MTBTF ∼ 1010 M� (Read
et al. 2006; Boylan-Kolchin et al. 2011; Tollerud et al. 2014). If
there is no similar problem at this mass scale for isolated ‘field’
galaxies, then both problems must owe to some environmental ef-
fect. Indeed, a likely culprit is quenching due to ram pressure on
infall to groups, as we have discussed already in Section 5.3.2. It
is beyond the scope of this paper to determine whether or not such
environmental processes can fully solve the missing satellites and
TBTF problems inside groups. However, it is hard to understand
how some change to the underlying cosmological model could act
inside groups but not in the field. For this reason, we assert that
both of these small-scale puzzles must owe to ‘galaxy formation
physics’, rather than exotic cosmology.

A final implication of the above result is that we expect significant
scatter in M� for a given pre-infall M200 inside groups. This means
that, inside groups, classical ‘monotonic’ abundance matching will
fail (see also Ural et al. 2015; Tomozeiu et al. 2016). However, more
sophisticated mappings between dark and luminous subhaloes that
take account of the radial or orbit distribution of satellites could
still work (e.g. Lux, Read & Lake 2010; Macciò et al. 2010; An-
derhalden et al. 2013). Similarly, it may be possible to build a
working abundance matching model that simply introduces signifi-
cant scatter in the M� − M200 relation below some stellar mass scale
(e.g. Jethwa, Belokurov & Erkal 2016; Garrison-Kimmel et al. 2017,
and see Appendix C).

6.3 Comparison with other works

Our result that there is no missing satellites or TBTF problem
for field dIrrs is apparently at odds with Klypin et al. (2015) and
Papastergis et al. (2015) who report a severe abundance/TBTF prob-
lem in the Local Volume. To arrive at this conclusion, both studies
compare the distribution function of H I velocity line widths of a
sample of Local Volume galaxies with predictions from the Bolshoi
simulation. However, this relies on being able to convert H I veloc-
ity line widths to the peak rotation velocity of dark matter haloes,
vmax. Brook & Shankar (2016) have argued that this conversion
is complex, particularly for dwarfs with vmax < 50 km s−1. With
reasonable assumptions, they find that they can reconcile �CDM
with the data in Klypin et al. (2015) (and see also Papastergis &
Shankar 2016). Recently, however, Trujillo-Gomez et al. (2016)
have revived the debate. They take similar care with the conversion
from H I line widths to vmax, accounting for ‘cusp-core’ transforma-
tions due to stellar feedback. Yet, they find that the Local Volume
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abundance problem persists. It is beyond the scope of this work
to explore this further, but we note that if the stellar mass func-
tion is shallower inside groups, then it is likely to be suppressed
also on the ∼10 Mpc3 scale of the Local Volume. If this is the
case, then Local Volume galaxies should lie on the M�–M200|rot

relation that we find here, but have a stellar mass function that is
shallower than SDSS.

Our results are also in tension with the higher redshift study
of Miller et al. (2014). They derive an M�–M200|rot relation for
galaxies over the redshift range 0.2 < z < 1, finding a significant
offset from M�–M200|abund. However, due to the higher redshift of
their galaxy sample, they have only a single measure of the rota-
tional velocity at 2.2 disc scalelengths. This is then extrapolated
to the velocity at the virial radius V200 via a weak lensing cali-
bration at a stellar mass of log10[M�/M�] = 9.0. As highlighted
by Miller et al. (2014), this could introduce a potentially large
systematic error. Furthermore, it is challenging with just a sin-
gle measurement of the rotation velocity to identify ‘rogues’ (see
Figs A1–A3). We will explore the Miller et al. (2014) data further
in future work.

More similar to our analysis here is the recent study of P16.
They use the baryon-influenced mass models from Di Cintio et al.
(2014) to fit rotation curves and measure M200 and c for a large
sample of dwarfs in the Little THINGS and THINGS surveys.
Comparing their results with abundance matching predictions, sim-
ilarly to our analysis here, they arrive at the opposite conclusion
that �CDM is inconsistent with the data. Our analyses are suf-
ficiently different that a detailed comparison is somewhat chal-
lenging, but we note here three key differences that likely lead
to this apparent discrepancy: (i) P16 use the Little THINGS and
THINGS rotation curves, whereas we derive the rotation curves
using 3DBAROLO (Iorio et al. 2016); (ii) P16 use the Di Cintio et al.
(2014) model that does not show cusp-core transformations be-
low M200 ∼ 1010 M�, whereas we use the CORENFW profile from
R16a that does; and (iii) P16 primarily compare their results with
M�–M200|abund from G-K14, whereas we favour matching the SDSS
stellar mass function to the Bolshoi simulation. The most signifi-
cant of these is (iii). The G-K14 M�–M200|abund relation relies on
Local Group galaxies. This is problematic since – as we argued
in Section 5.4 – classical abundance matching is expected to fail
inside groups. Indeed, using the RT05 group stellar mass function,
we derive an (erroneous) M�–M200|abund relation that is remarkably
similar to that derived in G-K14, and a similar relation derived in
Brook et al. 2014 (see Appendix C).

A similar critique explains the apparent discrepancy between
our findings here and the earlier work of Ferrero et al. (2012).
They find, in agreement with us, that galaxies with stellar mass
M� � 3 × 107 M� inhabit haloes with mass M200 � 1010 M�.
However, they argue that this is at odds with abundance match-
ing in �CDM. Similarly to P16, this is because they use a steep
M�–M200|abund that is similar to our erroneous RT05 ‘group’ re-
lation. Using the shallower field galaxy SDSS M�–M200|abund, the
Ferrero et al. (2012) results are in good agreement with ours.

Finally, Katz et al. (2017) have recently compared the Di Cintio
et al. (2014) model to data for 147 rotation curves from the SPARC
sample. Comparing their derived M�–M200|rot relation with M�–
M200|abund, they conclude similarly to us here that �CDM works
very well. In this case, there is no discrepancy. Katz et al. (2017)
focus on galaxies that are substantially more massive than those we
study here, with M200 > 1010 M�. In this sense, the Katz et al.
(2017) study is wholly complementary to ours that focuses on the
regime M200 < 1010 M�.

6.4 The interesting outlier DDO 154

As discussed in Section 5.2, our M�–M200|rot relation in Fig. 3 has
one significant outlier, DDO 154. This galaxy also has an unusually
high H I gas mass fraction, with MHI/M∗ = 37. At its currently ob-
served star formation rate of Ṁ∗ = 3.82 × 10−3 (Zhang et al. 2012),
DDO 154 would move on to our M�–M200|rot relation in ∼5.7 Gyr.
This is an interesting time-scale. In �CDM, most major galaxy
mergers are complete by redshift z = 1 some ∼8 Gyr ago (e.g.
Stewart et al. 2009). Thus, if post-merger isolated dwarfs look like
DDO 154, then most would have had time to deplete their excess H I

gas and move on to the M�–M200|rot relation by today. A possible ex-
planation for DDO 154, then, is that it has just undergone a relatively
rare late merger. We will explore this idea further in future work.

6.5 How close is too close?

It is interesting to ask how close to the Milky Way satellites can orbit
before they become quenched. The Carina dwarf spheroidal is par-
ticularly interesting in this regard. Its orbit remains highly uncertain
due to its large proper motion errors, but Lux et al. (2010) find that it
seems to be substantially more circular than the mean of subhaloes
in a �CDM pure dark matter simulation. With an apo-to-pericentre
ratio of rp/ra = 0.3 − 0.7, it is also potentially more circular than
all of the other Milky Way dwarfs, except one: Fornax. Fornax is on
a cosmologically unusual near circular orbit, with rp/ra ∼ 0.6–0.8
(Lux et al. 2010). Along with Carina, it is the only other Milky Way
dwarf spheroidal that has continued to form stars for nearly a Hubble
time (del Pino et al. 2013). Such circularity may be the key to these
dwarfs’ ability to continue to form stars, lending further support to
the idea that quenching is driven primarily by ram pressure. From
equation (12), we can see that ram pressure is proportional to the
satellite velocity at pericentre squared: v2

p . Circular orbits minimize
vp and will therefore also minimize the effect of ram-pressure strip-
ping. The fact that Carina appears to lie on the M�–M200|rot relation
of isolated dwarfs suggests that it has come just about as close to the
Milky Way as possible while maintaining its ability to form stars.
This may help to explain its puzzlingly unique star formation history
(de Boer et al. 2014).

6.6 Implications for cusp-core transformations at low stellar
mass

In R16a, we found that dark matter cusp-core transformations for
isolated dwarfs continue down to at least M� ∼ 5 × 105 M�
(M200 ∼ 5 × 108 M�), under the assumption that reionization does
not shut down star formation at this mass scale (see Sections 1
and 6.7 for more discussion on this point). However, several works
in the literature have claimed that there is insufficient energy in such
low stellar mass systems for cusp-core transformations to proceed
(e.g. Peñarrubia et al. 2012; Garrison-Kimmel et al. 2013; Di Cintio
et al. 2014; Tollet et al. 2016). We are now in a position to revisit this
problem. As discussed in R16a, the main difference between all of
the studies in the literature to date has been in the stellar mass to halo
mass relation (either assumed or self-consistently calculated using
hydrodynamic simulations). The more stars a given halo forms, the
more supernovae it has to unbind its dark cusp.

Following Peñarrubia et al. (2012) and R16a, we may estimate
the supernova energy that is available to transform cusps to cores
as:

�E = ESNM∗
〈m∗〉 ξ (m∗ > 8 M�)εDM (16)
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Figure 5. The supernova energy available for driving dark matter cusp-core
transformations (blue band) compared to the energy required to unbind the
dark matter cusp (black, red and green lines), as a function of dark matter
halo mass M200. The black line shows results for our default dark matter
core size of η = 1.75 (equation 11). The red and green lines show results
for larger dark matter cores with η = 2.75 and η = 3.75, respectively. The
energies are plotted in units of a single supernova explosion (ESN). For our
default dark matter core size (η = 1.75) there is sufficient energy from SNe
explosions at all mass scales to excite cusp-core transformations ‘all the way
down’.

where ESN = 1051 erg is the energy of a single supernova;
〈m�〉= 0.83 M� is the mean stellar mass; ξ = 0.00978 is the fraction
of mass in stars that go supernova6 and εDM 
 0.25 − 0.8 per cent
is the efficiency of coupling of the SNe energy to the dark matter.
(We estimate εDM using the simulations in R16a. Following R16a,
this is defined as the ratio of the energy required to unbind the dark
matter cusp to the integrated supernovae energy.)

The available supernova energy can then be compared with the
energy required to unbind the dark matter cusp:

�W = −1

2

∫ ∞

0

G(M2
NFW − M2

cNFW)

r2
dr (17)

where MNFW and McNFW are the enclosed cumulative mass for an NFW

and CORENFW dark matter density profile, respectively (equations 7
and 6).

The available energy (equation 16) depends on the galaxy stellar
mass M�, while the required energy to unbind the cusp (equation 17)
depends on the halo mass M200. Hence, the M� − M200 relation
is critical. Using the M�–M200|abund relation from Fig. 3, we plot
�E(M200) and �W(M200) in Fig. 5. We assume that the stellar half-
mass radius is given by R1/2 ∼ r1/2 ∼ 0.015r200 (Kravtsov 2013;
Agertz & Kravtsov 2016; Shibuya, Ouchi & Harikane 2015), that
the total star formation time tSF = 14 Gyr such that core formation
is complete, that haloes obey the concentration mass relation from
Macciò et al. (2007) and that the birth stellar mass (i.e. before mass
loss due to stellar evolution) is approximately two times the current
stellar mass (see R16a).

6 As in R16a, we assume a Chabrier (2003) IMF averaged over the range
0.1 < m�/M� < 100.

The results are shown in Fig. 5, where the blue band marks the
available supernova energy as a function of halo mass M200, while
the black, red and green lines mark the energy required to unbind
the cusp. The black line shows results for our default dark matter
core size of η = 1.75 (equation 11). The red and green lines show
results for larger dark matter cores with η = 2.75 and η = 3.75,
respectively. As can be seen, there is sufficient energy to unbind a
dark matter cusp ‘all the way down’ for η < 2.75, but insufficient
energy to build larger cores than this.

These results support our assertion in R16a that dark matter cores
can form ‘all the way down’. However, this is only energetically
possible if isolated low-mass haloes are largely unaffected by reion-
ization. We discuss this, next.

6.7 But what about reionization?

Our results suggest that all field dark matter haloes are occupied
with galaxies down to M200 ∼ 5 × 108 M� (if we assume a
power-law extrapolation of the SDSS stellar mass function). In-
deed, Leo T – which appears to sit at this mass scale – has
formed stars continuously at a rate of just ∼10−5 M� yr−1 for a
Hubble time (Weisz et al. 2012b). If Leo T does inhabit such a
low-mass halo, then a corollary of this is that reionization does not
appear to suppress galaxy formation above Mreion ∼ 5 × 108 M�.
This is in excellent agreement with recent models by Gnedin &
Kaurov (2014), but at tension with other simulations that favour a
substantially higher Mreion � 3 × 109 M� (e.g. Simpson et al. 2013;
Wheeler et al. 2015; Fitts et al. 2016; Ocvirk et al. 2016; Sawala
et al. 2016a).

The above tension is not necessarily a cause for concern. There
is a least a factor of 2–4 uncertainty in the flux of ionizing photons
at high redshift, with galaxies being the dominant ionizing source
at z � 3 and quasars dominating at lower redshifts (e.g. Haardt
& Madau 2012). Large volume simulations are required to cap-
ture these photon sources correctly. These require very high spatial
resolution and accurate ray propagation to model self-shielding ef-
fects and to correctly predict the photon escape fraction, fesc (e.g.
Gnedin 2016). In particular, Kimm & Cen (2014) found, using
high-resolution simulations of galaxies forming in haloes with virial
masses ∼108–1010 M� at z � 7, that fesc fluctuates by orders of mag-
nitude over a dynamical time due to stellar feedback (and see also
Trebitsch, Blaizot & Rosdahl 2015). Numerical resolution is also
important. Bland-Hawthorn, Sutherland & Webster (2015) find that
reionization blows out far more gas in low-resolution simulations as
compared to higher resolution simulations that better-capture dense
gas. Finally, it is important to include all of the important physics.
Ricotti (2009) highlight the importance of adiabatic cooling due
to the expansion of the Universe, while Vandenbroucke, Verbeke
& De Rijcke (2016) suggest that additional feedback due to Pop-
ulation III stars could reduce early star formation and feedback,
leading to less hot diffuse gas and less reionization-driven gas blow
out. It is beyond the scope of this present work to explore these
ideas in more detail. We simply note here that at present there is
no cause for concern if Leo T inhabits a dark matter halo of mass
M200 ∼ 5 × 108 M�.

6.8 Implications for near-field cosmology

Our results allow us to make several concrete predictions for up-
coming near-field cosmology surveys:

(i) First, assuming that �CDM is correct, we predict that the
stellar mass function of field galaxies should continue as an
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unbroken power law with slope α ∼ 1.6, at least over the mass
range 105 < M�/M� < 107. Testing this will require large volume
surveys like SDSS to avoid contamination from groups.

(ii) Secondly, below M� ∼ 105 M�, we may see the first signs
of star formation truncation due to reionization. The smoking gun
for this would be an extremely isolated quenched dwarf. However,
as discussed in Geha et al. (2012), to be classified as ‘extremely
isolated’ it would need to be found � 4 virial radii away from any
nearby larger galaxy.

(iii) Thirdly, our results imply that there should be many galaxies
like Leo T on the outskirts of the Milky Way and Andromeda just
waiting to be found. Extrapolating the Bolshoi mass function to low
mass, we predict that there should be ∼2000 galaxies like Leo T in a
typical 10 Mpc3 volume, with halo mass 5 × 108 < M200/M� < 109,
stellar mass ∼2 × 105 < M�/M� < 6 × 105, and H I gas mass
∼3 × 105 < MHI/M� < 3 × 106. In practice, this will be an up-
per bound because many of these ‘Leo T’-like dIrrs will have been
ram pressure stripped by a nearby host galaxy. Nonetheless, it is
tantalizing that Leo T lies right on the edge of the SDSS survey
footprint (Koposov et al. 2009). Any closer to the Milky Way and
Leo T would have been stripped of its gas, similarly to the re-
cently discovered Eridanus II galaxy (Crnojević et al. 2016). Any
further away, and it would have been too faint to be seen. Indeed,
James et al. (2017) have recently discovered a slew of new star-
forming dIrrs in the Local Volume. These may be the tip of the
iceberg.

Finally, we note that the comparison between M�–M200|abund and
M�–M200|rot shows great promise for constraining mWDM if we can
reach down to Leo T mass galaxies and below. This suggests that
it is worth the effort of attempting to model the Local Group at the
fidelity of the simulations presented in R16a, despite the computa-
tional challenges that this presents. At least some of the ‘ultra-faint’
dwarfs that have already been found orbiting the Milky Way and
Andromeda are likely even less massive than Leo T (e.g. Kirby
et al. 2013a), holding the promise of providing unparalleled con-
straints on mWDM and/or other cosmologies that suppress small-scale
power.

7 C O N C L U S I O N S

We have presented a clean probe of cosmology on small scales
that follows from the comparison of M�–M200|rot, measured from
the rotation curves of isolated dwarf galaxies in the field, and M�–
M200|abund calculated from abundance matching (see Section 2).
These should agree if the cosmological model is correct, but will
diverge if the halo mass function is too shallow or steep on small
scales. Our probe is comparatively clean since it relies only on
the following theory ingredients: (i) a monotonic relation between
stellar mass and halo mass, (ii) a predicted dark matter halo mass
function and (iii) a robust prediction of the internal dark matter
distribution in dIrrs, for a given cosmological model. The first of
these can be empirically tested using M�–M200|rot, while (ii) and (iii)
are readily obtained from state-of-the art numerical simulations (see
Section 2).

Our key results are as follows.

(i) We fit the rotation curves of a carefully selected sample of 19
isolated dIrr galaxies. Of these, five were found to be of too low in-
clination to be reliably inclination corrected (‘inclination rogues’),
another two (DDO 216 and NGC 1569) showed clear signs of dis-
equilibrium (‘disequilibrium rogues’), while one (DDO 101) had a
very large distance uncertainty (‘distance rogues’). For the remain-

ing 11 dIrrs, we found that an NFW dark matter halo profile is ruled
out at 99 per cent confidence, reaffirming the well-known ‘cusp-
core’ problem. By contrast, the CORENFW profile from R16a – that
accounts for cusp-core transformations due to stellar feedback –
gives an excellent fit in all cases, without introducing any more free
parameters than the NFW form.

(ii) Although we required the CORENFW profile to obtain a good
fit to the rotation curve shape, we showed that the implied dark
matter halo mass M200 was not sensitive to the form of the dark
matter density profile within r � R1/2. For this reason, we were able
to robustly measure the stellar mass–halo mass relation M�–M200|rot

over the mass range 5 × 105 � M�/M� � 108, finding a monotonic
relation with little scatter.

(iii) Such monotonicity implies that abundance matching should
yield a M�–M200|abund relation that matches M�–M200|rot, if the cos-
mological model is correct. Using the ‘field galaxy’ stellar mass
function from the SDSS and the halo mass function from the
�CDM Bolshoi simulation, we found remarkable agreement be-
tween the two. This held down to M200 ∼ 5 × 109 M�, and to
M200 ∼ 5 × 108 M� if we assumed a power-law extrapolation of
the SDSS stellar mass function below M� ∼ 107 M�.

(iv) The good agreement between M�–M200|rot and M�–
M200|abund means that there is no ‘missing satellites’ or TBTF
problem for our sample of isolated dIrrs down to at least
M200 ∼ 5 × 109 M�. This is lower than the mass scale at which
the ‘missing satellites’ and TBTF problems manifest in the Local
Group, MTBTF ∼ 1010 M� (e.g. Read et al. 2006; Boylan-Kolchin
et al. 2011; Tollerud et al. 2014). This suggests that both problems
depend on environment and therefore owe to ‘galaxy formation
physics’ rather than exotic cosmology.

(v) Compiling stellar mass functions from the literature, we
showed that the group stellar mass function is substantially shal-
lower than the field below M� ∼ 109 M�. We argued that this likely
owes to ram-pressure stripping on group infall. This induces a sig-
nificant scatter in M� for a given pre-infall M200 causing classical
abundance matching to fail.

(vi) We considered how well a �WDM cosmology can fit M�–
M200|rot. Repeating our abundance matching using the SDSS field
stellar mass function, we showed that �WDM fails at 68 per cent
confidence for a thermal relic mass of mWDM < 1.25 keV, and
mWDM < 2 keV if we used the power-law extrapolation of the SDSS
stellar mass function.

(vii) If �CDM is correct, we predict that the stellar mass func-
tion of galaxies should continue as an unbroken power law with
slope α ∼ 1.6, at least over the mass range 105 < M�/M� < 107.
There should be ∼2000 galaxies like Leo T in a typical 10 Mpc3

volume, with halo mass 5 × 108 < M200/M� < 109, stel-
lar mass ∼2 × 105 < M�/M� < 6 × 105, and H I gas mass
∼3 × 105 < MHI/M� < 3 × 106. Below this mass scale, we may
see the first signs of star formation suppression due to reionization.
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A P P E N D I X A : T H E ROTAT I O N C U RV E F I T S

In this Appendix, we show the rotation curves and model fits for all
of the galaxies listed in Table 2. In Figs A1 and A2, we show all of
the galaxies that we include in Fig. 3; in Fig. A3, we show all of the
‘rogues’ that we exclude from further analysis. The rogues fall into
three categories: ‘inclination’ i-Rogues (top row); ‘disequilibrium’
Diseq. Rogues (middle row) and ‘distance’ D-Rogues (bottom row),
as marked (see Section 4.4). The first class of these three have
uncertain inclination, with ifit < 40◦. The second class show signs
of disequilibrium, either in the form of significant fast-expanding

H I bubbles (see Table 2), or – as is the case for Pegasus – because
we only have data for the inner rotation curve inside R1/2. This inner
region is particularly susceptible to disequilibrium effects from both
supernova-driven H I holes and non-circular motions. (This can be
seen, for example, in the inner rotation curves of NGC 6822 and
DDO 126 that are otherwise both in our ‘good’ sample.) The third
class (which contains only DDO 101) have very uncertain distance
D (see R16b for a detailed discussion of this galaxy.). The individual
galaxies are discussed in more detail in Iorio et al. (2016) where we
present the full details of our rotation curve derivation, including a
comparison with the rotation curves from Little THINGS.

Figure A1. Rotation curve data (red data points) and models for our sample of ‘good’ dIrr galaxies (see Table 2). The black contours show the median (black),
68 per cent (dark grey) and 95 per cent (light grey) confidence intervals of our fitted CORENFW rotation curve models (see Section 4.2). The vertical green
dashed line shows the projected stellar half light radius R1/2. The thin vertical black line marks the inner data point used for the fit, Rmin (where this is not
marked Rmin = 0). The blue and green lines show the rotation curve contribution from stars and gas, respectively.
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Figure A2. Continuation of Fig. A1.

APPENDIX B: TESTING THE ROBUSTNES S OF
O U R M�–M200|rot R E L AT I O N

In this Appendix, we explore how robust our M�–M200|rot relation
is to key assumptions in our methodology. In Fig. B1, left panel,
we show our M�–M200|rot relation including the i-Rogues (blue
data points) and D-Rogues (magenta data points). Recall that for
the i-Rogues, we marginalize over the inclination angle with a flat
prior over the range 0◦ < i < 40◦ (see Section 4). In most cases,
this significantly inflates the uncertainties. However, DDO 133 has
sufficiently good data that – under the assumption of a CORENFW
dark matter profile – its rotation curve shape is sufficient to provide
a measurement of i (see Fig. A3).

As can be seen in Fig. B1, left panel, including the i-Rogues
introduces substantially more scatter about the M�–M200|rot relation,
but no more than is expected given their larger uncertainties on
M200. Thus, the i-Rogues do not substantially alter our key results
and conclusions. We do, however, find an additional outlier, DDO
50, that appears to have a very high M� for its M200, even when
marginalizing over i. As can be seen in Fig. A3, however, DDO 50
has an unusual rotation curve with prominent wiggles out to large
radii. This makes it challenging to inclination correct. Indeed, from
a stability analysis, Sánchez-Salcedo, Hidalgo-Gámez & Martı́nez-
Garcı́a (2014) argue for an inclination for DDO 50 of i = 27◦ that is
substantially smaller than the ∼37◦ that we find here (see Table 2).
This lower inclination would be sufficient to push DDO 50 on to
the M�–M200|rot relation.

Our one D-Rogue – DDO 101 – is marked in Fig. B1, left panel,
by the magenta data points. Since the distance for this galaxy is
highly uncertain (see the discussion in R16b), we plot two points
for DDDO101 = 6.4 Mpc and DDDO101 = 12.9 Mpc. As can be seen,
these straddle the M�–M200|rot relation. Thus, our D-Rogue does not
affect our key results and conclusions either.

Finally, we consider the effect of allowing the dark matter core
size to freely vary by performing our rotation curve fits assuming a
flat prior on η (equation 11) over the range 0 < η < 2.75. (The upper
bound on η is set by the energetic arguments in Section 6.6. There,
we showed that the integrated supernova energy is not sufficient
to build cores larger than ∼2.75R1/2; see Fig. 5.) The results for
M�–M200|rot are shown in Fig. B1 (middle panel), while Fig. B1,
right panel, shows the marginalized η parameters for each galaxy
that result from this fit, including the i-Rogues (blue data points) and
D-Rogues (magenta data points). The horizontal black line marks
our default η = 1.75.

From Fig. B1, middle panel, we see that allowing η to vary in-
creases our errors on M200 but does not otherwise affect our key
results or conclusions. This is consistent with our findings in Sec-
tion 5.1, where we showed that fitting an NFW profile to the rotation
curves gives a poorer fit, but does not significantly alter the derived
M200 within our quoted uncertainties. Finally, from the rightmost
panel of Fig. B1, we can see that we do not obtain very strong con-
straints on η, similarly to our findings for WLM in R16b. The data
are consistent with our default η = 1.75, with perhaps a hint that
the more massive galaxies (with M200 � 1010 M�) favour a slightly
larger core. For our sample of ‘good’ dIrrs (purple data points), we
can definitively rule out a cusp (η = 0) at greater than 99 per cent
confidence.

A P P E N D I X C : C O M PA R I S O N W I T H OT H E R
A BU N DA N C E M AT C H I N G WO R K I N T H E
L I T E R AT U R E

In this Appendix, we compare our abundance matching curves
in Fig. 3 with other determinations in the literature from Moster
et al. (2010), Brook et al. (2014), G-K14 and Garrison-Kimmel
et al. (2017). Moster et al. (2010) perform a parametric ‘clas-
sical’ abundance matching of SDSS galaxies in �CDM down
to M200 ∼ 3 × 1010 M�. Below this mass scale, the ex-
trapolation of the Moster et al. (2010) relation diverges from
our abundance matching curve shown in blue. However, this
extrapolation is not supported by the latest data from SDSS.
Over the mass range 7 × 109 < M200/M� < 3 × 1010,
our relation (that is based on deeper SDSS data than Moster
et al. 2010; see Behroozi et al. 2010, 2013) diverges signifi-
cantly from the Moster et al. (2010) extrapolation, suggesting
that the Moster et al. (2010) relation should not be used below
M200 ∼ 3 × 1010 M�.

Brook et al. (2014) (black data points) and G-K14 (solid black
line) reach to much lower stellar mass than SDSS by using con-
strained simulations of the Local Volume in �CDM abundance-
matched to Local Group galaxies. In this sense, they are both
similar to abundance matching with the group stellar mass func-
tion of RT05. In particular, both studies – like our RT05 analy-
sis – rely on the assumption that the Local Group satellites have
a monotonic relation between stellar mass and halo mass. Thus,
it is perhaps not surprising that Brook et al. (2014), G-K14 and
RT05 all agree within their 95 per cent confidence intervals. All
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Figure A3. Rotation curve data and models for our ‘rogue’ dIrr galaxies (see Table 2). The lines and symbols are as in Fig. A1. The rogue galaxies fall into
three categories: ‘inclination’ i-Rogues, ‘disequilibrium’ Diseq. Rogues and ‘distance’ D-Rogues, as marked.

three are substantially steeper than the SDSS abundance match-
ing curve (blue). We argued in Sections 5.4 and 6.2 that the
assumption of monotonicity is expected to break down inside
groups (see also Ural et al. 2015). Indeed, the poor correspon-
dence between the group abundance matching M�–M200|abund and
M�–M200|rot is evidence for this. Thus, we conclude that, similarly to
our RT05 abundance matching relation, the G-K14 and Brook et al.
(2014) relations are likely flawed due to the erroneous assumption
of monotonicity.

Finally, Garrison-Kimmel et al. (2017) explore relaxing the
monotonicity assumption for Local Group galaxies by adding sig-
nificant scatter to the stellar mass–halo mass relation below some
stellar mass scale. This results in the much shallower relation shown
by the black dashed line in Fig. C1. This gives a good agreement
with our SDSS abundance matching relation (blue lines) and M�–
M200|rot (purple data points), suggesting that such more advanced
abundance matching is a promising avenue for probing �CDM in
group environments.
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Figure B1. Testing the robustness of our M�–M200|rot relation. In the left panel, we show M�–M200|rot including the i-Rogues (blue data points) and D-Rogues
(magenta data points); the lines and symbols are as in Fig. 3. In the middle panel, we show the same but now marginalizing over the dark matter core size, using
a flat prior on 0 < η < 2.75 (see equation 11). In the right panel, we show the marginalized η parameters for each galaxy that result from this fit, including the
i-Rogues (blue data points) and D-Rogues (magenta data points). The horizontal black line marks our default η = 1.75.

Figure C1. A comparison of different abundance matching curves from the
literature. The lines and symbols are as in Fig. 3, but we include abundance
matching curves from Moster et al. (2010) (green), Brook et al. (2014) (black
data points), G-K14 (black solid line).
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