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The parametrix method for parabolic SPDEs

Andrea Pascucci∗ Antonello Pesce†

This version: December 11, 2019

Abstract

We consider the Cauchy problem for a linear stochastic partial differential equation. By extend-

ing the parametrix method for PDEs whose coefficients are only measurable with respect to the

time variable, we prove existence, regularity in Hölder classes and estimates from above and below

of the fundamental solution. This result is applied to SPDEs by means of the Itô-Wentzell for-

mula, through a random change of variables which transforms the SPDE into a PDE with random

coefficients.

Keywords: stochastic partial differential equations, fundamental solution, parametrix method, Kol-

mogorov equation

1 Introduction

Stochastic partial differential equations (SPDEs) arise in many applications in probability theory

and in particular in the study of filtering problems (see e.g. [8], [15]). Assume that (Xt, Yt) is a

diffusion where X represents a signal that is not directly observable and we want to extract information

about X from FYt = σ(Ys, s ≤ t) that is the filtration of the observations on Y . Then, under natural

assumptions, for any bounded and measurable function f we have

E
[
f(Xt) | FYt

]
=

∫
Rd
f(x)pt(x)dx

where pt(x) denotes the conditional density of Xt given FYt : it turns out that pt satisfies a SPDE of

the form

dpt(x) = Ltpt(x)dt+ Gtpt(x)dWt, (1.1)

where Lt is a second-order elliptic operator and Gt is a first-order operator. The coefficients of Lt and

Gt may depend on t, x, Yt and are therefore random and typically not smooth. A very particular case

is when Y ≡ 0: then Gt = 0 and (1.1) reduces to the classical forward Kolmogorov equation for the

transition density pt of Xt. In the general case, pt can be referred to as the stochastic fundamental

solution of (1.1). The aim of this paper is to prove existence, regularity and estimates from above and

below of pt by using a classical tool from PDEs’ theory, the parametrix method.

Let (Ω,F , P ) be a complete probability space with an increasing filtration (Ft)t≥0 of complete

with respect to (F , P ) σ-fields Ft ⊆ F . Let d1 ∈ N and let W k, k = 1, · · · , d1, be one-dimensional

independent Wiener processes with respect to (Ft)t≥0. We consider the parabolic SPDE

dut(x) = (Ltut(x) + ft(x)) dt+ Gσkt
ut(x)dW k

t , (1.2)
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where Lt is the second-order operator

Ltut(x) =
1

2
aijt (x)∂ijut(x) + bjt (x)∂jut(x) + ct(x)ut(x)

and Gσkt
is the first-order operator

Gσkt
ut(x) = σikt (x)∂iut(x).

Throughout the paper, the summation convention over repeated indices is enforced regardless of whether

they stand at the same level or at different ones. The point of Rd is denoted by x = (x1, . . . , xd) and

we set ∂i = ∂xi , ∇ = (∂1, . . . , ∂d) and ∂ij = ∂i∂j . A function u = ut(x, ω) on [0,∞)×Rd×Ω is denoted

by ut(x) and we shall systematically omit the explicit dependence on ω ∈ Ω. The coefficients at, bt,

ct, ft and σkt in (1.2) are intended to be random and not smooth.

The Cauchy problem for evolution SPDEs has been studied by several authors. Under coercivity

conditions analogous to uniform ellipticity for PDEs, there exists a complete theory in Sobolev spaces

(see [20], [16], [25], [6] and references therein) and in the spaces of Bessel potentials (see [11] and [12]).

Classical solutions in Hölder classes were first considered in [24], [26] and more recent results were

proved in [1] and [18], though the authors only considered equations with non-random coefficients and

with no derivatives of the unknown function in the stochastic term.

In the last decades, the use of analytical or PDE techniques in the study of SPDEs has become

widespread. For instance, the results in [1], [18], [30] are based on classical methods of deterministic

PDEs, such as Duhamel principle and a priori Schauder estimates; the Lp estimates in [3] are proved by

adapting the classical Moser’s iterative argument; [28] provides short-time asymptotics of random heat

kernels. A further remarkable example is given by the recent series of papers by Krylov [13, 14, 15] where

the Hörmander’s theorem for SPDEs is proved; see also the very recent results in [23] for backward

SPDEs.

In this paper we extend another classical tool that, to the best of our knowledge, has not yet

been considered in the study of SPDEs, the well-known parametrix method for the construction of the

fundamental solution of PDEs with Hölder continuous coefficients. There are two main problems that

one faces when trying to apply the parametrix method to SPDEs: the lack of a Duhamel principle for

SPDEs and the roughness of the coefficients, that are assumed to be only measurable in time. In the

first part of the paper, we use the Itô-Wentzell formula [29] to make a random change of variables which

transforms the SPDE in a PDE with random coefficients; the latter admits a Duhamel principle and,

in the second part of the paper, we use it to extend the parametrix method to parabolic PDEs with

coefficients measurable in the time variable.

This paper does not pretend to encompass the most general assumptions but rather investigate the

possible use of the parametrix method in the stochastic framework; as such, it has to be intended as

a first step of a research programme aiming at considering more general classes of possibly degenerate

SPDEs. More precisely, it is very likely that the techniques used in this paper can be applied to SPDEs

satisfying the strong Hörmander condition, such as those considered in [13]. A more challenging problem

is to consider the Langevin SPDE

dut(x, y) =

(
at(x, y)

2
∂xxut(x, y) + x∂yut(x, y)

)
dt+ σt(x, y)∂xut(x, y)dWt, (x, y) ∈ R2.

This equation has unbounded drift coefficient and satisfies the weak Hörmander condition. The para-

metrix method has been generalized to deterministic (i.e. with σt ≡ 0) Langevin PDEs in [22], [4] and
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[10]; however, contrary to the uniformly parabolic case considered in the present paper, the intrinsic

Hölder regularity in the spatial variables cannot be studied independently from the time variable as

it was recently shown in [19]. This is an additional issue that needs careful investigation and is the

subject of the forthcoming paper [21].

The paper is organized as follows. In Section 2 we introduce the basic notations and state our main

result, Theorem 2.5; for illustrative purposes, the particular case of the stochastic heat equation is

discussed in Subsection 2.1. In Section 3 we recall the Itô-Wentzell formula and provide some estimate

for the related flow of diffeomorphisms. In Section 4 we present the parametrix method. Since the

complete proofs are rather technical and to a large extent similar to the classical case, we only provide

the details on those aspects that require significant modifications: in particular, in Section 4.3 we

present a proof of the Gaussian lower bound for the fundamental solution which requires some non

trivial adaptation of an original argument by Aronson (cf. [5]).

2 Assumptions and main results

Before stating our main theorems, we need to introduce some basic definitions and notations to be

used throughout the paper. Let k ∈ N, α ∈ (0, 1) and 0 ≤ t < T . Denote:

• C0
t,T = C0

t,T (Rd) the space of all measurable functions f = fs(x) on [t, T ]×Rd that are continuous

in x;

• Cαt,T = Cαt,T (Rd) the space of functions f ∈ C0
t,T that are α-Hölder continuous in x uniformly with

respect to s, that is

sup
s∈[t,T ]
x6=y

|fs(x)− fs(y)|
|x− y|α

<∞;

• Cαt,T,loc the space of functions f ∈ C0
t,T such that

sup
s∈[t,T ]

x,y∈K, x 6=y

|fs(x)− fs(y)|
|x− y|α

<∞

for every compact subset K of Rd;

• Ckt,T the space of all measurable functions f = fs(x) on [t, T ]×Rd that are k-times differentiable

w.r.t. x with ∂βf ∈ C0
t,T for any multi-index β of height |β| = k;

• Ck+α
t,T (resp. Ck+α

t,T,loc) the space of functions f ∈ Ckt,T with ∂βf ∈ Cαt,T (resp. ∂βf ∈ Cαt,T,loc) for

any multi-index β of height |β| ≤ k.

We use boldface to denote the stochastic versions of the previous functional spaces. More precisely,

let now k ∈ N∪{0}, α ∈ [0, 1) and Pt,T be the predictable σ-algebra on [t, T ]×Ω. We denote by Ck+α
t,T

the family of functions f = fs(x, ω) on [t, T ]× Rd × Ω such that:

i) (s, x) 7→ fs(x, ω) ∈ Ck+α
t,T P -a.s.;

ii) (s, ω) 7→ fs(x, ω) is Pt,T -measurable for any x ∈ Rd.

Moreover, bCk+α
t,T is the space of functions f ∈ Ck+α

t,T such that∑
|β|≤k

sup
s∈[t,T ]

x∈Rd

|∂βfs(x)| <∞ P -a.s.
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We say that f = fs(x) is non-rapidly increasing uniformly on (t, T ]×Rd if, for any δ > 0, e−δ|x|
2 |fs(x)|

is a bounded function on (t, T ] × Rd, P -a.s.; in case f does not depend on s, we simply say that f is

non-rapidly increasing on Rd.

Definition 2.1. A stochastic fundamental solution Γ = Γ(t, x; τ, ξ) for the SPDE (1.2) is a function

defined for 0 ≤ τ < t ≤ T and x, ξ ∈ Rd, such that for any (τ, ξ) ∈ [0, T )× Rd we have:

i) Γ(·, ·; τ, ξ) ∈ C2
t0,T

(Rd) and with probability one satisfies

Γ(t, x; τ, ξ) = Γ(t0, x; τ, ξ) +

∫ t

t0

LsΓ(s, x; τ, ξ)ds+

∫ t

t0

Gσks
Γ(s, x; τ, ξ)dW k

s (2.1)

for τ < t0 ≤ t ≤ T and x ∈ Rd;

ii) for any continuous and non-rapidly increasing function ϕ on Rd

lim
(t,x)→(τ,ξ)

t>τ

∫
Rd

Γ(t, x; τ, y)ϕ(y)dy = ϕ(ξ), P -a.s.

Next we state the standing assumptions on the coefficients of the SPDE (1.2).

Assumption 2.2 (Coercivity). Let

At(x) :=
(
aijt (x)− σikt (x)σjkt (x)

)
i,j=1,...,d

.

There exists a positive random variable λ such that

〈At(x)ξ, ξ〉 ≥ λ|ξ|2, t ∈ [0, T ], x, ξ ∈ Rd, P -a.s.

Assumption 2.3 (Regularity). For some α ∈ (0, 1) and for every i, j = 1, . . . , d and k = 1, . . . , d1,

we have

aij , bj , c ∈ bCα
0,T and σik ∈ bC3+α

0,T .

We now introduce a random change of coordinates that will play a central role in the following

analysis. We fix (τ, x) ∈ [0, T )× Rd and consider the stochastic ordinary differential equation

xt = x−
∫ t

τ

σks (xs)dW
k
s , t ∈ [τ, T ]. (2.2)

It is well-known (see, for instance, Theor. 4.6.5 in [17])) that, under Assumption 2.3, equation (2.2)

admits a solution X = Xτ,t(x, ω) that is a stochastic flow of diffeomorphisms: precisely, Xτ,t ∈ C3+α′

τ,T ,

for any α′ < α, the matrix ∇Xτ,t(x) satisfies

∇Xτ,t(x) = Id −
∫ t

τ

∇σks (Xτ,s(x))∇Xτ,s(x)dW k
s , (2.3)

and, for any i, j = 1, . . . , d, ∂2
ijXτ,t(x) satisfies

∂2
ijX

h
τ,t(x) = −

∫ t

τ

(
(∇σks (Xτ,s(x))∂2

ijXτ,s(x))h +
(
(∇Xτ,s(x))∗∇2σhks (Xτ,s(x))∇Xτ,s(x)

)
ij

)
dW k

s

(2.4)

with probability one.

Since we are going to use X as a global change of variables, we need some control over the stochastic

integrals in (2.3) and (2.4) for x varying in Rd: this issue is addressed in Section 3 (see, in particular,

Proposition 3.2) under the following additional condition.
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Assumption 2.4. There exist ε > 0 and a random variable M ∈ Lp̄(Ω), with p̄ > max
{

2, d, d2ε
}

, such

that

sup
s∈[0,T ]

x∈Rd

(1 + |x|2)ε|∂βσks (x)| ≤M P-a.s.

for every k = 1, · · · , d1 and multi-index β with 1 ≤ |β| ≤ 3.

Assumption 2.4 is a rather weak condition on the first, second and third order derivatives of σ:

clearly, it is satisfied under the very particular cases of σ constant or σ with compact support.

Our main result is the following

Theorem 2.5. Let Assumptions 2.2, 2.3 and 2.4 be in force. Then there exists a fundamental solution

Γ for the SPDE (1.2). Moreover, there exist two positive random variables µ1 and µ2 such that

1

µ2
Γ

1
µ1 (t− τ,X−1

τ,t (x)− ξ) ≤ Γ(t, x; τ, ξ) ≤ µ2Γµ1(t− τ,X−1
τ,t (x)− ξ), (2.5)

|∂xiΓ(t, x; τ, ξ)| ≤ µ2√
t− τ

Γµ1(t− τ,X−1
τ,t (x)− ξ), (2.6)∣∣∂xixjΓ(t, x; τ, ξ)

∣∣ ≤ µ2

t− τ
Γµ1(t− τ,X−1

τ,t (x)− ξ), (2.7)

for every 0 ≤ τ < t ≤ T and x, ξ ∈ Rd, where Γµ denotes the fundamental solution of the heat equation

∂tut(x) = µ
2 ∆ut(x).

The proof of Theorem 2.5 is postponed to Section 4.4.

Corollary 2.6. Let u0 be a F0 ⊗ B-measurable function on Ω × Rd such that u0(ω, ·) is continuous

and non-rapidly increasing on Rd for a.e. ω ∈ Ω. Let f ∈ Cᾱ
0,T,loc, for some ᾱ ∈ (0, 1), be non-rapidly

increasing uniformly on [0, T ]× Rd. Then

ut(x) =

∫
Rd

Γ(t, x; 0, ξ)u0(ξ)dξ +

∫ t

0

∫
Rd

Γ(t, x; s, ξ)fs(ξ)dξds

is a classical solution of (1.2) with initial value u0, in the sense that u ∈ C2
0,T and with probability one

satisfies

ut(x) = u0(x) +

∫ t

0

(
Lsus(x) + fs(x)

)
ds+

∫ t

0

Gσks
us(x)dW k

s , t ∈ [0, T ], x ∈ Rd.

Such a solution is unique in the class of functions with quadratic exponential growth: precisely, u is the

unique solution such that there exists a positive random variable C such that |ut(x)| e−C|x|2 is bounded

on [τ, T ]× Rd.

2.1 Stochastic heat equation and Duhamel principle

To further illustrate and motivate our results, in this section we consider the prototype case of

the stochastic heat equation. We focus our attention on the Duhamel principle that is the crucial

ingredient in the parametrix method for the construction of the fundamental solution. More generally,

the Duhamel principle is a powerful tool for studying the existence and regularity properties of parabolic

PDEs. In the framework of SPDEs of the form (1.2), it is still possible to have a Duhamel representation

when the coefficients aij are deterministic and Gσkt
≡ 0: this case has been considered in [26] and [18]

where the Cauchy problem for parabolic SPDEs is studied. For the general SPDE (1.2) however, as
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also noticed by other authors (see, for instance, Sowers [27], Sect.3), measurability issues arise that do

not appear in the deterministic case.

To be more specific, let us consider the stochastic heat equation

dut(x) =
a2

2
∂xxut(x)dt+ (σ∂xut(x) + gt(x)) dWt. (2.8)

Under the coercivity condition a2 := a2 − σ2 > 0, the Gaussian kernel

p (t, x; τ, ξ) :=
1√

2πa2(t− τ)
exp

(
− (x+ σ(Wt −Wτ )− ξ)2

2a2(t− τ)

)
, t > τ ≥ 0, x, ξ ∈ R, (2.9)

is well defined, and if σ = 0 or g ≡ 0 then the function

ut(x) :=

∫
R
p (t, x; τ, ξ)u0(ξ)dξ +

∫ t

0

∫
R
p (t, x; s, ξ) gs(ξ)dξ dWs (2.10)

is a classical solution to (2.8), for any suitable initial value u0. This follows directly from the Itô formula

and the fact that the change of variable

Xτ,t(x) = x− σ(Wt −Wτ )

transforms (2.8) into a deterministic heat equation.

The difficulty in considering the case when σ and g are both not null, comes from the fact that the

integrand p (t, x; s, ξ) gs(ξ) in (2.10) becomes measurable with respect to the future σ-algebra Ft in the

filtered space: thus in general the last integral in (2.10) is not well-defined in the framework of classical

Itô-based stochastic calculus. For this reason, in the context of SPDEs, the Duhamel principle has been

used only under rather specific assumptions.

We observe that a naive application of the parametrix method for SPDE (1.2) would consist precisely

of a successive application of the Duhamel formula (2.10) with g and σ = σt(x) that are not null and

not even constant. Hence, the lack of a general Duhamel formula seems to preclude a direct use of the

whole parametrix approach.

Incidentally formula (2.9) shows that, even for SPDEs with constant coefficients, the stochastic

fundamental solution p has distinctive properties compared to the Gaussian deterministic heat kernel.

In particular, the asymptotic behaviour near the pole of p is affected by the presence of the Brownian

motion: this fact was studied also in [27] in the more general framework of Riemannian manifolds and

is coherent with the Gaussian lower and upper bounds (2.5).

3 Itô-Wentzell change of coordinates

In this section we consider the random change of coordinates (2.2) and use the Itô-Wentzell formula

to transform the SPDE (1.2) into a PDE with random coefficients. For simplicity, we only consider

the case τ = 0 and set Xt(x) ≡ X0,t(x). We define the operation “hat” which transforms any function

ut(x) into

ût(x) = ut(Xt(x)) (3.1)

and recall the classical Itô-Wentzell formula (see, for instance, Theor. 3.3.1 in [17] or Theor. 6.4 in

[14]).

Theorem 3.1 (Itô-Wentzell). Let u ∈ C2
0,T , h ∈ C0

0,T and gk ∈ C1
0,T be such that

dut(x) = ht(x)dt+ gkt (x)dW k
t . (3.2)
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Then we have

dût(x) =

(
ĥt(x) +

1

2
σ̂ikt σ

jk
t (x)∂̂ijut(x)− ∂̂igkt (x)σ̂ikt (x)

)
dt+

(
ĝkt (x)− Ĝσkt

ut(x)
)
dW k

t . (3.3)

In order to apply Itô-Wentzell formula to our SPDE, we prove the following crucial estimate for the

gradient of Xt(x).

Proposition 3.2. Let

Yt := (∇Xt)
−1.

We have ∇Xt, Yt ∈ bC1
0,T and there exists a positive random variable λ̃ such that

|Y ∗t (x)ξ|2 ≥ λ̃|ξ|2, t ∈ [0, T ], x, ξ ∈ Rd, P -a.s. (3.4)

The proof of Proposition 3.2 is based on the following preliminary lemma:

Lemma 3.3. Let Z be a continuous random field defined on [τ, T ]× Rd. Assume that for some ε > 0

and p >
(
d ∨ d

2ε

)
there exists a constant C > 0 such that

E

[
sup

s∈[τ,T ]

|Zs(x)|p
]
≤ C(1 + |x|2)−εp, (3.5)

E

[
sup

s∈[τ,T ]

|∇Zs(x)|p
]
≤ C(1 + |x|2)−εp, (3.6)

for every x ∈ Rd. Then Z has a modification in bC
1− dp
τ,T .

Proof. By the classical Sobolev embedding theorem, for every f ∈W 1,p(Rd), with p > d, we have

|f(x)|+ |f(x)− f(y)|
|x− y|1−

d
p

≤ N‖f‖W 1,p(Rd), a.e. x, y ∈ Rd,

where N is a constant dependent only on p and d. Hence the statement directly follows from the

following estimate

sup
t∈[τ,T ]

‖Zt‖W 1,p(Rd) <∞ P -a.e.

and the continuity of Z. To this end, we check that

E

[
sup
t∈[τ,T ]

‖Zt‖W 1,p(Rd)

]
<∞.

By (3.5) and since p > d
2ε , we have

E

[
sup
t∈[τ,T ]

‖Zt‖pLp(Rd)

]
≤ E

[∫
Rd

sup
t∈[τ,T ]

|Zt(x)|pdx

]
≤
∫
Rd
C(1 + |x|2)−εpdx <∞,

and analogously by (3.6) we have

E

[
sup
t∈[τ,T ]

‖∇Zt‖pLp(Rd)

]
≤
∫
Rd
C(1 + |x|2)−εpdx <∞.
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Proof of Proposition 3.2. Let

Zt(x) := ∇Xt(x)− I =

∫ t

0

∇σks (Xs(x))∇Xs(x)dW k
s . (3.7)

We show that the matrix-valued random field Zt(x) satisfies estimates (3.5) and (3.6) of Lemma 3.3 for

every p such that
(
2 ∨ d ∨ d

2ε

)
< p < p̄, with ε and p̄ as in Assumption 2.4. Indeed, by the well-known

Lp-estimates for Xt,T (x) (see [17], Chapter 4), for any 0 ≤ τ ≤ t ≤ T and x ∈ Rd we have

E
[
(1 + |Xτ,t(x)|2)p

]
≤ N1(1 + |x|2)p, p ∈ R, (3.8)

E
[∣∣∂βXτ,t(x)

∣∣p] ≤ N2, p ≥ 2, 1 ≤ |β| ≤ 3, (3.9)

where the constants N1 and N2 depend only on p and d. We have

E

[
sup
t∈[0,T ]

∣∣∣Zijt (x)
∣∣∣p] ≤ C d1∑

k=1

d∑
h=1

E

[
sup
t∈[0,T ]

∣∣∣∣∫ t

0

∂hσ
ik
s (Xs(x))∂jX

h
s (x)dW k

s

∣∣∣∣p
]

(by Burkolder inequality)

≤ C ′p
d1∑
k=1

d∑
h=1

E

(∫ T

0

(
∂hσ

ik
s (Xs(x))∂jX

h
s (x)

)2
ds

) p
2


(by Hölder inequality with conjugate exponents p

2 and p
p−2 )

≤ C ′pT
p−2

2

d1∑
k=1

d∑
h=1

∫ T

0

E
[∣∣∂hσiks (Xs(x))∂jX

h
s (x)

∣∣p] ds
(by Hölder inequality with conjugate exponents r and q < p̄

p )

≤ C ′pT
p−2

2

d1∑
k=1

d∑
h=1

∫ T

0

E
[∣∣∂hσiks (Xs(x))

∣∣pq] 1
q

E
[∣∣∂jXh

s (x)
∣∣pr] 1

r

ds

(by Assumption 2.4 and estimate (3.9))

≤ C ′′pT
p−2

2 N
1
r

2

∫ T

0

E
[
Mpq(1 + |Xs(x)|2)−εpq

] 1
q ds

(by Hölder inequality with conjugate exponents r̄ and q̄ := p̄
pq > 1)

≤ C ′′pT
p−2

2 N
1
r

2

∫ T

0

E
[
M p̄
] p
p̄ E

[
(1 + |Xs(x)|2)−εpqr̄

] 1
qr̄ ds

(by estimate (3.8))

≤ C ′′pT
p
2N

1
qr̄

1 N
1
r

2 ‖M‖
p
p̄(1 + |x|2)−εp.

This proves (3.5). Estimate (3.6) is obtained in a similar way from the identity ∂hZ
ij
t (x) = ∂2

hjX
i
t , with

∂2
hjX

i
t satisfying SDE (2.4), and employing estimate (3.9) with |β| = 2. Hence, by Lemma 3.3, Zt(x)

has a bC
1− dp
0,T -modification and therefore ∇Xt(x) is bounded as a function of (t, x) ∈ [0, T ]×Rd, P -a.e.

by (3.7).

Next we prove that det∇Xt(x) is bounded from above and below by a positive random variable for

all (t, x), P -a.s. By Itô formula (see [14], Lemma 3.1 for more details), with probability one we have

det∇Xt(x) = exp

(
−
∫ t

0

trDσks (Xs(x))dW k
s +

1

2

∫ t

0

tr
(
(Dσks )2

)
(Xs(x))ds

)
. (3.10)
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Since both parts of the equality are continuous w.r.t (t, x), the equality holds for all (t, x) at once with

probability one. Thus the assertion follows from the boundedness of the integrals appearing in (3.10),

which again can be proved as an application of Lemma 3.3, estimate (3.8) and Assumption 2.4.

Then the matrix Yt(x) is well defined and detYt(x) is bounded from below by a positive random

variable for all (t, x), P -a.s. This fact, together with the uniform boundedness of the entries of ∇Xt(x),

implies (3.4).

It remains to prove that ∇Xt and Yt have uniformly bounded spatial derivatives P -a.s. Again, this is

a consequence of formula (2.4), Lemma 3.3 and the simple equality ∂jYt(x) = −Yt(x)∂j(∇Xt(x))Yt(x).

Theorem 3.4. The function u is a classical solution of SPDE (1.2) if and only if û in (3.1) solves

dût(x) = (Ltût(x) + ft(x)) dt (3.11)

where ft = f̂t and

Lt =
1

2
aijt ∂ij + bit∂i + ct (3.12)

is the parabolic operator with coefficients aij , bj , c ∈ bCα
0,T given explicitly by

aijt =
(
YtÂtY

∗
t

)
ij
, bit = Y irt

(
b̂rt −

̂
∂jσrkt σ

jk
t − âjht

(
Y ∗t (∇2Xr

t )Yt
)
jh

)
, ct = ĉt. (3.13)

Moreover, for some positive random variable µ, the following coercivity condition is satisfied

〈at(x)ξ, ξ〉 ≥ µ|ξ|2, t ∈ [0, T ], x, ξ ∈ Rd, P -a.s. (3.14)

Proof. By assumption, ut satisfies (3.2) with ht = Ltut + ft ∈ Cα
0,T and gkt = Gσkt

ut ∈ C1+α
0,T . Thus, by

the Itô-Wentzell formula (3.3) we get

dût =

(
1

2
Âij
t ∂̂ijut +

(
b̂jt −

̂
∂iσ

jk
t σ

ik
t

)
∂̂jut + ĉtût + f̂

)
dt. (3.15)

Now, we have

∂j ût(x) = ∂̂iut(x)∂jX
i
t(x) =

(
∇̂ut(x)∇Xt(x)

)
j
,

∂ij ût(x) =
(
∇X∗t (x)∇̂2ut(x)∇Xt(x)

)
ij

+
(
∂̂hut(x)∇2Xh

t (x)
)
ij
,

or equivalently

∇̂ut(x) = ∇ût(x)Yt(x),

∇̂2ut(x) = Y ∗t (x)∇2ût(x)Yt(x)−
(
Y ∗t (x)∇2Xh

t (x)Yt(x)
)
∂̂hut(x).

Plugging these formulas into (3.15) and rearranging the indexes, we get (3.11)-(3.12)-(3.13). Moreover,

from expressions (3.13) combined with Assumption 2.3 and Proposition 3.2 it is straightforward to see

that aij , bj , c ∈ bCα
0,T . Eventually, by Assumption 2.2 and estimate (3.4) of Proposition 3.2 we have

〈Ât(x)Y ∗t ξ, Y
∗
t ξ〉 ≥ λ|Y ∗t (x)ξ|2 ≥ λλ̃|ξ|2

for any t ∈ [0, T ], x, ξ ∈ Rd, P -a.s. and this proves (3.14).
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4 Time-dependent parametrix

In this section we consider the (deterministic) parabolic PDE

Hut(x) := Ltut(x)− ∂tut(x) = 0 (4.1)

where

Ltut(x) =
1

2
aijt ∂ijut(x) + bit∂iut(x) + ctut(x) (4.2)

appears in the reduced equation (3.11) when ω ∈ Ω is fixed. Since the coefficients will be assumed only

measurable in the time variable, equation (4.1) has to be understood in the integral sense: a solution

to the Cauchy problem Hut(x) + ft(x) = 0, x ∈ Rd, a.e. t ∈ (τ, T ],

uτ (x) = ϕ(x), x ∈ Rd,
(4.3)

is a function u ∈ C2
τ,T (Rd) that satisfies

ut(x) = ϕ(x) +

∫ t

τ

(Lsus(x) + fs(x))ds, (t, x) ∈ [τ, T ]× Rd.

The main idea of the parametrix method is to construct the fundamental solution Γ = Γ(t, x; τ, ξ)

of H using as a first approximation the so-called parametrix, that is the Gaussian kernel of the heat

operator obtained by freezing the coefficients of H at the pole (τ, ξ). If Z = Z(t, x; τ, ξ) denotes the

parametrix, one looks for the fundamental solution of H in the form

Γ(t, x; τ, ξ) = Z(t, x; τ, ξ) +

∫ t

τ

∫
Rd
Z(t, x; s, y)Φ(s, y; τ, ξ)dyds. (4.4)

The unknown function Φ is determined by imposing HΓ(t, x; τ, ξ) = 0: this implies that Φ should satisfy

the integral equation

Φ(t, x; τ, ξ) = HZ(t, x; τ, ξ) +

∫ t

τ

∫
Rd
HZ(t, x; s, y)Φ(s, y; τ, ξ)dyds (4.5)

for any x, ξ ∈ Rd and a.e. t ∈ (τ, T ]. By recursive approximation we have

Φ(t, x; τ, ξ) =

+∞∑
k=1

(HZ)k(t, x; τ, ξ) (4.6)

where

(HZ)1(t, x; τ, ξ) = HZ(t, x; τ, ξ),

(HZ)k+1(t, x; τ, ξ) =

∫ t

τ

∫
Rd
HZ(t, x; s, y)(HZ)k(s, y; τ, ξ)dyds, k ∈ N.

To prove convergence of the series (4.6) and show that the candidate Γ in (4.4)-(4.5) is indeed a

fundamental solution for H, we need to impose some conditions.

Assumption 4.1 (Coercivity). There exists a positive constant λ such that

λ−1|ξ|2 ≤ 〈at(x)ξ, ξ〉 ≤ λ|ξ|2, t ∈ [0, T ], x, ξ ∈ Rd.

Assumption 4.2 (Regularity). The coefficients aij , bj , c are bounded functions and aij ∈ Cα0,T (Rd),

bj , c ∈ Cα0,T,loc(Rd) for some α ∈ (0, 1).
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Since it is clearly not restrictive, for the subsequent analysis it is convenient to increase a bit the

value of the constant λ of Assumption 4.1 so that λ > 1 and the L∞-norms of the coefficients aij , bj , c

are bounded by λ.

Remark 4.3. As opposed to the classical parametrix method, in Assumption 4.2 we do not require any

regularity of the coefficients in the time variable. Instead, here we only require Hölder continuity in the

spatial variables. The reason lies in the fact that we are going to adopt a time-dependent definition of

parametrix: namely, we do not freeze the time variable in the definition of Z (see (4.13) below) and take

as parametrix the fundamental solution of a parabolic equation with coefficients depending on t.

Remark 4.4. Using the enhanced version of the parametrix method proposed in [2], we can weaken the

conditions on the first- and zero-order coefficients that can be supposed to be unbounded with sub-linear

growth at infinity.

Definition 4.5. A fundamental solution Γ = Γ(t, x; τ, ξ) for equation (4.1) is a function defined for

0 ≤ τ < t ≤ T and x, ξ ∈ Rd, such that for any (τ, ξ) ∈ [0, T )× Rd we have:

i) Γ(·, ·; τ, ξ) ∈ C2
t0,T

(Rd) for any t0 ∈ ]τ, T [ and satisfies HΓ(t, x; τ, ξ) = 0 for any x ∈ Rd and a.e.

t ∈ (τ, T ];

ii) for any continuous and non-rapidly increasing function ϕ on Rd

lim
(t,x)→(τ,ξ)

t>τ

∫
Rd

Γ(t, x; τ, y)ϕ(y)dy = ϕ(ξ).

Next we state the main result of this section.

Theorem 4.6 (Existence of the fundamental solution). Under Assumptions 4.1 and 4.2, there

exists a fundamental solution Γ for equation (4.1). Moreover, assume that ϕ = ϕ(x) is continuous and

non-rapidly increasing on Rd, and f = ft(x) is non-rapidly increasing uniformly on [τ, T ] × Rd and

such that f ∈ Cα′τ,T,loc for some α′ ∈ (0, 1). Then

ut(x) =

∫
Rd

Γ(t, x; τ, ξ)ϕ(ξ)dξ +

∫ t

τ

∫
Rd

Γ(t, x; s, ξ)f(s, ξ)dξds (4.7)

is a solution to the Cauchy problem (4.3). Such a solution is unique in the class of functions with

quadratic exponential growth (cf. Corollary 2.6).

Theorem 4.7 (Properties of the fundamental solution). Under the same assumptions of Theorem

4.6, the fundamental solution Γ enjoys the following properties:

i) Γ verifies the Chapman-Kolmogorov identity

Γ(t, x; t0, x0) =

∫
Rd

Γ(t, x; τ, ξ)Γ(τ, ξ; t0, x0)dξ, t0 < τ < t, x, x0 ∈ Rd;

and, if c = ct is independent of x, we have∫
Rd

Γ(t, x; τ, ξ)dξ = e
∫ t
τ
csds, τ ≤ t ≤ T, x ∈ Rd. (4.8)

In particular, if c ≡ 0 then Γ(t, x; τ, ·) is a density;
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ii) there exist two positive constants Ci = Ci(λ, α, d, T ), i = 1, 2, such that

1

C1
ΓC2(t− τ, x− ξ) ≤ Γ(t, x; τ, ξ) ≤ C1Γλ(t− τ, x− ξ), (4.9)

|∂xiΓ(t, x; τ, ξ)| ≤ C1√
t− τ

Γλ(t− τ, x− ξ), (4.10)∣∣∂xixjΓ(t, x; τ, ξ)
∣∣ ≤ C1

t− τ
Γλ(t− τ, x− ξ), (4.11)

for every 0 ≤ τ < t ≤ T and x, ξ ∈ Rd, where Γλ denotes the fundamental solution of the heat

equation ∂tut(x) = λ
2 ∆ut(x).

4.1 Preliminary Gaussian and potential estimates

Let A =
(
Aij
)

1≤i,j≤d be a constant, symmetric and positive definite matrix. We denote by

Γheat(A, x) =
1√

(2π)d detA
e−

1
2 〈A

−1x,x〉, x ∈ Rd,

the d-dimensional Gaussian kernel with covariance matrix A. Clearly Γheat is a smooth function and

satisfies

∂tΓ
heat(tA, x) =

1

2

d∑
i,j=1

Aij∂ijΓ
heat(tA, x), t > 0, x ∈ Rd.

Now, we freeze the coefficients of Lt in (4.2) at a fixed point y ∈ Rd and consider the operator with

time-dependent coefficients

Lt,y =
1

2
aijt (y)∂xixj

acting in the x-variable. We denote by

Γy(t, x; τ, ξ) = Γheat(Aτ,t(y), x− ξ), Aτ,t(y) :=

∫ t

τ

as(y)ds, (4.12)

the fundamental solution of Lt,y − ∂t. Notice that Γy is well defined for 0 ≤ τ < t ≤ T in virtue of

Assumption 4.1 and solves

∂tΓy(t, x; τ, ξ) = Lt,yΓy(t, x; τ, ξ)

for any x, ξ ∈ Rd and almost every t ∈ (τ, T ]. Finally, we define the parametrix for H as

Z(t, x; τ, ξ) = Γξ(t, x; τ, ξ), 0 ≤ τ < t ≤ T, x, ξ ∈ Rd. (4.13)

Hereafter C = C (·, . . . , ·) denotes a constant depending only on quantities appearing in parentheses.

In a given context the same letter will be used to denote different constants depending on the same set

of arguments. The following Gaussian estimates are standard consequences of Assumption 4.1.

Lemma 4.8. We have

1

λd
Γ

1
λ (t− τ, x− ξ) ≤ Γy(t, x; τ, ξ) ≤ λdΓλ(t− τ, x− ξ), (4.14)

for any 0 ≤ τ < t ≤ T and x, ξ, y ∈ Rd. Moreover, Γy(t, x; τ, ξ) verifies the Gaussian estimates

(4.10)-(4.11) for some positive constant C = C(λ, d).
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Proposition 4.9. There exists k0 ∈ N such that, for every τ ∈ [0, T [ and ξ ∈ Rd, the series

∞∑
k=k0

(HZ)k(·, ·; τ, ξ)

converges in L∞((τ, T ] × Rd). The function Φ defined by (4.6) solves the integral equation (4.5) and

there exists a positive constant C = C(λ, α, d, T ) such that

|Φ(t, x; τ, ξ)| ≤ C

(t− τ)1−α2
Γλ(t− τ, x− ξ), (4.15)

|Φ(t, x; τ, ξ)− Φ(t, y; τ, ξ)| ≤ C |x− y|α2
(t− τ)1−α4

(
Γλ(t− τ, x− ξ) + Γλ(t− τ, y − ξ)

)
, (4.16)

for every x, y, ξ ∈ Rd and almost every t ∈ (τ, T ].

Proof. We prove the preliminary estimate

|(HZ)k(t, x; τ, ξ)| ≤ Mk

(t− τ)1−αk/2 Γλ(t− τ, x− ξ) x, ξ ∈ Rd, a.e. t ∈ (τ, T ], k ∈ N, (4.17)

where C = C(λ, α, d, T ) is a positive constant, Mk = Ck
ΓkE(α2 )
ΓE(αk2 )

and ΓE is the Euler Gamma function.

For k = 1, we have

|HZ(t, x; τ, ξ)| = |(Lt − Lt,ξ)Z(t, x; τ, ξ)| ≤ I1 + I2 + I3

where

I1 =
1

2

∣∣aijt (x)− aijt (ξ)
∣∣ |∂ijZ(t, x; τ, ξ)| , I2 =

∣∣bit(x)
∣∣ |∂iZ(t, x; τ, ξ)| , I3 = |ct(x)Z(t, x; τ, ξ)| .

By Assumption 4.2 and Lemma 4.8, we have

I1 ≤
C

(t− τ)1−α2

(
|x− ξ|√
t− τ

)α
Γλ(t− τ, x− ξ) ≤ C

(t− τ)1−α2
Γλ+1(t− τ, x− ξ).

Since the coefficients are bounded, by Lemma 4.8 we also have

I2 ≤
C√
t− τ

Γλ(t− τ, x− ξ) ≤ C Γλ(t− τ, x− ξ)
(t− τ)1−α2

, I3 ≤ CΓλ(t− τ, x− ξ),

and this proves (4.17) for k = 1. Now we assume that (4.17) holds for k and prove it for k+ 1: we have

|(HZ)k+1(t, x; τ, ξ)| =
∣∣∣∣∫ t

τ

∫
Rd
HZ(t, x; s, y)(HZ)k(s, y; τ, ξ)dyds

∣∣∣∣ ≤
(by inductive hypothesis)

≤
∫ t

τ

M1

(t− s)1−α/2
Mk

(s− τ)1−αk/2

∫
Rd

Γλ(t− s, x− y)Γλ(s− τ, y − ξ)dyds ≤

(by the Chapman-Kolmogorov property for Γλ)

≤ Γλ(t− τ, x− ξ)
∫ t

τ

M1

(t− s)1−α/2
Mk

(s− τ)1−αk/2 ds

that yields (4.17) thanks to the well-known properties of the Gamma function. From (4.17) we directly

deduce the uniform convergence of the series and estimate (4.15). The proof of (4.16) follows the same

lines as in the classical case (see [7], Ch.1, Theor.7) and is omitted.
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We close this section by stating a generalization of a classical result about the so-called volume

potential defined as

Vf (t, x) =

∫ t

t0

∫
Rd
Z(t, x; τ, ξ)f(τ, ξ)dξdτ, (t, x) ∈ [t0, T ]× Rd, (4.18)

where Z denotes the parametrix. The proof is based on classical arguments (see [7], Ch.1, Sec.3 and

[9]) that can be applied to the time-dependent parametrix Z in (4.13) without any significant change.

Lemma 4.10. Let Vf be the volume potential in (4.18) with f ∈ Cαt0,T,loc(Rd), non-rapidly increasing

uniformly w.r.t. t. Then Vf ∈ C2
t0,T

(
Rd
)

satisfies

∂xiVf (t, x) =

∫ t

t0

∫
Rd
∂xiZ(t, x; τ, ξ)f(τ, ξ)dξdτ,

∂xixjVf (t, x) =

∫ t

t0

∫
Rd
∂xixjZ(t, x; τ, ξ)f(τ, ξ)dξdτ,

∂tVf (t, x) = f(t, x) +

∫ t

t0

∫
Rd
∂tZ(t, x; τ, ξ)f(τ, ξ)dξdτ,

for any x ∈ Rd and a.e. t ∈ (t0, T ].

4.2 Proof of Theorem 4.6

Let Γ = Γ(t, x; τ, ξ) be the function defined by (4.4)-(4.6) for 0 ≤ τ < t ≤ T and x, ξ ∈ Rd. By

Proposition 4.9, it is clear that Γ(·, ·; τ, ξ) ∈ C0
τ,T (Rd) for any (τ, ξ) ∈ [0, T )×Rd. Next, we fix t0 ∈ (τ, t)

and notice that by (4.15)-(4.16) the function f := Φ(·, ·; τ, ξ), defined on [t0, T ] × Rd, satisfies the

conditions of Lemma 4.10: hence the volume potential

VΦ(t, x) :=

∫ t

t0

∫
Rd
Z(t, x; s, y)Φ(s, y; τ, ξ)dyds

is twice continuously differentiable in x and satisfies

HVΦ(t, x) =

∫ t

t0

∫
Rd
HZ(t, x; s, y)Φ(s, y; τ, ξ)dyds− Φ(t, x; τ, ξ), a.e. t ∈ (t0, T ].

On the other hand, we also have

H
∫ t0

τ

∫
Rd
Z(t, x; s, y)Φ(s, y; τ, ξ)dyds =

∫ t0

τ

∫
Rd
HZ(t, x; s, y)Φ(s, y; τ, ξ)dyds

by the dominated convergence theorem. Consequently, we have

HΓ(t, x; τ, ξ) = HZ(t, x; τ, ξ) +

∫ t

τ

∫
Rd
HZ(t, x; s, y)Φ(s, y; τ, ξ)dyds− Φ(t, x; τ, ξ) = 0

for a.e. t ∈ (τ, T ], because Φ solves equation (4.5). This proves property i) of Definition 4.5 of

fundamental solution. To prove property ii), it suffices to notice that∫
Rd

Γ(t, x; τ, y)ϕ(y)dy = I1(t, x, τ) + I2(t, x, τ)

where

lim
(t,x)→(τ,ξ)

t>τ

I1(t, x, τ) = lim
(t,x)→(τ,ξ)

t>τ

∫
Rd
Z(t, x; τ, y)ϕ(y)dy = ϕ(ξ),
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lim
(t,x)→(τ,ξ)

t>τ

|I2(t, x, τ)| ≤ lim
(t,x)→(τ,ξ)

t>τ

∫
Rd

∫ t

τ

∫
Rd
Z(t, x; s, η) |Φ(s, η; τ, y)ϕ(y)| dηdsdy ≤

(by (4.14)-(4.15) and since ϕ is non-rapidly increasing, taking δ > 0 suitably small, with C = C(λ, δ))

≤ lim
(t,x)→(τ,ξ)

t>τ

∫
Rd

∫ t

τ

C

(s− τ)1−α2

∫
Rd

Γλ(t− s, x− η)Γλ(s− τ, η − y)eδ|y|
2

dηdsdy

≤ lim
(t,x)→(τ,ξ)

t>τ

∫
Rd

∫ t

τ

C

(s− τ)1−α2
Γλ(t− τ, x− y)eδ|y|

2

dsdy = 0. (4.19)

Finally, the standard proof of existence for the Cauchy problem (see for instance [7], Ch.1, Theor.12,

or [9]) applies without modification. Uniqueness follows from the maximum principle.

4.3 Proof of Theorem 4.7

The Chapman-Kolmogorov identity follows from uniqueness of the Cauchy problem (4.3) and rep-

resentation (4.7) with f ≡ 0 and ϕ = Γ(τ, ·; τ0, ξ0), for fixed (τ0, ξ0) ∈ [0, τ)×Rd. Analogously, formula

(4.8) follows from uniqueness of the Cauchy problem (4.3) with f ≡ 0 and ϕ ≡ 1.

Next we prove the Gaussian estimates for Γ. First, we set

J(t, x; τ, ξ) =

∫ t

τ

∫
Rd
Z(t, x; s, y)Φ(s, y; τ, ξ)dyds

and notice that

|J(t, x; τ, ξ)| ≤
∫ t

τ

∫
Rd
Z(t, x; s, y) |Φ(s, y; τ, ξ)| dyds ≤

(by (4.14), (4.15) and the Chapman-Kolmogorov property for Γλ)

≤ Γλ(t− τ, x− ξ)
∫ t

τ

C

(s− τ)1−α2
ds ≤ C(t− τ)

α
2 Γλ(t− τ, x− ξ) (4.20)

for some positive C = C(λ, d, T ). Since Γ = Z + J , the previous estimate combined with (4.14) proves

|Γ(t, x; τ, ξ)| ≤ C1Γλ(t− τ, x− ξ)

and in particular, the upper bound for Γ in (4.9). The proof of (4.10)-(4.11) is similar. Notice that by

the maximum principle (in the form of Lemma 5 p.43 in [7]) applied to u(t, x) =
∫
Rd Γ(t, x; τ, y)ϕ(y)dy,

where ϕ is any bounded, non-negative and continuous function, one easily infers that Γ is non-negative.

To prove the Gaussian lower bound we adapt a procedure due to Aronson that is essentially based

on a crucial Nash’s lower bound (see [5], Sect. 2). The main difference is that in our setting we replace

Nash’s estimate with a bound that we directly derive from the parametrix method. Let us first notice

that, for λ > 1, we have Γλ(t;x) ≤ Γ
1
λ (t;x) if |x| ≤ %λ

√
t where %λ =

√
λd
λ2−1 log λ. Thus, by (4.14) and

(4.20) we have

Γ(t, x; τ, ξ) ≥ Z(t, x; τ, ξ)− |J(t, x; τ, ξ)| ≥

(if |x− ξ| ≤ %λ
√
t− τ)

≥
(
λ−d − C(t− τ)

α
2

)
Γ

1
λ (t− τ ;x− ξ)

≥ 1

2λd
Γ

1
λ (t− τ ;x− ξ) (4.21)
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if 0 < t− τ ≤ Tλ := (2Cλd)−
2
α ∧ T .

For any (t, x), (τ, ξ) ∈ [0, T ]× Rd, we set m to be the smallest natural number greater than

max

{
4%−2
λ

|x− ξ|2

(t− τ)
,
T

Tλ

}
.

Then we set

ti = τ + i
t− τ
m+ 1

, xi = ξ + i
x− ξ
m+ 1

, i = 0, . . . ,m+ 1.

Denoting by D(x; r) = {y ∈ Rd | |x − y| < r} the Euclidean ball centered at x with radius r > 0, by

the Chapman-Kolmogorov equation we have

Γ(t, x; τ, ξ) =

∫
Rmd

Γ(t, x; tm, ym)

m−1∏
i=1

Γ(ti+1, yi+1; ti, yi)Γ(t1, y1; τ, ξ)dy1 · · · dym

(since Γ is non-negative)

≥
∫
Rmd

Γ(t, x; tm, ym)1D(xm;r)(ym)

m−1∏
i=1

Γ(ti+1, yi+1; ti, yi)1D(xi;r)(yi)Γ(t1, y1; τ, ξ)dy1 · · · dym.

(4.22)

Now we have

ti+1 − ti =
t− τ
m+ 1

≤ T

m+ 1
≤ Tλ, i = 0, . . . ,m

by definition of m. Moreover, if yi ∈ D(xi; r) for i = 1, . . . ,m, by the triangular inequality we have

|yi+1 − yi| ≤ 2r + |xi+1 − xi| = 2r +
|x− ξ|
m+ 1

≤

(again, by definition of m)

≤ 2r +
%λ
2

√
t− τ
m+ 1

≤ %λ
√

t− τ
m+ 1

, (4.23)

if we set

r =
%λ
4

√
t− τ
m+ 1

> 0.

For such a choice of r, we can use (4.21) repeatedly in (4.22) and get

Γ(t, x; τ, ξ) ≥ (2λd)−(m+1)

∫
Rmd

Γ
1
λ

(
t− τ
m+ 1

, x− ym
)
1D(xm;r)(ym)

m−1∏
i=1

Γ
1
λ

(
t− τ
m+ 1

, yi+1 − yi
)
×

× 1D(xi;r)(yi)Γ
1
λ

(
t− τ
m+ 1

, y1 − ξ
)
dy1 · · · dym

(by (4.23) and denoting by ωd the volume of the unit ball in Rd)

≥ (2λd)−(m+1)(ωdr
d)m

(
λ(m+ 1)

2π(t− τ)

) d
2 (m+1)

exp

(
−λ%

2
λ

2
(m+ 1)

)
.

It follows that there exists a positive constant C = C(λ, α, d, T ) such that

Γ(t, x; τ, ξ) ≥ 1

C(t− τ)
d
2

exp (−Cm) ,

and this implies the required estimate.
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4.4 Proof of Theorem 2.5

For any fixed τ ∈ [0, T ), we consider the stochastic flow Xτ,t defined as in (2.2) for t ∈ [τ, T ].

Let L
(τ)
t be the operator defined as in (3.12)-(3.13) through the random change of variable Xτ,t. By

Theorem 3.4, L
(τ)
t is a parabolic operator on the strip [τ, T ]×Rd with random coefficients, that satisfies

Assumptions 4.1 and 4.2 for almost every ω ∈ Ω. Then, by Theorem 4.6, L
(τ)
t admits a fundamental

solution Γ(τ)(t, x; τ, ξ) defined for t ∈ (τ, T ] and x, ξ ∈ Rd. We put

Γ(t, x; τ, ξ) := Γ(τ)
(
t,X−1

τ,t (x); τ, ξ
)
, t ∈ (τ, T ], x, ξ ∈ Rd. (4.24)

Combining Theorems 3.4 and 4.6, we infer that Γ(·, ·; τ, ξ) ∈ C2
τ,T (Rd) and satisfies (2.1) with probability

one. Moreover, let us consider a continuous and non-rapidly increasing function ϕ on Rd; proceeding

as in the proof of Theorem 4.6 we have∫
Rd

Γ(t, x; τ, y)ϕ(y)dy − ϕ(ξ) = I1(t, x, τ) + I2(t, x, τ)

where I2(t, x, τ) is defined and can be estimated as in (4.19); whereas, recalling the definition of

parametrix in (4.12)(4.13), we have

lim
(t,x)→(τ,ξ)

t>τ

I1(t, x, τ) = lim
(t,x)→(τ,ξ)

t>τ

∫
Rd

Γheat
(
Aτ,t(y), X−1

τ,t (x)− y
)

(ϕ(y)− ϕ(ξ)) dy

= lim
(t,x)→(τ,ξ)

t>τ

∫
Rd

Γheat
(
Aτ,t

(
X−1
τ,t (x)− y

)
, y
) (
ϕ
(
X−1
τ,t (x)− y

)
− ϕ(ξ)

)
dy = 0

by the dominated convergence theorem. This proves that Γ is a fundamental solution for the SPDE

(1.2).

The Gaussian bounds (2.5) follow directly from the definition (4.24) and the analogous estimates

(4.9) for Γ(τ) in Theorem 4.7. Moreover, since

∂xiΓ(t, x; τ, ξ) = (∇Γ(τ))
(
t,X−1

τ,t (x); τ, ξ
)
∂iX

−1
τ,t (x),

the gradient estimate (2.6) follows from the analogous estimate (4.10) for Γ(τ) and from Proposition

3.2. The proof of (2.7) is analogous.

Remark 4.11. Assumption 2.4 is crucial in that it allows us to prove that ∇Xt(x) in (3.7) is finite

P -almost surely. In turn, this guarantees that the PDE obtained through the Itô-Wentzell change of

coordinates is uniformly parabolic. It would be interesting to investigate to what extent it can be relaxed

and if it is possible to have some explicit estimate.

Remark 4.12. More general SPDEs of the form

dvt(x) = (Ltvt(x) + ft(x)) dt+
(
Gσkt

vt(x) + hkt (x)vt(x) + gkt (x)
)
dW k

t ,

can be included in our analysis. Following the argument in [15], proof of Theor.2.7, the idea would be

to consider the transformation

vt(x) = Et(x)

(
ut(x) +

∫ t

0

E−1
s (x)gks (x)dW k

s

)
,

where

Et(x) = exp

(∫ t

0

hks(x)dW k
s −

1

2

∫ t

0

∣∣hks(x)
∣∣2 ds) .

In fact, if u solves (1.2) then by the Itô formula we have

dvt(x) =
(
Et(x)Lt

(
E−1
t (x)vt(x)

)
+ Et(x)ft(x)

)
dt

+
(
Et(x)Gσkt

(
E−1
t (x)vt(x)

)
+ hkt (x)vt(x) + gkt (x)

)
dW k

t .
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les Équations aux Dérivées Partielles (1974–1975), III, Exp. No. 2 (1975), 10.

[21] Pascucci, A., and Pesce, A. On stochastic Langevin and Fokker-Planck equations: the two-

dimensional case. arXiv:1910.05301v1 (2019).

[22] Polidoro, S. On a class of ultraparabolic operators of Kolmogorov-Fokker-Planck type. Matem-

atiche (Catania) 49, 1 (1994), 53–105.
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