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Convergence and normal continuity analysis of
non-stationary subdivision schemes near extraordinary
vertices and faces
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Abstract Convergence and normal continuity analysis of a bivariate non-stationary (level-
dependent) subdivision scheme for 2-manifold meshes with arbitrary topology is still an
open issue. Exploiting ideas from the theory of asymptotically equivalent subdivision
schemes, in this paper we derive new sufficient conditions for establishing convergence
and normal continuity of any rotationally symmetric, non-stationary, subdivision scheme
near an extraordinary vertex/face.

Keywords Non-stationary subdivision · Extraordinary vertex/face · Convergence ·
Normal continuity

Mathematics Subject Classification (2010) 26A15 · 68U07

1 Introduction

This paper provides a general procedure to check convergence of non-stationary (level-
dependent) subdivision schemes in the neighborhood of an extraordinary vertex/face. It
also gives sufficient conditions for the limit surface to be normal continuous at the limit
point of an extraordinary vertex/face. To the best of our knowledge, the only contribu-
tions in this domain are the works in [7,21,26], where specific schemes are considered.
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The difficulties concerning the analysis of a level-dependent subdivision scheme in the
neighborhood of an extraordinary vertex/face, are due to the fact that the well-established
approach based on the spectral analysis of the subdivision matrix and on the study of the
characteristic map is not applicable. Thus, we use and generalize the notion of asymptotical
equivalence between stationary and non-stationary subdivision schemes (known only for
schemes defined on regular meshes), and show that normal continuity of a non-stationary
scheme in the vicinity of an extraordinary element can be obtained by assuming that the
matrix sequence identifying it converges towards the matrix S (identifying a C1-regular,
standard, stationary scheme) faster than λ k

1 , where λ1 denotes the real, double subdomi-
nant eigenvalue of S.

The sufficient conditions we propose are used for the analysis of the family of ap-
proximating non-stationary subdivision schemes presented in [22]. The members of the
latter family are a generalization of exponential spline surfaces to quadrilateral meshes of
arbitrary topology whose normal continuity is conjectured and shown only by numerical
evidence in [22, Section 5].
Due to the lack of existing theoretical results for the analysis of level-dependent subdivi-
sion schemes, we believe that our contribution could mark a first step forward towards a
deeper understanding of non-stationary subdivision with a consequent increase of its use
in different fields of application.

1.1 Motivation

Non-stationary subdivision schemes were introduced more than 20 years ago with the aim
of enriching the class of limit functions of stationary schemes and have very different and
distinguished properties. Indeed, it is well-known that stationary subdivision schemes are
not capable of generating circles, ellipses, or to deal with level-dependent tension parame-
ters that allow the user to arbitrarily modify the shape of a subdivision limit. Non-stationary
schemes generate function spaces that are much richer. For example, in the univariate case,
they include exponential B-splines or C∞ limits with bounded support as the Rvachev-type
function (see, e.g., [20]). The generation capabilities of level-dependent schemes (espe-
cially the capability of generating exponential-polynomials) is important in several appli-
cations, e.g., in biological imaging [1,11,14,16,37], in geometric design-approximation
[15,28,29,35,40] and in isogeometric analysis [25]. Moreover, level-dependent subdivi-
sion schemes include Hermite schemes that do not only model curves and surfaces, but
also their gradient fields (such schemes are again considered of interest both in geometric
modelling and biological imaging, see, e.g., [8,9,11,27,34]). Additionally, non-stationary
subdivision schemes are at the base of non-stationary wavelet and frame constructions that,
being level adapted, are certainly more flexible [13,18,24,39]. Unfortunately, in practice,
the use of subdivision is mostly restricted to the class of stationary subdivision schemes
even though the non-stationary ones are equally simple to implement and highly intuitive
in use: from an implementation point of view changing coefficients with the levels is not a
crucial matter also in consideration of the fact that, in practice, only few subdivision itera-
tions are performed. On the contrary, a crucial limitation to the spread of level-dependent
schemes, is a lack of general analysis methods, especially of methods for establishing their
convergence and normal continuity. This motivates our study.
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1.2 Subdivision framework

Subdivision schemes are efficient iterative algorithms to produce smooth surfaces as the
limit of a recursive process starting from a given coarse 2-manifold polygon mesh. A poly-
gon mesh is considered to be 2-manifold if all its edges and faces are bounded, edges
only intersect at vertices and are shared by at most two faces (boundary edges have one
incident face, whereas inner edges have two incident faces); moreover, each vertex has
either one connected ring of faces around it (if inner) or one connected half-ring of faces
(if boundary), see e.g. [23]. Each step of the recursive process produces a finer 2-manifold
polygon mesh than the original one, containing many more vertices and polygonal faces.
The insertion of new vertices into a mesh requires modifications to both the topology (i.e.,
connectivity) and geometry (i.e., vertex positions) of the mesh. For this reason, each sub-
division scheme requires the specification of two rules: (i) a topologic refinement rule that
describes how the connectivity of the mesh is to be modified in order to incorporate the new
vertices being added to the mesh; and (ii) a geometric refinement rule that describes how
the geometry of the mesh is to be changed in order to accommodate the new vertices being
added (where these modifications may affect the position of previously-existing vertices).
The topologic and geometric refinement rules of a subdivision scheme may change with
the refinement level or not. In the latter case the subdivision scheme is called stationary,
non-stationary, or level-dependent, otherwise. Moreover, if the same set of geometric rules
is used to determine all of the vertices within a single level of subdivision, the scheme is
said to be uniform.
Vertices and faces of a polygon mesh are classified by the so-called vertex valence and face
valence, respectively. While the valence of a vertex is the number of edges incident to it,
the valence of a face counts the number of edges that delimit it. For a quadrilateral mesh,
vertices and faces of valence 4 are called regular. Differently, for a triangular mesh regular
vertices are the ones with valence 6, while regular faces have valence 3. A regular mesh or
a regular region of a mesh is a mesh/region where all vertices and faces are regular. Non-
regular vertices/faces are called extraordinary (see Figure 1 for a graphical illustration of
these two cases) and, whenever they appear, the mesh is said to be irregular or of arbi-
trary topology. Accordingly, an irregular region of a mesh contains extraordinary vertices
and/or faces.
A known analysis tool to investigate convergence and regularity of stationary subdivision
schemes for regular meshes is the one based on symbols, originally proposed in [3,31] and
successively exploited in [20]. To study convergence and regularity of a non-stationary
subdivision scheme for regular meshes, Dyn and Levin [19] proposed a method based on
its comparison with a stationary scheme whose convergence and regularity are known.
In the case of meshes with arbitrary topology, we are currently able to study only conver-
gence and regularity of stationary subdivision schemes near extraordinary vertices/faces,
thanks to the results based on the spectral analysis of the subdivision matrix and on the
study of the characteristic map [32,33,38,41,42]. However, in literature we can find no
general results to analyze level-dependent subdivision schemes near extraordinary ele-
ments. To the best of our knowledge, the only contributions in this domain are the works
in [7,21,26], where specific schemes are considered. Therefore, the goal of our paper is to
propose a general procedure to check if a non-stationary subdivision scheme is convergent
in the neighborhood of an extraordinary vertex/face. Moreover, it also aims at giving suf-
ficient conditions for the limit surface to be normal continuous (in the sense of [33]) at the
limit point of a sequence of extraordinary vertices/faces.
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The paper is organized as follows. In Section 2 we provide preliminaries on bivariate, rota-
tionally symmetric subdivision schemes. Then, in Section 3, we prove new results dealing
with the C1-convergence analysis of non-stationary subdivision schemes in regular regions.
Next, in Section 4 (specifically, Subsection 4.2) sufficient conditions for proving conver-
gence of a rotationally symmetric, non-stationary subdivision scheme near extraordinary
vertices/faces are given. Finally, in Subsection 4.3 we also give sufficient conditions to ver-
ify if the limit surface generated by a rotationally symmetric, convergent, non-stationary
subdivision scheme is normal continuous at the extraordinary point, i.e., the limit of a se-
quence of extraordinary elements. Some application examples of the derived conditions
are shown in Section 5.

Fig. 1 Example of quadrilateral mesh containing an extraordinary face (left) and of triangular mesh con-
taining an extraordinary vertex (right).

2 Preliminaries on bivariate, rotationally symmetric subdivision schemes

A bivariate subdivision scheme S is an iterative method that uses an initial polygonal mesh
M (1) to produce a sequence of denser and denser meshes {M (k+1),k ∈ N} that, when k
tends to infinity, converges to a smooth surface r. In the sequel we use k ≥ 1 instead of
k ∈N, omitting the trivial information that the refinement level is always assumed to be an
integer.
Unless explicitly specified, we consider rotationally symmetric, local, uniform and non-
stationary (level-dependent) subdivision schemes for meshes of arbitrary topology, i.e.,
subdivision schemes with symmetric, local refinement rules depending only on the level
and eventually on the type of vertex (face point, edge point, vertex point in case of pri-
mal subdivision), but not on the vertex location. We consider schemes that near extraor-
dinary vertices/faces use rules that preserve their number and their location during refine-
ments. This means that the number of extraordinary elements in M (1), . . . , M (k−1), M (k),
M (k+1), . . . remains unchanged. The action of S in the regular regions of M (k) can be
described by the componentwise application of the refinement rules

f(k+1)
α = ∑

β∈Z2

c(k)α−2β f(k)β , k ≥ 1, α ∈ Z2, (1)

where the set of coefficients c(k) = {c(k)α , α ∈ Z2}, also called the k-th level subdivision
mask, is finite due to the locality of the subdivision scheme. To simplify the analysis we
also assume that all sets of coefficients have the same bounded supports. Equivalently, the
action of S on regular points can be described by the application of the subdivision operator
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Sc(k) , mapping componentwise the vector f(k) into the corresponding vector of level k+1,
i.e.,

f(k+1) = Sc(k) f
(k).

The coefficients in (1) can be conveniently incorporated in the k-th level subdivision symbol

c(k)(z) = ∑
α∈Z2

c(k)α zα, z ∈ (C\{0})2.

The notation ‖Sc(k)‖∞ is for the norm of the operator Sc(k) , i.e.,

‖Sc(k)‖∞ := max

{
∑
β∈Z2

|c(k)α−2β| : α ∈ {(0,0),(0,1),(1,0),(1,1)}

}
. (2)

In conclusion, when applied to regular regions, a subdivision scheme S can be equivalently
identified with the sequence of subdivision operators {Sc(k) , k ≥ 1}, with the sequence of
subdivision masks {c(k), k ≥ 1} or with the sequence of associated subdivision symbols
{c(k)(z), k ≥ 1}.
Instead, when applied to an irregular region, the subdivision rules relating the vertices
of the k-th level mesh with those of the next level k + 1 are encoded in the rows of a
non-singular local subdivision matrix Sk. Thus, in the neighborhood of an extraordinary
element the action of the subdivision scheme S is described by a sequence of non-singular
local subdivision matrices {Sk,k ≥ 1}.

Remark 2.1. Note that the local subdivision matrix Sk is also an alternative way to rep-
resent a subdivision step in regular regions.

In the stationary setting we will use the notation S̄ to refer to a subdivision scheme that is
not level-dependent. Hence, it will be identified with

– a subdivision operator, say Sc, a subdivision mask c or an associated subdivision sym-
bol c(z), when applied to regular regions,

– a local subdivision matrix S, when applied to an irregular region.

2.1 Preliminaries for studying convergence of non-stationary subdivision schemes in
regular regions

In the following, after recalling some well-known definitions, we present several useful
results dealing with the convergence of a non-stationary subdivision scheme in regular
regions (see, e.g., [12,19] for further details).

Definition 2.1. A non-stationary subdivision scheme S is called convergent if, for any
initial data f(1) ∈ `(Z2), there exists a function gf(1) ∈C(R2) such that

lim
`→+∞

sup
α∈Z2

|gf(1)(2
−`α)− f(`+1)

α |= 0,

and if gf(1) is nonzero for at least one initial nonzero sequence f(1). For r ≥ 1, the subdivi-
sion scheme S is called Cr-convergent if gf(1) ∈Cr(R2).
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Definition 2.2. For a convergent, stationary subdivision scheme S̄ := {Sc} the limit func-
tion obtained from the initial sequence δ = {δ0,α,α ∈ Z2}, denoted as

φ̄ := lim
`→+∞

(Sc)
` δ, (3)

is called the basic limit function of the subdivision scheme.

Definition 2.3. For a convergent, non-stationary subdivision scheme S := {Sc(`) , ` ≥ 1}
the limit function obtained from the initial sequence δ = {δ0,α,α ∈ Z2}, denoted as

φk := lim
`→+∞

Sc(k+`) Sc(k+`−1) . . .Sc(k) δ, (4)

is called the k-th member of the family of basic limit functions {φk, k ≥ 1} of the subdivi-
sion scheme.

We remark that, in this paper, we consider non-stationary subdivision schemes that are
non-singular in the sense that they generate a zero limit if and only if the starting sequence
is the zero sequence. Under this assumption we are guaranteed that, for each level k≥ 1, the
shifts of the basic limit function φk are linearly independent [4, Propostion 1.3]. The non-
singularity assumption of the local subdivision matrix Sk provides an analogous property
in the neighborhood of an extraordinary element, in the sense that Skdk = 0 if and only if
the control point vector is dk = 0.

Definition 2.4. Let S and S̄ be subdivision schemes acting on regular regions with the
subdivision masks {c(k) ∈ `(Z2), k ≥ 1} and c ∈ `(Z2), respectively. If

+∞

∑
k=1
‖Sc(k) −Sc‖∞ <+∞, (5)

then S and S̄ are said to be asymptotically equivalent schemes.

Remark 2.2. As observed in [10, page 2], (5) holds if and only if

+∞

∑
k=1
‖c(k)− c‖∞ <+∞ where ‖c‖∞ = sup

α∈Z2
|cα|.

Theorem 2.1. [19, Theorems 7-8 and Lemma 15] Let S and S̄ be asymptotically equiv-
alent subdivision schemes acting on regular regions with the subdivision masks {c(k) ∈
`(Z2), k≥ 1} and c ∈ `(Z2), respectively. If S̄ is convergent, then S is also convergent and

lim
k→+∞

sup
(u,v)∈R2

|φk(u,v)−φ(u,v)|= 0,

where φ is the basic limit function of S̄ defined in (3) and {φk,k ≥ 1} the family of basic
limit functions of S defined in (4).

Remark 2.3. The condition of asymptotical equivalence in (5), that guarantees conver-
gence, could be relaxed by considering the fulfillment of the weaker condition of asymptot-
ical similarity together with approximate sum rules of order 1, as shown in [6].
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2.2 Preliminaries for studying convergence of rotationally symmetric, non-stationary
subdivision schemes in irregular regions

We start our discussion by observing that we can restrict our analysis to a mesh M (1) with
a single extraordinary element surrounded by a number of “rings” of ordinary vertices
constituting the sub-mesh, here denoted by E (1), which determines a neighborhood of the
extraordinary point, i.e., the limit of a sequence of extraordinary elements. The number of
rings and, consequently, the number of vertices in E (1) depends on the specific subdivision
scheme (for example, there are 3 “rings” in case of Loop’s scheme). Obviously, the regular
part of M (1) will be simply given by M (1) \E (1).

In the neighborhood of an extraordinary vertex/face, each step of a subdivision algo-
rithm can be conveniently encoded in the rows of a local subdivision matrix Sk relating the
vertices of the k-th level mesh with those of the next level. The matrix Sk has a different
structure depending on the scheme properties and on the kind of extraordinary element
(face or vertex) appearing in the k-th level mesh. Precisely, if the scheme is rotationally
symmetric and the mesh contains an extraordinary face of valence n, in view of the fact
that the valence-n extraordinary face is surrounded by n sectors, each composed by p ver-
tices, the local subdivision matrix Sk is of the form

Sk =


B0,k B1,k · · · Bn−1,k

Bn−1,k B0,k · · · Bn−2,k
...

...
. . .

...
B1,k · · · Bn−1,k B0,k

 , (6)

where Bi,k ∈ Rp×p, i = 0, . . . ,n− 1. Thus Sk ∈ RN×N with N = pn has a block-circulant
structure. For short we write Sk := circ(B0,k, . . . ,Bn−1,k).

Remark 2.4. Due to the structure of Sk, it is not difficult to prove that

‖Sk‖∞ ≤
n−1

∑
i=0
‖Bi,k‖∞.

If the k-th level mesh contains an extraordinary vertex of valence n, the refinement rules in
its neighborhood involve pn+1 points instead of pn: p points in each of the n sectors plus
the extraordinary vertex. Thus, to construct the local subdivision matrix Sk we first build
the matrix

S̃k =


α̃k β̃T

k β̃T
k · · · β̃T

k
γ̃k B̃0,k B̃1,k · · · B̃n−1,k
γ̃k B̃n−1,k B̃0,k · · · B̃n−2,k
...

...
...

. . .
...

γ̃k B̃1,k · · · B̃n−1,k B̃0,k

 , (7)

where α̃k ∈ R, β̃k, γ̃k ∈ Rp and B̃i,k ∈ Rp×p, i = 0, . . . ,n−1. Then, following the method
shown in [32, Example 5.14], we transform the matrix S̃k in a block-circulant matrix Sk of
the form

Sk := circ(B0,k, . . . ,Bn−1,k) with B j,k =

(
α̃k
n β̃T

k
γ̃k
n B̃ j,k

)
, j = 0, . . . ,n−1. (8)
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It follows that Sk ∈RN×N , with N = n(p+1), has a block-circulant structure. Hence, with-
out loss of generality, we can always assume that the local subdivision matrix Sk has a
block-circulant structure with blocks of dimension m×m, where m = p if the k-th level
mesh contains an extraordinary face and m = p+1 if it contains an extraordinary vertex.

We continue by introducing some important notation from [32,33,38]. We start by assum-
ing that near an isolated extraordinary vertex or face of valence n the subdivision surface r
is defined on the local domain Dn := Ω ×Zn (consisting of n copies of Ω ) with

Ω :=
{
[0,2]× [0,2] in case of quadrilateral mesh,
{(u,v) ∈ R2 |u,v≥ 0 and 0≤ u+ v≤ 2} in case of triangular mesh,

and Zn :=Z/nZ. In the case of triangular and quadrilateral meshes, if we apply one step of
refinement to the local domain Dn, we obtain a new domain with 4n cells: 3n outer ordinary
cells and n inner cells that contain the extraordinary element. The restriction r1 of r to the
outer cells is called ring. Denoting by r̃ the inner part of r, that is r̃ := r\r1, we can repeat
the refinement process only for r̃ to obtain a second ring r2 and an even smaller inner part.
Hence, iterated refinement generates a sequence of rings {rk,k ≥ 1} which covers all of
the surface except for the central point (limit of the sequence of extraordinary vertices or
faces), that hereinafter we denote by rc. Precisely, assuming the central point to be placed
at 0 and introducing the notation

Ω̃ :=
{
[0,1]× [0,1] in case of quadrilateral mesh,
{(u,v) ∈ R2 |u,v≥ 0 and 0≤ u+ v≤ 1} in case of triangular mesh,

and
Ωk := 21−k(Ω\Ω̃), Dn,k := Ωk×Zn, k ≥ 1,

we see the ring rk as the restriction of the subdivision surface r : Dn → R3 to the do-
main Dn,k, i.e., rk := r|Dn,k , (see Figures 2 and 3). Specifically, in the case of quadrilateral
meshes, Ωk is explicitly given by

Ωk = {(u,v) ∈ R2 |u,v≥ 0 and 21−k ≤max{u,v} ≤ 22−k},

while in the case of triangular meshes

Ωk = {(u,v) ∈ R2 |u,v≥ 0 and 21−k ≤ u+ v≤ 22−k},

(see Figure 4). As a consequence, both in the case of triangular and quadrilateral meshes,
Ωk is constituted by the union of 3 cells, say ω

[1]
k , ω

[2]
k and ω

[3]
k , implying that the domain

Dn,k is indeed made of 3n cells. It follows that the entire surface ring rk is the union of 3n

patches, each one denoted by r[ j]k and corresponding to the restriction of the subdivision

surface r to the single cell ω
[ j]
k , j ∈ J3n where

J3n := { j ∈ Z : j = 3(l−1)+ i, l = 1, . . . ,n, i = 1,2,3}. (9)

Exploiting the given definition of rk, we can now provide the following notion of con-
vergence of a non-stationary subdivision scheme S in irregular regions.
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Fig. 2 Domains Ω1,Ω2,Ω3 corresponding to three subdivision steps in the case of a quadrilateral mesh
containing an extraordinary vertex.

Fig. 3 Ring rk in the case of a quadrilateral mesh with an extraordinary vertex (figure taken from [32]).

Fig. 4 Domain Ω1 in the case of a triangular (left) and a quadrilateral (right) mesh containing an extraordi-
nary vertex placed at 0.

Definition 2.5. Let S be a (non-stationary) subdivision scheme with the property of conver-
gence in regular regions and whose action in an irregular region is described by a matrix
sequence {Sk ∈ RN×N , k ≥ 1}. Moreover, let d1 ∈ RN×3 be the vector with the vertices
of E (1). S is said to be convergent in the neighborhood of an extraordinary vertex/face of
valence n if, for all initial data d1, there exists a limit point rc ∈ R3 such that

lim
k→+∞

sup
(u,v)∈Dn,k

‖rk(u,v)− rc‖∞ = 0. (10)

We conclude by observing that, if the subdivision scheme S converges then r =
⋃

k≥1 rk ∪
{rc} is a surface without gap, i.e., r is a surface which is continuous at all points including
rc. The surface r is called the limit surface of the subdivision scheme S.
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In the following, for a subdivision scheme S with the property of convergence in regular
regions, we denote by d[ j]

k ∈ RP×3, P < N, the vector with the control points of each patch

r[ j]k , and with Φ[ j]
k ∈ RP the function vector containing all the basic limit functions φk of S

whose supports intersect ω
[ j]
k . We assume that the functions inΦ[ j]

k are ordered as the points

in the vector d[ j]
k , and thus we call them the associated basic limit functions. Therefore, for

each j ∈ J3n, we have

r[ j]k : ω
[ j]
k → R3

(u,v) 7−→ r[ j]k (u,v) = (d[ j]
k )T Φ

[ j]
k (u,v).

(11)

Now, assume also that S̄ is a stationary subdivision scheme with the property of con-
vergence in regular regions. Denoting by Φ̄[ j] ∈RP the vector containing all the basic limit
functions φ̄ of S̄ whose supports intersect ω

[ j]
k , if the assumptions of Theorem 2.1 are

satisfied, we have that

lim
k→+∞

sup
(u,v)∈ω

[ j]
k

‖Φ[ j]
k (u,v)− Φ̄[ j](u,v)‖∞ = 0, ∀ j ∈ J3n.

Remark 2.5. Let x0 := (1,1, . . . ,1)T ∈ RP. We observe that, for a convergent stationary

subdivision scheme S̄, we have Φ
[ j]
(u,v)Tx0 = 1 for all (u,v) ∈R2, j ∈ J3n. Instead, for a

non-stationary subdivision scheme S with the property of convergence in regular regions,
Φ

[ j]
k (u,v)Tx0 = 1 for all k ≥ 1 and for all (u,v) ∈ R2, j ∈ J3n if and only if S has the

property of stepwise reproduction of constants (see, e.g., [5] for more details). In general,
Φ

[ j]
k (u,v)Tx0 = αk with αk ∈ R, for all j ∈ J3n.

Now, let d1 ∈RN×3 be the collection of the vectors of control points d[ j]
1 of all patches r[ j]1 ,

j ∈ J3n. Denoted by {Sk ∈ RN×N ,k ≥ 1} the matrix sequence that defines a non-stationary
subdivision scheme S in an irregular region, we can obtain the entire set of the (k+ 1)-th
level control points representing the whole ring rk+1 by the matrix multiplication

dk+1 = Skdk = SkSk−1dk−1 = ...= S(k)d1 with S(k) :=
{

Sk Sk−1 · · · S1, k ≥ 1,
I, k = 0. (12)

Moreover, denoting by Φk+1 the function vector with blocks Φ[ j]
k+1, j ∈ J3n, we can rewrite

each patch r[ j]k+1(u,v) = (d[ j]
k+1)

T Φ
[ j]
k+1(u,v) of the surface ring rk+1 as

r[ j]k+1(u,v) = dT
k+1Φk+1(u,v), (u,v) ∈ ω

[ j]
k+1,

(i.e., independently of j) since the function vector Φk+1 ∈ RN indeed contains only P
functions that are non-zero on ω

[ j]
k+1.

The goal of the next section is to prove new basic results that allow us to derive a
general criterion for verifying if the limit surface r generated by a rotationally symmetric,
non-stationary subdivision scheme is normal continuous.
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Definition 2.6. The surface r, limit of a convergent non-stationary subdivision scheme
S which is C1-convergent in regular regions, is normal continuous at rc (limit point of a
sequence of extraordinary vertices/faces of valence n) if there exists a unique vector n∞

such that
lim

k→+∞
sup

(u,v)∈Dn,k

‖nk(u,v)−n∞‖∞ = 0,

for almost all sequences of normal vectors {nk(u,v) := ∂urk(u,v)∧∂vrk(u,v)
‖∂urk(u,v)∧∂vrk(u,v)‖2

, k ≥ 1}, where
rk(u,v) satisfies (10).

3 New results linked to the C1-convergence analysis of non-stationary subdivision
schemes in regular regions

The preliminary results required in Subsection 4.3 to give sufficient conditions for veri-
fying normal continuity of the subdivision surface deal with new results connected with
the C1-convergence analysis of non-stationary subdivision schemes in regular regions.
For them we recall the well-known notions of asymptotical equivalence of order 1 and
of divided-difference scheme, plus related results proven in [19].

Definition 3.1. Let S and S̄ be subdivision schemes defined in regular regions by the sub-
division masks {c(k) ∈ `(Z2), k ≥ 1} and c ∈ `(Z2), respectively. If

+∞

∑
k=1

2k‖Sc(k) −Sc‖∞ <+∞,

then S and S̄ are said to be asymptotically equivalent schemes of order 1.

Remark 3.1. Asymptotical equivalence of order 1 implies asymptotical equivalence in the
sense of Definition 2.4.

Theorem 3.1. [19, Theorem 8] Let S and S̄ be subdivision schemes defined in regular re-
gions by the subdivision masks {c(k) ∈ `(Z2), k≥ 1} and c∈ `(Z2), respectively. If S and S̄

are asymptotically equivalent of order 1, then C1-convergence of S̄ implies C1-convergence
of S.

Definition 3.2. For the two perpendicular directions e1 = (1,0)T , e2 = (0,1)T , we define
as

(∆
(`)
e j f(`))α :=

f(`)α − f(`)α−e j

2−`
, α ∈ Z2, j ∈ {1,2}, `≥ 1,

the e j-directional divided difference operator.

The following lemma recalls a well-known property fulfilled by the symbols of the so-
called divided difference schemes. Its proof is omitted since already given in [20, Section
4.2.2].

Lemma 3.1. Let j ∈ {1,2}. If c(`)(z) = 1
2 (1+ z j)b

(`)
e j (z), then

∆
(`+1)
e j f (`+1)(z) = b(`)e j (z) ∆

(`)
e j f (`)(z2),

and {S
b(`)e j

, `≥ 1} is called the e j-directional divided difference scheme of {Sc(`) , `≥ 1}.



12 C. Conti, M. Donatelli, L. Romani, P. Novara

From Lemma 3.1 we have that

∆
(`+1)
e j f(`+1) = S

b(`)e j
∆
(`)
e j f(`) ⇔ ∆

(`+1)
e j Sc(`) f(`) = S

b(`)e j
∆
(`)
e j f(`). (13)

Lemma 3.2. Let S and S̄ be subdivision schemes specified in regular regions by the sub-
division symbols {c(k)(z), k ≥ 1} and c(z), respectively. Assume that:

i) S and S̄ are asymptotically equivalent of order 1;
ii) the factor (1+ z1)(1+ z2) is contained in the symbols c(z) and c(k)(z), for all k ≥ 1.

Then, the divided difference schemes with symbols be j (z) := 2c(z)
1+z j

, j∈{1,2} and b(k)e j (z) :=
2c(k)(z)

1+z j
, j ∈ {1,2}, are asymptotically equivalent of order 1.

Proof. We only consider the case corresponding to j = 1, since the case j = 2 can be
treated analogously. To simplify the notation we denote be1(z) and b(k)e1 (z) by b(z) and
b(k)(z), respectively. We start by considering the relation

2c(z) = (1+ z1)b(z)

with

c(z) := ∑
α∈[0,N1]×[0,N2]

cαzα and b(z) := ∑
α∈[0,N1−1]×[0,N2]

bαzα.

Comparing the same power of z we easily see that,

c0,α2 =
1
2

b0,α2 , cN1,α2 =
1
2

bN1−1,α2 , cα =
1
2
(bα+bα−e1) , α ∈ [1,N1−1]× [0,N2],

which means

b0,α2 = 2c0,α2 , bN1−1,α2 = 2cN1,α2 , bα = 2
α1

∑
β1=0

(−1)α1−β1 cβ1,α2 , α ∈ [1,N1−2]× [0,N2].

Analogously, working with the relation 2c(k)(z) = (1+ z1)b(k)(z) we get

b(k)0,α2
= 2c(k)0,α2

, b(k)N1−1,α2
= 2c(k)N1,α2

, b(k)α = 2
α1

∑
β1=0

(−1)α1−β1 c(k)
β1,α2

, α ∈ [1,N1−2]× [0,N2].

Therefore,

‖b(k)−b‖∞ ≤ 2N1‖c(k)−c‖∞ and
+∞

∑
k=1

2k‖b(k)−b‖∞ ≤ 2N1

+∞

∑
k=1

2k‖c(k)−c‖∞ < ∞.

Thus, in light of Remark 2.2, the result is proven. ut

The previous Lemma is useful for the next result.

Proposition 3.1. Let S and S̄ be subdivision schemes such that in regular regions:

i) S and S̄ are asymptotically equivalent of order 1.
ii) S̄ is C1-convergent with symbol c(z) that contains the factor (1+ z1)(1+ z2);
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iii) S is defined by the subdivision symbols {c(`)(z), `≥ 1} all containing the factor (1+
z1)(1+ z2).

Then, the associated divided difference schemes with symbols be j (z) := 2c(z)
1+z j

and b(`)e j (z) :=
2c(`)(z)

1+z j
, j ∈ {1,2}, satisfy the following properties:

a) the sequence of basic limit functions of {S
b(`)e j

, `≥ 1} converges uniformly to the basic

limit function of {Sbe j
};

b) lim
`→+∞

S
b(k+`)
e j

S
b(k+`−1)
e j

. . .S
b(k)e j

∆
(k)
e j δ = ∂e j φk and lim

`→+∞
(Sbe j

)`∆
(1)
e j δ = ∂e j φ ,

for δ = {δ0,α,α ∈ Z2} and with φk defined as in (4) and φ as in (3).

Proof. The result in a) is a direct consequence of Lemma 3.2 and Theorem 2.1 (see also
[19, Lemma 15]).
To show b) we proceed as follows. In view of the factorization properties of c(`)(z), we
can apply Lemma 3.1 to conclude the existence of the e j-directional divided difference
scheme of order 1 of {Sc(`) , ` ≥ 1}. Then, to show convergence of the e j-directional di-
vided difference scheme of order 1, we just recall the result in a). Next, we exploit (13)
and write

S
b(k)e j

∆
(k)
e j δ = ∆

(k+1)
e j Sc(k) δ,

so that

S
b(k+`)
e j

S
b(k+`−1)
e j

. . .S
b(k)e j

∆
(k)
e j δ = ∆

(k+`+1)
e j Sc(k+`) Sc(k+`−1) . . . Sc(k) δ.

Moreover, introducing the notation δ(k+`+1) := Sc(k+`) Sc(k+`−1) . . . Sc(k) δ, we have that

∆
(k+`+1)
e j δ(k+`+1) =

δ(k+`+1)− (δ(k+`+1))·−e j

2−k−`−1 , j ∈ {1,2}.

Thus
lim`→+∞ S

b(k+`)
e j

S
b(k+`−1)
e j

. . .S
b(k)e j

∆
(k)
e j δ =

lim`→+∞ ∆
(k+`+1)
e j Sc(k+`) Sc(k+`−1) . . . Sc(k) δ =

lim`→+∞

S
c(k+`) S

c(k+`−1) ...Sc(k)
δ−
(
S

c(k+`) S
c(k+`−1) ...Sc(k)

δ
)
·−e j

2−k−`−1 =

∂e j φk,

in view of the fact that lim`→+∞ Sc(k+`) Sc(k+`−1) . . .Sc(k) δ = φk and φk is C1.
The result for the stationary scheme follows by taking Sc(`) = Sc for all ` ≥ 1 and using
Theorem 2.1. ut

As a consequence of the previous proposition we have

Corollary 3.1. Under the assumptions of Proposition 3.1

lim
k→+∞

sup
(u,v)∈R2

|∂e j φk(u,v)−∂e j φ(u,v)|= 0, j ∈ {1,2}.
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4 Analysis of rotationally symmetric, non-stationary subdivision schemes in
irregular regions

Before focusing on the sufficient conditions that guarantee the convergence of a rotation-
ally symmetric, non-stationary subdivision scheme in the neighborhood of an extraordinary
element (Theorem 4.1), we present a few linear algebra results to be used for the subdivi-
sion analysis.

4.1 Auxiliary linear algebra results

Let M ∈RN×N . In the following, two simple results based on the Jordan decomposition of
M are proven. For the first one we assume d ∈RN×3 and consider the sequence {Mkd, k≥
0}. Then, under suitable assumptions on the matrix M, we show its convergence. In the
second one (which is a well known result so that we omit its proof) we study the properties
of Mk, k ≥ 0, again with the help of its Jordan decomposition.

Proposition 4.1. Assume that M has the unique dominant eigenvalue 1 and that the as-
sociated eigenvector is x0 = (1,1, ...,1)T . Let XJX−1 be the Jordan decomposition of
M ∈ RN×N and let x0 be the first column of X. Then, for all d ∈ RN×3,

lim
k→+∞

Mkd = x0qT , (14)

with qT = x̃0
T d ∈ R1×3, x̃0

T = eT
1 X−1 ∈ R1×N and eT

1 = (1,0, ...,0) ∈ R1×N . Moreover,
x̃0

T M = x̃0
T .

Proof. Using the Jordan decomposition of M we can write Mk = XJkX−1. Hence, re-
calling that 1 is the unique dominant eigenvalue of J and the associated eigenvector is
x0 = (1,1, ...,1)T , we have

lim
k→+∞

Jk =


1 · · · 0 0
0 0 · · · 0
...

. . .
. . .

...
0 · · · · · · 0

= e1e
T
1 and eT

1 J = eT
1 .

Therefore,

lim
k→+∞

Mkd = lim
k→+∞

XJkX−1d = X
(

lim
k→+∞

Jk
)

X−1d = Xe1e
T
1 X−1d,

and, in view of the fact that Xe1 = x0, (14) is proven. Moreover,

x̃0
T M = eT

1 X−1M = eT
1 X−1XJX−1 = eT

1 JX−1 = eT
1 X−1 = x̃0

T ,

so concluding the proof. ut

In Propositions 4.2 and 4.3, ‖ · ‖ refers to any vector norm and its induced matrix norm.

Proposition 4.2. If the dominant eigenvalue of M is 1 and its algebraic multiplicity is 1,
then there exists a finite positive constant C (independent of k) such that

‖Mk‖ ≤ C , ∀k ≥ 0.
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Remark 4.1. It is important to remark that, according to [32, Theorem 4.20], we can
assume without loss of generality that the subdivision matrix S defining a rotationally sym-
metric, stationary subdivision scheme S̄ does not have ineffective eigenvectors. Thus, here-
after S always satisfies the assumptions of Propositions 4.1 and 4.2 since (see, e.g., [32,
33,41])

1) the unique dominant eigenvalue of S is λ0 = 1,
2) the algebraic multiplicity of λ0 is 1,
3) the eigenvector associated with λ0 is x0 = (1,1, ...,1)T .

In the next Proposition we replace the k-th power of the matrix M with the product of k
different matrices Mk Mk−1 · · ·M1 and we successively consider hybrid combinations of
the two.

Proposition 4.3. Let M(0) := I ∈ RN×N and let M(k) := Mk Mk−1 · · ·M1 with M j ∈ RN×N ,
for all j = 1, ...,k and for all k ≥ 1. Let M ∈ RN×N be a nonsingular matrix having 1 as
dominant eigenvalue with algebraic multiplicity 1. If, for all k ≥ 1, ‖Mk−M‖ ≤ C

σ k with
σ > 1 and some finite positive constant C (independent of k), then

‖M(k)‖ ≤ Ĉ , ∀ k ≥ 1,

with Ĉ a finite positive constant (independent of k).

Proof. The proof takes inspiration from [19, Theorem 5]. The claim is proven by introduc-
ing, for y ∈ RN , a new vector norm

‖y‖M := sup
k≥0
‖Mky‖,

associated to the given nonsingular matrix M ∈ RN×N . In view of Proposition 4.2, our
assumption on M implies the existence of a finite positive constant C̃ such that ‖Mk‖ ≤ C̃
for all k ≥ 0. Moreover, ‖y‖ ≤ ‖y‖M since ‖Mky‖= ‖y‖ when k = 0. There follows that

‖y‖ ≤ ‖y‖M ≤ C̃‖y‖,

meaning that any standard vector norm and the ‖ · ‖M norm are uniformly equivalent. We
now consider the induced norm for the matrix M itself, and denote it as ‖ · ‖M . Then

‖M‖M := sup
‖y‖M=1

‖My‖M = sup
‖y‖M=1

sup
k≥0
‖Mk(My)‖

= sup
‖y‖M=1

sup
k≥1
‖Mky‖ ≤ sup

‖y‖M=1
sup
k≥0
‖Mky‖= sup

‖y‖M=1
‖y‖M = 1.

We continue by exploiting the uniform equivalence of norms to bound ‖M(k)‖, k ≥ 1.
Obviously,

‖MkMk−1...M1‖M ≤ ‖Mk‖M ‖Mk−1‖M ...‖M1‖M .

Furthermore,

‖M j−M‖M ≤ C̃‖M j−M‖ ≤ C̃
C
σ j ,
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where C is the finite positive constant appearing in the assumption and where C̃ , different
from above, comes from the norm equivalence. Finally, for any arbitrary k ≥ 1, we arrive
at:

‖M(k)‖ ≤ ∏
k
j=1 ‖M j‖M ≤

k

∏
j=1

(‖M‖M +‖M j−M‖M)

≤
k

∏
j=1

(
1+

C̃ C
σ j

)
= eloge

(
∏

k
j=1

(
1+ C̃ C

σ j

))
= e∑

k
j=1 loge

(
1+ C̃ C

σ j

)
≤ e∑

k
j=1

C̃ C
σ j ≤ eC̃ C ∑

+∞

j=1
1

σ j ,

where the last but one inequality follows from the fact that loge(1+ x) ≤ x for all x ≥ 0.
Since ∑

+∞

j=1
1

σ j < ∞ the claim follows. ut

We conclude this section with another useful intermediate result relating M(k) with Mk.

Proposition 4.4. Let M ∈ RN×N , M(0) := I ∈ RN×N , M(k) := Mk · · ·M1 ∈ RN×N , for all
k ≥ 1. Then,

M(k) = Mk +
k

∑
j=1

Mk− j(M j−M)M( j−1), for all k ≥ 1.

Proof. Assuming ∑
k−1
j=1 Mk− j(M j−M)M( j−1) to be 0 when k = 1, we can write

Mk +
k

∑
j=1

Mk− j(M j−M)M( j−1) =

Mk +
k−1

∑
j=1

Mk− j(M j−M)M( j−1)+(Mk−M)M(k−1) =

Mk +M(k)+
k−1

∑
j=1

Mk− jM( j)−MM(k−1)−
k−1

∑
j=1

Mk− j+1M( j−1) =

Mk +M(k)+
k−2

∑
j=1

Mk− jM( j)−
k−2

∑
j=0

Mk− jM( j) =

Mk +M(k)−Mk = M(k),

so concluding the proof. ut

4.2 Convergence analysis in irregular regions

In this section we make use of the previous linear algebra results to provide sufficient con-
ditions for establishing the convergence of a rotationally symmetric, non-stationary subdi-
vision scheme S defined in an irregular region by a matrix sequence {Sk ∈ RN×N ,k ≥ 1}.
With the notation previously introduced, let dk+1 ∈ RN×3 be the collection of the vectors
of control points d[ j]

k+1 of all patches r[ j]k+1, j ∈ J3n with J3n given in (9). According to (12),
the entire set of the (k+1)-th level control points dk+1 representing the whole ring rk+1 is
given by the matrix multiplication

dk+1 = S(k)d1 with S(k) :=
{

Sk Sk−1 · · · S1, k ≥ 1,
I, k = 0.
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Recalling Definition 2.5, our goal is to study the convergence of the sequence of regular
rings {rk+1,k ≥ 0} whose patches r[ j]k+1 are described by the equation

r[ j]k+1 = (d[ j]
k+1)

T Φ
[ j]
k+1 = dT

k+1Φk+1, j ∈ J3n.

The key idea to prove convergence of S is to write the product matrix S(k) in terms of the
stationary matrix Sk. Indeed, from Proposition 4.4 we write

dk+1 = Skd1 +yk with yk :=
k

∑
j=1

Sk− j(S j−S)S( j−1)d1, (15)

and then show our first main result.

Theorem 4.1. Let S be a rotationally symmetric, non-singular, non-stationary subdivision
scheme whose action in an irregular region is described by a matrix sequence {Sk,k≥ 1}.
Moreover, let S̄ be a symmetric, stationary subdivision scheme that in the same irregular
region is associated with S. Assume that:

(i) S̄ is convergent both in regular and irregular regions,
(ii) S is asymptotically equivalent to S̄ in regular regions,

(iii) in the irregular region the matrices Sk and S satisfy, for all k≥ 1, ‖Sk−S‖∞ ≤ C
σ k with

C some finite positive constant and σ > 1.

Then, for all initial data d1 ∈RN×3, the non-stationary subdivision scheme S is convergent
also in the irregular region. In particular,

lim
k→+∞

sup
(u,v)∈Ωk+1

‖rk+1(u,v)− (q0 +β0)‖∞ = 0,

where

– q0 = dT
1 x̃0 ∈ R3 with x̃0 such that ST x̃0 = x̃0,

– β0 = (limk→+∞ yk)
T x0

N ∈R3 for yk =
k

∑
j=1

Sk− j(S j−S)S( j−1)d1 and x0 = (1,1, ...,1)T

such that Sx0 = x0.

Proof. The proof follows the line of reasoning of the proof of [19, Theorem 6]. For d1 ∈
RN×3 we define

uk+1,` := S`S(k)d1, `≥ 0, k ≥ 0.

From assumption (i) we know that lim`→+∞ uk+1,` is well defined. Next, with the notation
uk+1 := lim`→+∞ uk+1,`, we prove that the sequence {uk+1, k ≥ 0} is a Cauchy sequence.
Indeed, in view of Proposition 4.2, Proposition 4.3 and assumption (iii) we have

‖uk+1−uk‖∞ =

∥∥∥∥ lim
`→+∞

S`(Sk−S)S(k−1)d1

∥∥∥∥
∞

≤ C̄‖Sk−S‖∞‖d1‖∞ ≤
C̃
σ k ,

and thus, for s≥ 1,

‖uk+s−uk‖∞ ≤
s

∑
j=1
‖uk+ j−uk+ j−1‖∞ ≤

Ĉ
σ k

s−1

∑
j=0

1
σ j , (16)
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with C̄ , C̃ and Ĉ finite positive constants. Hence, the vector u := limk→+∞ uk is well de-
fined.
The next step is to show that u is in fact the limit of the sequence dm, that is, u =
limm→+∞ S(m)d1. To this purpose, with the notation dk+`+1 := S(k+`)d1 = Sk+` · · ·S1d1,
we show that the difference ‖dk+`+1−uk+1,`‖∞ becomes arbitrarily small for large enough
` and k. Indeed,

‖dk+`+1−uk+1,`‖∞ =
∥∥∥(Sk+` · · ·Sk+1−S`

)
Sk · · ·S1d1

∥∥∥
∞

≤ C‖Sk+` · · ·Sk+1−S`‖∞,

with C a finite positive constant. In view of Proposition 4.4 (with Sk+1 playing the role of
M1), using again (iii) we arrive at

‖dk+`+1−uk+1,`‖∞ ≤ C̃
k+`

∑
j=k+1

‖Sk+`− j(S j−S)S( j−1)d1‖∞ ≤ Ĉ
k+`

∑
j=k+1

1
σ j , (17)

where again C̃ , Ĉ are finite positive constants. In conclusion, for large enough ` and k,
‖dk+`+1 − uk+1,`‖∞ also becomes arbitrarily small since so does the right hand side of
(17).
Using the triangular inequality we write

‖dk+`+1−u‖∞ ≤ ‖dk+`+1−uk+1,`‖∞ +‖uk+1,`−u‖∞

and conclude that, for large enough ` and k, ‖S(k+`)d1−u‖∞ can be made arbitrarily small.
In other words,

u = lim
m→+∞

S(m)d1. (18)

We continue by showing that the vector u is an eigenvector of S associated with the eigen-
value 1 (i.e., Su = u). Indeed, observing that Suk+1,` = uk+1,`+1 we write

‖Su−u‖∞ ≤ ‖Su−Suk+1,`‖∞ +‖uk+1,`+1−dk+`+2‖∞ +‖dk+`+2−u‖∞,

with the right hand side that tends to 0 for k and ` going to +∞. In view of assumption (i)
and (18), we can thus conclude convergence of the sequence

{yk, k ≥ 0}, with yk := S(k)d1−Skd1 = dk+1−Skd1 =
k

∑
j=1

Sk− j(S j−S)S( j−1)d1.

Moreover, denoting y := limk→+∞ yk, from the fact that Su = u we can also conclude that
Sy = y, which means that y lies in the eigenspace corresponding to the right eigenvector of
S associated to the eigenvalue λ0 = 1. Therefore it follows that y is of the form y = x0β

T
0

with x0 = (1,1, ...,1)T , which implies that β0 can be written as β0 = yT x0
xT

0x0
= yT x0

N .

From (15) we then write

lim
k→+∞

dk+1 = lim
k→+∞

Skd1 +x0β
T
0 , (19)

and in view of Proposition 4.1, after replacing (14) in equation (19), we arrive at

lim
k→+∞

dk+1 = x0(q0 +β0)
T , with q0 = dT

1 x̃0. (20)
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Then, taking into consideration assumption (ii) and Theorem 2.1, we have that

lim
k→+∞

sup
(u,v)∈Ωk+1

‖Φk+1(u,v)−Φ(u,v)‖∞ = 0. (21)

The above means that, for any ε > 0 and for large enough k,

sup
(u,v)∈Ωk+1

‖Φk+1(u,v)‖∞ ≤ sup
(u,v)∈Ωk+1

‖Φ(u,v)‖∞ + ε ≤ sup
(u,v)∈Ω

‖Φ(u,v)‖∞ + ε, (22)

i.e., sup(u,v)∈Ωk+1
‖Φk+1(u,v)‖∞ is uniformly bounded. After recalling thatΦ(u,v)Tx0 = 1

for all (u,v) ∈Ωk+1 (in light of the arguments in Remark 2.5), we continue by writing, for
all j ∈ J3n,

sup
(u,v)∈ω

[ j]
k+1

‖r[ j]k+1(u,v)
T − (q0 +β0)

T‖∞ =

sup
(u,v)∈ω

[ j]
k+1

‖r[ j]k+1(u,v)
T −Φ(u,v)Tx0(q0 +β0)

T‖∞ =

sup
(u,v)∈ω

[ j]
k+1

‖Φk+1(u,v)T dk+1−Φ(u,v)Tx0(q0 +β0)
T‖∞ =

sup
(u,v)∈ω

[ j]
k+1

‖Φk+1(u,v)T dk+1−Φk+1(u,v)Tx0(q0 +β0)
T+

Φk+1(u,v)Tx0(q0 +β0)
T −Φ(u,v)Tx0(q0 +β0)

T‖∞ ≤

sup
(u,v)∈ω

[ j]
k+1

‖Φk+1(u,v)T‖∞ ‖dk+1−x0(q0 +β0)
T‖∞+

sup
(u,v)∈ω

[ j]
k+1

‖Φk+1(u,v)T −Φ(u,v)T‖∞ ‖x0(q0 +β0)
T‖∞.

Since lim
k→+∞

‖dk+1−x0(q0 +β0)
T‖∞ = 0 (in light of (20)), lim

k→+∞
sup

(u,v)∈Ωk+1

‖Φk+1(u,v)T −

Φ(u,v)T‖∞ = 0 (in light of (21)), sup
(u,v)∈Ωk+1

‖Φk+1(u,v)T‖∞ is uniformly bounded (in light

of (22)) and ‖x0(q0 +β0)
T‖∞ is bounded, we finally obtain

lim
k→+∞

sup
(u,v)∈ω

[ j]
k+1

‖r[ j]k+1(u,v)
T − (q0 +β0)

T‖∞ = 0, ∀ j ∈ J3n,

which concludes the proof. ut

Remark 4.2. It is worthwhile to stress that, by requiring that the matrix sequence {Sk,k≥
1} (identifying a non-stationary subdivision scheme in the vicinity of an extraordinary
element) converges towards the matrix S of a convergent stationary scheme faster than 1

σk ,
σ > 1, the convergence of the non-stationary subdivision scheme follows.

Now, following the notation in [32], we denote with λr, r = 0, . . . ,r, 0 ≤ r ≤ N −
1, the r + 1 different eigenvalues of S ∈ RN×N sorted in decreasing order according to
their magnitude, i.e., |λ0| ≥ |λ1| ≥ . . . ≥ |λr|. Moreover, for r ≥ 0 we denote by `r + 1
the algebraic multiplicity of λr. As emphasized in Remark 4.1, it is a known fact that,
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for a rotationally symmetric, convergent stationary scheme S̄ associated with S, all r+ 1
eigenvalues have magnitude less than 1, except λ0 which is required to be exactly 1 and
with algebraic and geometric multiplicity 1. It means that 1 = λ0 > |λ1| ≥ . . . ≥ |λr| and
`0 = 0. Moreover, the eigenvector associated to the unique dominant eigenvalue λ0 = 1 is
required to be x0 = (1,1, ...,1)T ∈ RN (see, e.g., [32,33,41]). Thus, exploiting the Jordan
decomposition of Sk and the equality Skd1 = XJkX−1d1, we can write

Skd1 = x0qT
0 +O(|λ1|k1), (23)

where, with a slight abuse of notation, O(|λ1|k1) denotes a vector in RN×3 with all its
entries behaving as O(|λ1|k).
Equation (23) implies the following convergence rate result for the sequence {yk, k ≥ 0}.

Corollary 4.1. Let S̄ be a symmetric, convergent, stationary scheme represented by S and
denote by λ1 the subdominant eigenvalue of S. Under the assumptions of Theorem 4.1 with
the additional requirement that σ > 1

|λ1|
> 1, for u = limk→+∞ S(k)d1 we have

S(k)d1 = u+O
(

1
σ k 1

)
. (24)

Consequently, yk as in (15) satisfies

yk = x0β
T
0 +O

(
1

σ k 1
)
. (25)

Proof. We use the notation of the proof of Theorem 4.1 and start proving (24). First we
write

u−S(k+`)d1 = (u−uk+1)+(uk+1−uk+1,`)+(uk+1,`−S(k+`)d1).

Then, by (16), (17) and (23) we obtain

‖u−S(k+`)d1‖∞ ≤ ‖u−uk+1‖∞ +‖uk+1−uk+1,`‖∞ +‖uk+1,`−S(k+`)d1‖∞

≤ C1|λ1|`+
C2

σ k ,

with C1, C2 finite positive constants. Since |λ1|< 1, we can find L̄ such that |λ1|` < 1
σ k for

all ` > L̄. Therefore,

‖u−S(k+L̄+1)d1‖∞ ≤
C3

σ k ,

with C3 a finite positive constant. Hence, taking the limit to +∞ with respect to k, (24)
follows.
Similarly, since x0(q0 +β0)

T = limk→+∞ dk = u due to (18), to prove the result in (25) we
write

yk+`−x0β
T
0 = (S(k+`)d1−u)− (Sk+`d1−x0qT

0 ),

and consider the triangular inequality

‖yk+`−x0β
T
0 ‖∞ ≤ ‖S(k+`)d1−uk+1,`‖∞ +‖uk+1,`−uk+1‖∞

+‖uk+1−u‖∞ +‖Sk+`d1−x0qT
0 ‖∞.

Using again (16), (17) and (23), we obtain the upper bound

‖yk+`−x0β
T
0 ‖∞ ≤ C̃1|λ1|`+

C̃2

σ k + C̃3|λ1|k+`.

Then, applying the same reasoning as before, (25) is proven. ut
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4.3 Normal continuity analysis at the limit point of an extraordinary element

Aim of this section is to provide sufficient conditions to show that a rotationally symmetric,
convergent, non-stationary subdivision scheme S produces a normal continuous surface at
the limit point of an extraordinary element.

For the rotationally symmetric, stationary subdivision scheme S̄ we assume all ineffective
eigenvectors of the associated local subdivision matrix S to be ruled out (according to
[32, Theorem 4.20] the absence of ineffective eigenvectors can be required without loss of
generality) and the ordered eigenvalues of S to satisfy

1 = λ0 > λ1 > |λ2| with λ1 ∈ R+, `1 = 1,

i.e., the sub-dominant eigenvalue λ1 to be real, double and with geometric multiplicity
equal to algebraic multiplicity (namely, λ1 non-defective). In this case, the eigenvectors as-
sociated to λ1 are linearly independent. In the following we denote by x0 = (1,1, ...,1)T ∈
RN the eigenvector associated to λ0 = 1, and by x0

1,x
1
1 ∈ RN the two linearly independent

eigenvectors associated to λ1. Moreover, we assume that the stationary scheme S̄ is C1-
convergent in regular regions and the planar ring defined byΨ(u,v)T =Φ(u,v)T

(
x0

1,x
1
1
)
∈

R1×2 (where Φ(u,v) ∈ RN denotes the associated basic limit function vector) is such that

sign
(
det(JΨ(u,v)T )

)
is non-zero and constant for all (u,v) ∈Ω1, (26)

with

JΨ(u,v)T :=
(

∂uΨ(u,v)T

∂vΨ(u,v)T

)
∈ R2×2.

Remark 4.3. Note that stationary subdivision schemes that possess a real, double sub-
dominant eigenvalue are those commonly termed standard (see, e.g., [32, Chapter 5.2]).
We restrict our attention to them since they are the ones of practical relevance. Moreover,
note that the assumption in (26) is nothing but the notion of regularity of the characteristic
map of S̄ (see, e.g., [32] for details).

In the following we provide sufficient conditions to show that a rotationally symmetric,
non-stationary subdivision scheme S produces a normal continuous surface at the limit
point rc = q0 +β0 (see Definition 2.6).

Theorem 4.2. Let S be a rotationally symmetric, non-singular, non-stationary subdivision
scheme whose action in an irregular region is described by a matrix sequence {Sk,k ≥ 1}
and whose action in the regular patch ring rk+1 is described by a basic limit function
vectorΦk+1(u,v) that satisfies the conditionΦk+1(u,v)T 1=αk+1 ∈R. Moreover, let S̄ be a
rotationally symmetric, standard, stationary subdivision scheme that in the same irregular
region is associated with S. Assume that:

(i) S̄ is C1-convergent in regular regions, with a symbol c(z) containing the factor (1+
z1)(1+ z2), and satisfies (26);

(ii) in regular regions S is defined by the symbols {c(k)(z), k ≥ 1} where each c(k)(z)
contains the factor (1+ z1)(1+ z2);

(iii) in regular regions S is asymptotically equivalent of order 1 to S̄;
(iv) in the irregular region the matrices Sk and S satisfy, for all k≥ 1, ‖Sk−S‖∞ ≤ C

σ k with
C some finite positive constant, σ > 1

λ1
> 1.
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Then the subdivision surface generated by S is normal continuous at the limit point rc.

Proof. First we observe that from (i) and Remark 4.1 the matrix S has a simple dominant
eigenvalue λ0 = 1. Also, from Theorem 3.1 we know that S is C1-convergent in regular
regions and from Theorem 4.1 we also know that S is convergent in the irregular region.
Therefore, the two sequences {rk+1,k ≥ 0} and {dk+1,k ≥ 0} converge. To simplify the
analysis, we do not consider the full expression of a sequence of rings, but only the asymp-
totic behavior of the dominant terms as k tends to infinity. Due to assumption (i), the
eigenvalues of S satisfy 1 = λ0 > λ1 > |λi|, i = 2, . . . ,r and the sub-dominant eigenvalue
λ1 has geometric multiplicity and algebraic multiplicity two [32]. Thus, recalling from
Proposition 4.4 that

dk+1 = Skd1 +yk with yk =
k

∑
j=1

Sk− j(S j−S)S( j−1)d1

and exploiting the Jordan decomposition of Sk given by Sk = XJkX−1, we obtain

Skd1 = x0qT
0 +λ

k
1 (x

0
1(q

0
1)

T +x1
1(q

1
1)

T )+o
(

λ
k
1 1
)
,

with x0
1 and x1

1 denoting the two linearly independent eigenvectors associated to λ1, q0
1,

q1
1 two vectors in R3 and o

(
λ k

1 1
)

a vector in RN×3 with all its entries behaving as o
(
λ k

1
)
.

Since 1
σ
< λ1, in view of Corollary 4.1 we also have that

yk = x0β
T
0 +o

(
λ

k
1 1
)
.

This yields

dk+1 = x0(qT
0 +βT

0 )+λ
k
1 (x

0
1(q

0
1)

T +x1
1(q

1
1)

T )+o
(

λ
k
1 1
)
. (27)

Parameterizing the regular patch ring rk+1 using the basic limit function vector Φk+1, we
can write (r[ j]k+1)

T , for each j ∈ J3n, as (cf. Equation (11))

(r[ j]k+1(u,v))
T =ΦT

k+1(u,v)dk+1, (u,v) ∈ ω
[ j]
k+1, j ∈ J3n.

Using Remark 2.5 and introducing the shorthand notation αk+1 for the valueΦk+1(u,v)Tx0 ∈
R, thanks to (27), we have

(r[ j]k+1(u,v))
T =Φk+1(u,v)T

(
x0(qT

0 +βT
0 )+λ

k
1 (x

0
1(q

0
1)

T +x1
1(q

1
1)

T )+o
(

λ
k
1 1
))

= αk+1(qT
0 +βT

0 )+λ
k
1Φk+1(u,v)T (x0

1(q
0
1)

T +x1
1(q

1
1)

T )

+Φk+1(u,v)T o
(

λ
k
1 1
)
.

To verify the normal continuity of the limit surface at the limit point rc = q0 +β0, we first
observe, using Remark 2.5, that

∂uαk+1 = ∂vαk+1 = 0,

and then write

∂u(r
[ j]
k+1(u,v))

T = ∂u

(
αk+1(qT

0 +βT
0 )+λ

k
1Φk+1(u,v)T (x0

1(q
0
1)

T +x1
1(q

1
1)

T )
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+Φk+1(u,v)T o
(

λ
k
1 1
))

= λ
k
1 ∂uΦk+1(u,v)T (x0

1(q
0
1)

T +x1
1(q

1
1)

T )+∂uΦk+1(u,v)T o
(

λ
k
1 1
)

= λ
k
1 ∂uΦk+1(u,v)T

(
(x0

1(q
0
1)

T +x1
1(q

1
1)

T )+
o
(
λ k

1 1
)

λ k
1

)
and, similarly,

∂v(r
[ j]
k+1(u,v))

T = λ
k
1 ∂vΦk+1(u,v)T

(
(x0

1(q
0
1)

T +x1
1(q

1
1)

T )+
o
(
λ k

1 1
)

λ k
1

)
.

Since the Φk+1 and their derivatives converge uniformly to Φ and its derivatives due to
Theorem 2.1 and Corollary 3.1, we see that the λ

−k
1 rk and their derivatives converge uni-

formly to the C1 function
Φ

T (
(x0

1(q
0
1)

T +x1
1(q

1
1)

T )
)

which maps into the linear space spanned by q0
1 and q1

1. Consequently the normal vectors
of the rk, which are the same as of the scaled functions λ

−k
1 rk, converge uniformly to

n :=
(q0

1)
T ∧ (q1

1)
T

‖(q0
1)

T ∧ (q1
1)

T‖2
.

Therefore, in order to study the evolution of the direction of the normal vectors to the j-th
surface patch we write

∂u(r
[ j]
k+1(u,v))

T ∧∂v(r
[ j]
k+1(u,v))

T= λ
2k
1

(
∂uΦk+1(u,v)T

(
(x0

1(q
0
1)

T +x1
1(q

1
1)

T )+
o
(
λ k

1 1
)

λ k
1

)
∧ ∂vΦk+1(u,v)T

(
(x0

1(q
0
1)

T +x1
1(q

1
1)

T )+
o
(
λ k

1 1
)

λ k
1

))
,

and, using the formula

(k1a+ k2b)∧ (h1a+h2b) = det
(

k1 k2
h1 h2

)
(a∧b), fork1,k2,h1,h2 ∈ Randa,b ∈ R3,

we arrive at

∂u(r
[ j]
k+1(u,v))

T ∧∂v(r
[ j]
k+1(u,v))

T = λ 2k
1

(
det(JΨk+1(u,v)T )((q0

1)
T ∧ (q1

1)
T )

+(∂uΦk+1(u,v)T o(λ k
1 1)

λ k
1

)∧ ∂vΦk+1(u,v)T (x0
1(q

0
1)

T +x1
1(q

1
1)

T )

+∂uΦk+1(u,v)T (x0
1(q

0
1)

T +x1
1(q

1
1)

T )∧ (∂vΦk+1(u,v)T o(λ k
1 1)

λ k
1

)

+(∂uΦk+1(u,v)T o(λ k
1 1)

λ k
1

)∧ (∂vΦk+1(u,v)T o(λ k
1 1)

λ k
1

)

)
,

(28)

where Ψk+1(u,v)T :=Φk+1(u,v)T
(
x0

1,x
1
1
)

and

JΨk+1(u,v)T :=
(

∂uΨk+1(u,v)T

∂vΨk+1(u,v)T

)
=

(
∂uΦk+1(u,v)Tx0

1 ∂uΦk+1(u,v)Tx1
1

∂vΦk+1(u,v)Tx0
1 ∂vΦk+1(u,v)Tx1

1

)
.
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Since in our notation the partial derivatives ∂u and ∂v are directional derivatives with re-
spect to the two perpendicular axis directions e1 and e2, using assumptions (i), (ii), (iii)
we have that ∂u(Φ

[ j]
k+1(u,v))

T and ∂v(Φ
[ j]
k+1(u,v))

T are uniformly bounded with respect to
k in view of Corollary 3.1. In fact, the sequence of function vectors {∂uΦk+1(u,v), k ≥ 0}
converges uniformly to the function vector ∂uΦ(u,v) which means that, for any ε > 0 and
for large enough k,

sup
(u,v)∈Ωk+1

‖∂uΦk+1(u,v)‖∞ ≤ sup
(u,v)∈Ωk+1

‖∂uΦ(u,v)‖∞ + ε ≤ sup
(u,v)∈Ω

‖∂uΦ(u,v)‖∞ + ε,

or, equivalently, that sup
(u,v)∈Ωk+1

‖∂uΦk+1(u,v)‖∞ is uniformly bounded with respect to k. An

analogous result holds for ∂vΦk+1(u,v) too and allows us to conclude uniform boundedness
of both ∂uΦk+1(u,v) and ∂vΦk+1(u,v). Recalling also that o

(
λ k

1 1
)

denotes a vector in
RN×3 with all its entries behaving as o(λ k

1 ), the latter observation allows us to obtain from
(28) that

∂u(r
[ j]
k+1(u,v))

T ∧∂v(r
[ j]
k+1(u,v))

T =λ
2k
1

(
det(JΨk+1(u,v)T )((q0

1)
T ∧ (q1

1)
T )+o(1)

)
,

for (u,v) ∈ ω
[ j]
k+1, j ∈ J3n. Therefore, when computing the sequence {n[ j]

k+1(u,v), (u,v) ∈
ω

[ j]
k+1, k ≥ 0} of normal vectors to the j-th surface patch we obtain

n[ j]
k+1(u,v) =

∂u(r
[ j]
k+1(u,v))

T ∧∂v(r
[ j]
k+1(u,v))

T

‖∂u(r
[ j]
k+1(u,v))

T ∧∂v(r
[ j]
k+1(u,v))

T‖2

=
det(JΨk+1(u,v)T )((q0

1)
T ∧ (q1

1)
T )+o(1)

‖det(JΨk+1(u,v)T )((q0
1)

T ∧ (q1
1)

T )+o(1)‖2

= sign(det(JΨk+1(u,v)T ))
((q0

1)
T ∧ (q1

1)
T )+o(1)

‖((q0
1)

T ∧ (q1
1)

T )+o(1)‖2
, (u,v) ∈ ω

[ j]
k+1, j ∈ J3n.

Again in view of Proposition 3.1 and Corollary 3.1 we have

lim
k→+∞

sup
(u,v)∈Ωk+1

‖∂uΦk+1(u,v)T −∂uΦ(u,v)T‖∞ = 0,

and
lim

k→+∞
sup

(u,v)∈Ωk+1

‖∂vΦk+1(u,v)T −∂vΦ(u,v)T‖∞ = 0.

From the latter we obtain

lim
k→+∞

sup
(u,v)∈Ωk+1

‖JΨk+1(u,v)T −JΨ(u,v)T‖∞ = 0,

and also
lim

k→+∞
sup

(u,v)∈Ωk+1

|det(JΨk+1(u,v)T )−det(JΨ(u,v)T )|= 0.

Therefore, taking into account that

n∞ := sign(det(JΨ(0,0)T )
(q0

1)
T ∧ (q1

1)
T

‖(q0
1)

T ∧ (q1
1)

T‖2
,
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it has been proven that, for all j ∈ J3n,

lim
k→+∞

sup
(u,v)∈ω

[ j]
k+1

‖n[ j]
k+1(u,v)−n∞‖∞ = 0.

The latter shows that the limit surface r obtained by the non-stationary subdivision scheme
S is normal continuous at the limit point rc, which concludes the proof. ut

Remark 4.4. Theorem 4.2 provides a sufficient condition for verifying the normal continu-
ity of a non-stationary scheme. It consists in verifying that the matrix sequence {Sk,k≥ 1}
(identifying the non-stationary scheme in the vicinity of an extraordinary element) con-
verges towards a C1-regular, standard, stationary scheme (identified with the matrix S)
faster than λ k

1 (i.e., with convergence rate o(λ k
1 )), where λ1 denotes the real, double sub-

dominant eigenvalue of S.

5 Application examples

In this section we use Theorem 4.1 to study the convergence of two non-stationary sub-
division schemes, defined on quadrilateral meshes, in the neighborhood of extraordinary
elements. Also, we use Theorem 4.2 to prove that the limit surfaces obtained by such
schemes are normal continuous at the limit points of the corresponding extraordinary el-
ements. This partially proves a conjecture given in [22, Section 5] where only numerical
evidence for C1-regularity was shown.

5.1 Generalized trigonometric spline surfaces of order 3

In [26], the authors presented a non-stationary subdivision scheme which produces tensor-
product trigonometric spline surfaces of order 3 except in the neighborhood of extraordi-
nary faces. This non-stationary scheme can be seen as a generalization of the well-known
stationary Doo-Sabin scheme [17] yielding polynomial spline surfaces of order 3 except
in the neighborhood of extraordinary faces. Figure 5 illustrates the k-th level geometric
refinement rules of this non-stationary scheme. We do not include a figure illustrating the
topologic refinement rules since they are exactly the same as the ones used by the standard
(stationary) Doo-Sabin scheme.
In regular regions, Doo-Sabin scheme is described by the subdivision mask

c =


1
16

3
16

3
16

1
16

3
16

9
16

9
16

3
16

3
16

9
16

9
16

3
16

1
16

3
16

3
16

1
16

 , (29)
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b
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Fig. 5 Graphical illustration of the k-th level geometric refinement rules of the non-stationary subdivision
scheme generalizing trigonometric spline surfaces of order 3. The red cross represents the new point inserted
by the geometric refinement rules in the case of regular (left) and extraordinary (right) faces. The weights
appearing in the refinement rules are the ones specified in (32) and (33).

while in irregular regions the refinement rules are written in terms of a subdivision matrix
S having the structure in (6) with blocks

B0 =


1
4n +

1
2 0 0 0

9
16

3
16 0 0

9
16

3
16

1
16

3
16

9
16 0 0 3

16

 , B1 =


1
4n +

1
8 0 0 0

0 0 0 0

0 0 0 0
3

16
1

16 0 0

 ,

Bi =


1

4n 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

 , i = 2, . . . ,n−2, Bn−1 =


1

4n +
1
8 0 0 0

3
16 0 0 1

16

0 0 0 0

0 0 0 0

 .

(30)

It is a well-known fact that Doo-Sabin scheme is convergent both in regular regions and in
irregular regions, and the limit surface is C1. Moreover, in regular regions the associated
subdivision symbol is

c(z1,z2) =
(z1 +1)3(z2 +1)3

16
,

which contains the factor (1+ z1)(1+ z2). Thus it satisfies assumption (i) of Theorem 4.1
and assumption (i) of Theorem 4.2.
In regular regions, the non-stationary scheme in [26] is described by the k-th level mask

c(k) =


c4,k bk + c4,k bk + c4,k c4,k

bk + c4,k ak + c4,k ak + c4,k bk + c4,k

bk + c4,k ak + c4,k ak + c4,k bk + c4,k

c4,k bk + c4,k bk + c4,k c4,k

 , k ≥ 1, (31)

where for h ∈
[
0, π

3

)
,

cn,k =
1

4ncos2
(

h
2k

)
cos2

(
h

2k−1

) , n ∈ N, n≥ 4, k ≥ 1, (32)
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and

ak =
1

4cos2
(

h
2k

)
cos
(

h
2k−1

) +
1

4cos2
(

h
2k

) , bk =
1

8cos2
(

h
2k

)
cos
(

h
2k−1

) , k≥ 1. (33)

Therefore the associated subdivision symbol is

c(k)(z1,z2)=
e

i h
2k−1 (z1+1)(z2+1)(z1+e

i h
2k−1 )(z1e

i h
2k−1 +1)(z2+e

i h
2k−1 )(z2e

i h
2k−1 +1)

(e
i h
2k−2 +1)2(e

i h
2k−1 +1)2

,

which contains the factor (1+ z1)(1+ z2), thus satisfying assumption (ii) of Theorem 4.2.
Differently, in irregular regions the refinement rules are given in terms of the k-th level
matrix Sk having the structure in (6) with blocks

B0,k =


ak + cn,k 0 0 0

ak + c4,k bk + c4,k 0 0

ak + c4,k bk + c4,k c4,k bk + c4,k

ak + c4,k 0 0 bk + c4,k

 , B1,k =


bk + cn,k 0 0 0

0 0 0 0

0 0 0 0

bk + c4,k c4,k 0 0

 ,

Bi,k =


cn,k 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

 , i = 2, . . . ,n−2, Bn−1,k =


bk + cn,k 0 0 0

bk + c4,k 0 0 c4,k

0 0 0 0

0 0 0 0

 .

(34)

Using (29) and (31), we verify that the stationary and non-stationary subdivision schemes
are asymptotically equivalent of order 1. To see it, we use the Lagrange form of the re-
mainder of the Taylor expansion to write

cos(2−kh) = 1− h2

2
2−2k +

h4

24
2−4k cos(ξ ), ξ ∈ (0,2−kh),

and

cos2(2−kh) = 1−h22−2k +
h4

3
2−4k cos(2ξ̃ ), ξ̃ ∈ (0,2−kh).

The previous expression allows us to get the bounds

|ak− 1
2 | ≤

A
4k , |bk− 1

8 | ≤
B
4k , |cn,k− 1

4n | ≤
n−1C

4k , ∀n≥ 4,

with A,B,C finite positive constants independent of n and k.
The latter bounds can then be used to show that

‖Sc(k) −Sc‖∞ =
∣∣ak + c4,k− 9

16

∣∣+2
∣∣bk + c4,k− 3

16

∣∣+ ∣∣c4,k− 1
16

∣∣
≤
∣∣ak− 1

2

∣∣+2
∣∣bk− 1

8

∣∣+4
∣∣c4,k− 1

16

∣∣
≤ A+2B+C

4k ,

and therefore prove the asymptotical equivalence of order 1. Indeed, using (2), we arrive at

+∞

∑
k=1

2k‖Sc(k) −Sc‖∞ ≤ (A +2B +C)
+∞

∑
k=1

1
2k <+∞.
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Summarizing, assumptions (i)− (iii) of Theorem 4.2 and assumption (ii) of Theorem 4.1
are satisfied. Next, we show that ‖Sk−S‖∞ ≤ M

4k for all k ≥ 1, n ≥ 5 and h ∈
[
0, π

3

)
, with

M a finite positive constant. Indeed, by (30) and (34) we have

‖Sk−S‖∞ ≤ ‖B0,k−B0‖∞ +‖B1,k−B1‖∞ +
n−2

∑
i=2
‖Bi,k−Bi‖∞ +‖Bn−1,k−Bn−1‖∞.

Since
‖B0,k−B0‖∞ = max

{
|ak + cn,k− ( 1

4n +
1
2 )|, |ak + c4,k− 9

16 |+ |bk + c4,k− 3
16 |,

|ak + c4,k− 9
16 |+2|bk + c4,k− 3

16 |+ |c4,k− 1
16 |
}

= max
{
|ak + cn,k− ( 1

4n +
1
2 )|,

|ak + c4,k− 9
16 |+2|bk + c4,k− 3

16 |+ |c4,k− 1
16 |
}
,

≤ max
{
|ak− 1

2 |+ |cn,k− 1
4n |, |ak− 1

2 |+2|bk− 1
8 |+4|c4,k− 1

16 |
}

≤ 1
4k max

{
A +n−1C , A +2B +C

}
=: M0

4k ,

‖B1,k−B1‖∞ = ‖Bn−1,k−Bn−1‖∞

= max
{
|bk + cn,k− ( 1

4n +
1
8 )|, |bk + c4,k− 3

16 |+ |c4,k− 1
16 |
}

≤ max
{
|bk− 1

8 |+ |cn,k− 1
4n |, |bk− 1

8 |+2|c4,k− 1
16 |
}

≤ 1
4k max

{
B +n−1C , B + 1

2 C
}
=: M1

4k ,

‖Bi,k−Bi‖∞ = |cn,k− 1
4n | ≤

n−1C
4k , i = 2, ...,n−2,

for n≥ 5, we finally obtain the bound

‖Sk−S‖∞ ≤
M0 +M1 +(1− 3

n )C
4k ≤ M

4k ,

with M := M0 +M1 +C a finite positive constant independent of n and k. In other words
assumption (iii) of Theorem 4.1 and assumption (iv) of Theorem 4.2 are satisfied. Since
S has a dominant single eigenvalue λ0 = 1 and a subdominant eigenvalue 0.5 < λ1 < 1
with algebraic and geometric multiplicity 2 (i.e., it is a double non-defective eigenvalue),
all the assumptions of Theorem 4.1 and Theorem 4.2 are verified with σ = 4. Hence, the
non-stationary version of Doo-Sabin scheme is convergent at extraordinary faces and the
limit surfaces obtained by such a scheme are normal continuous.
Figure 6 shows two application examples of the normalized version of such a scheme,
where the normalization factor is introduced to obtain refined meshes that lie in the convex
hull of the initial control points.

5.2 Generalized exponential spline surfaces of order ≥ 3

In [36] a generalization of order-d polynomial spline surfaces to quadrilateral meshes of
arbitrary topology has been proposed. For d = 4, the refinement rules of the corresponding
scheme are the rules of Catmull-Clark subdivision scheme [2] which, in the regular regions
of the mesh, can be given in terms of the subdivision mask

c =



1
64

1
16

3
32

1
16

1
64

1
16

1
4

3
8

1
4

1
16

3
32

3
8

9
16

3
8

3
32

1
16

1
4

3
8

1
4

1
16

1
64

1
16

3
32

1
16

1
64

 . (35)
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(a) (b) h = 1
16 (c) h = 1

(a) (b) h = 1
16 (c) h = 1

Fig. 6 Original control mesh (a) and refined meshes (b,c) obtained by applying four iterations of the nor-
malized non-stationary subdivision scheme generalizing trigonometric spline surfaces of order 3 with two
different values of h ∈ [0, π

3 ).

Differently, in the neighborhood of an extraordinary vertex of valence n ≥ 5, the subdivi-

sion matrix Sk of the order-4 scheme is as in (7) with α̃ = 1− 7
4n , β̃=

(
3

2n2 ,
1

4n2 ,0,0,0,0
)T

,

γ̃ = ( 3
8 ,

1
4 ,

3
32 ,

1
16 ,

1
64 ,

1
16 )

T and 6×6 blocks

B̃0 =



3
8

1
16 0 0 0 0

1
4

1
4 0 0 0 0

9
16

3
32

3
32

1
64 0 0

3
8

3
8

1
16

1
16 0 0

3
32

9
16

1
64

3
32

1
64

3
32

1
16

3
8 0 0 0 1

16


, B̃1 =



1
16 0 0 0 0 0
1
4 0 0 0 0 0
1

64 0 0 0 0 0
1

16 0 0 0 0 0
3

32 0 1
64 0 0 0

3
8 0 1

16 0 0 0


,

B̃i = 06×6, i = 2, . . . ,n−2, B̃n−1 =



1
16

1
16 0 0 0 0

0 0 0 0 0 0
1

64
3

32 0 0 0 1
64

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


.

It is a well-known fact that Catmull-Clark scheme is convergent both in regular regions
and in irregular regions, and the limit surface is C2-continuous in the regular regions of the
mesh and C1 at the limit points of extraordinary vertices. The subdivision symbol associ-
ated to the scheme is

c(z1,z2) =
(z1 +1)4(z2 +1)4

64
,
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which contains the factor (1+ z1)(1+ z2). Thus it verifies assumption (i) of Theorem 4.1
and assumption (i) of Theorem 4.2.

The family of approximating subdivision schemes discussed in [22] is a non-stationary
extension of the family in [36], and provides a generalization of order-d exponential spline
surfaces to quadrilateral meshes of arbitrary topology. Figure 7 illustrates the k-th level
geometric refinement rules of the order-4 member of this non-stationary family. We do not
include a figure illustrating the topologic refinement rules since they are exactly the same
as the ones used by the standard (stationary) Catmull-Clark scheme.

Fig. 7 Graphical illustration of the k-th level geometric refinement rules of the non-stationary subdivision
scheme generalizing exponential spline surfaces of order d = 4. Top: the red cross represents the inserted
face point and edge point. Bottom: the red cross represents the inserted vertex point in the case of a regular
and an extraordinary vertex. The weights appearing in the refinement rules are the ones specified in (37)
and (38).

The refinement rules defining this order-4 non-stationary scheme, and illustrated in Figure
7, are chosen in such a way that it reproduces particular shapes such as spheres, tori or con-
ical shapes when the initial meshes are suitably selected. In addition, when the initial mesh
is regular, the limit surface is a tensor-product exponential spline (namely it can be either a
tensor-product polynomial spline or a tensor-product trigonometric and hyperbolic spline)
[30]. More precisely, the k-th level (k ≥ 1) refinement rules characterising the subdivision
scheme depend on a k-th level parameter vk defined as

vk =
1
2

(
e

iθ
2k + e−

iθ
2k

)
, θ ∈ [0,π)∪ i(0,2acosh(500)), k ≥ 1,
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which satisfies

(a) vk+1 =

√
vk +1

2
, (b) lim

k→+∞
vk = 1.

Note that

v1 =
1
2

(
e

iθ
2 + e−

iθ
2

)
=

{
cos
(

θ

2

)
∈ (0,1] if θ ∈ [0,π),

cosh
(

Im(θ)
2

)
∈ (1,500) if θ ∈ i(0,2acosh(500)).

For the non-stationary approximating scheme of order d = 4 (non-stationary version of
Catmull-Clark scheme), the k-th level subdivision mask to be used in the regular regions
of the mesh is

c(k) =


c4,k ek b4,k ek c4,k
ek

1
4 dk

1
4 ek

b4,k dk a4,k dk b4,k
ek

1
4 dk

1
4 ek

c4,k ek b4,k ek c4,k

 , (36)

where

a4,k =
(2vk +1)2

4(vk +1)2 , b4,k =
2(2vk +1)
16(vk +1)2 , c4,k =

1
16(vk +1)2 ,

dk =
2vk +1

4(vk +1)
, ek =

1
8(vk +1)

.

(37)

Hence, the associated symbol reads as

c(k)(z1,z2) =
(z1 +1)2(z2 +1)2(z1ei θ

2k +1)(z1 + ei θ

2k )(z2ei θ

2k +1)(z2 + ei θ

2k )

4(ei θ

2k +1)4
,

and contains the factor (1+ z1)(1+ z2).
Differently, the k-th level subdivision matrix S̃k, defined near an extraordinary vertex of
valence n≥ 5, is of the form (7) with

α̃k = an,k, β̃k =
(
bn,k,cn,k,0,0,0,0

)T
, γ̃k =

(
dk,

1
4
,b4,k,ek,c4,k,ek

)T

,

an,k = 1−n(bn,k + cn,k), bn,k =
2(2vk +1)
n2(vk +1)2 , cn,k =

1
n2(vk +1)2 ,

(38)

and 6×6 blocks

B̃0,k =


dk ek 0 0 0 0
1
4

1
4 0 0 0 0

a4,k b4,k b4,k c4,k 0 0
dk dk ek ek 0 0

b4,k a4,k c4,k b4,k c4,k b4,k
ek dk 0 0 0 ek

 , B̃1,k =


ek 0 0 0 0 0
1
4 0 0 0 0 0

c4,k 0 0 0 0 0
ek 0 0 0 0 0

b4,k 0 c4,k 0 0 0
dk 0 ek 0 0 0

 ,

B̃i,k = 06×6, i = 2, . . . ,n−2, B̃n−1,k =


ek ek 0 0 0 0
0 0 0 0 0 0

c4,k b4,k 0 0 0 c4,k
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 .
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The choice of vk specifies the kind of spline surface we get in the limit, in the regular
regions of the mesh. In fact, if vk < 1 the scheme yields trigonometric splines, if vk = 1
polynomial splines and if vk > 1 hyperbolic splines.
In [22], the authors prove that the limit surface obtained by applying the generalized spline
schemes of order d to a regular mesh is Cd−2-continuous, while in the neighborhood of
extraordinary elements the C1-continuity of the limit surface is shown only by numerical
evidence. Here we use Theorem 4.1 and Theorem 4.2 to prove convergence and normal
continuity of the limit surfaces.
To prove that the non-stationary version of Catmull-Clark scheme is convergent and pro-
duces normal continuous surfaces at the limit points of extraordinary vertices, we first show
that the subdivision masks c and ck in (35) and (36) are asymptotically equivalent of order
1. To this purpose we again write

cos(2−kθ) = 1− θ 2

2 2−2k + θ 4

24 2−4k cos(ξ ), ξ ∈ (0,2−kθ),

cos2(2−kθ) = 1−θ 22−2k + θ 4

3 2−4k cos(2ξ̃ ), ξ̃ ∈ (0,2−kθ),

and

cosh(2−kθ) = 1+θ 22−2k + θ 4

24 2−4k cosh(η), η ∈ (0,2−kθ),

cosh2(2−kθ) = 1+2θ 22−2k + θ 4

3 2−4k cosh(2η̃), η̃ ∈ (0,2−kθ),

from which we obtain

|a4,k− 9
16 | ≤

A
4k , |b4,k− 3

32 | ≤
B
4k , |c4,k− 1

64 | ≤
C
4k , |dk− 3

8 | ≤
D
4k , |ek− 1

16 | ≤
E
4k

with A,B,C ,D,E finite positive constants independent of n and k. Thus, we get

‖Sc(k) −Sc‖∞ = max
{
|a4,k− 9

16 |+4|b4,k− 3
32 |+4|c4,k− 1

64 |,

2|dk− 3
8 |+4|ek− 1

16 |
}

≤ 1
4k max{A +4B +4C , 2D +4E} ,

so that

+∞

∑
k=1

2k‖Sc(k) −Sc‖∞ ≤max{A +4B +4C , 2D +4E}
+∞

∑
k=1

1
2k <+∞.

As a consequence, assumptions (i)-(iii) of Theorem 4.2 and assumption (ii) of Theorem
4.1 are satisfied.
Next, we use formula (8) to transform the matrices S̃ and S̃k in the block-circulant matrices
denoted by S and Sk, and verify the existence of a finite positive constant M independent
of n and k such that ‖Sk−S‖∞ ≤ M

4k for all k≥ 1, n≥ 5 and θ ∈ [0,π)∪ i(0,2acosh(500)).
As before, we first write

‖Sk−S‖∞ ≤ ‖B0,k−B0‖∞ +‖B1,k−B1‖∞ +
n−2

∑
i=2
‖Bi,k−Bi‖∞ +‖Bn−1,k−Bn−1‖∞,
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and explicitly compute each norm on the right hand side as

‖B0,k−B0‖∞ =

∥∥∥∥∥
(

α̃k−α̃

n β̃T
k − β̃T

γ̃k−γ̃
n B̃0,k− B̃0

)∥∥∥∥∥
∞

= max{ 1
n2 | 74 −

4vk+3
(vk+1)2 |+ 1

n2 |
2(2vk+1)
(vk+1)2 − 3

2 |+
1

n2 | 1
(vk+1)2 − 1

4 |,

( 1
n +1)|dk− 3

8 |+ |ek− 1
16 |,

( 1
n +2)|b4,k− 3

32 |+ |a4,k− 9
16 |+ |c4,k− 1

64 |,
( 1

n +2)|ek− 1
16 |+2|dk− 3

8 |,
( 1

n +2)|c4,k− 1
64 |+ |a4,k− 9

16 |+3|b4,k− 3
32 |},

‖B1,k−B1‖∞ =

∥∥∥∥∥
(

α̃k−α̃

n β̃T
k − β̃T

γ̃k−γ̃
n B̃1,k− B̃1

)∥∥∥∥∥
∞

= max{ 1
n2 | 74 −

4vk+3
(vk+1)2 |+ 1

n2 |
2(2vk+1)
(vk+1)2 − 3

2 |+
1

n2 | 1
(vk+1)2 − 1

4 |,
1
n |dk− 3

8 |+ |ek− 1
16 |,

1
n |b4,k− 3

32 |+ |c4,k− 1
64 |,

( 1
n +1)|c4,k− 1

64 |+ |b4,k− 3
32 |,

( 1
n +1)|ek− 1

16 |+ |dk− 3
8 |},

‖Bi,k−Bi‖∞ =

∥∥∥∥∥
(

α̃k−α̃

n β̃T
k − β̃T

γ̃k−γ̃
n B̃i,k− B̃i

)∥∥∥∥∥
∞

= max{ 1
n2 | 74 −

4vk+3
(vk+1)2 |+ 1

n2 |
2(2vk+1)
(vk+1)2 − 3

2 |+
1

n2 | 1
(vk+1)2 − 1

4 |,
1
n |dk− 3

8 |,
1
n |b4,k− 3

32 |,
1
n |ek− 1

16 |,
1
n |c4,k− 1

64 |},
i = 2, ...,n−2,

‖Bn−1,k−Bn−1‖∞ =

∥∥∥∥∥
(

α̃k−α̃

n β̃T
k − β̃T

γ̃k−γ̃
n B̃n−1,k− B̃n−1

)∥∥∥∥∥
∞

= max{ 1
n2 | 74 −

4vk+3
(vk+1)2 |+ 1

n2 |
2(2vk+1)
(vk+1)2 − 3

2 |+
1

n2 | 1
(vk+1)2 − 1

4 |,
1
n |dk− 3

8 |+2|ek− 1
16 |,

( 1
n +1)|b4,k− 3

32 |+2|c4,k− 1
64 |,

1
n |ek− 1

16 |,
1
n |c4,k− 1

64 |}.

Moreover, in view of the bounds

| 74 −
4vk+3
(vk+1)2 | = 16| 7

64 −
4vk+3

16(vk+1)2 |

≤ 16
(
| 3

32 −
4vk+2

16(vk+1)2 |+ | 1
64 −

1
16(vk+1)2 |

)
≤ 16(B+C)

4k ,

| 2(2vk+1)
(vk+1)2 − 3

2 | = 16| 2(2vk+1)
16(vk+1)2 − 3

32 | ≤
16B
4k ,

| 1
(vk+1)2 − 1

4 | = 16| 1
16(vk+1)2 − 1

64 | ≤
16C
4k ,
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we are finally able to bound the norms of the blocks as

‖B0,k−B0‖∞ ≤ max{ 32n−2(B+C)
4k , (n−1+1)D+E

4k , (n−1+2)B+A+C
4k , (n−1+2)E+2D

4k
(n−1+2)C+A+3B

4k }

≤ max{32(B+C),2D+E ,3B+A+C ,3E+2D,3C+A+3B}
4k =: M0

4k ,

‖B1,k−B1‖∞ ≤ max{ 32n−2(B+C)
4k , n−1D+E

4k , n−1B+C
4k , (n−1+1)C+B

4k , (n−1+1)E+D
4k },

≤ max{32(B+C),D+E ,B+C ,2C+B,2E+D}
4k =: M1

4k ,

‖Bi,k−Bi‖∞ ≤ max{ 32n−2(B+C)
4k , n−1D

4k , n−1B
4k , n−1E

4k , n−1C
4k }

≤ n−1 max{32(B+C),D,B,E ,C}
4k =: n−1M2

4k , i = 2, ...,n−2,

‖Bn−1,k−Bn−1‖∞ ≤ max{ 32n−2(B+C)
4k , n−1D+2E

4k , (n−1+1)B+2C
4k , n−1E

4k , n−1C
4k }

≤ max{32(B+C),D+2E ,2B+2C ,E ,C}
4k =: M3

4k ,

Hence, for all n≥ 5,

‖Sk−S‖∞ ≤
M0 +M1 +(1− 3

n )M2 +M3

4k ≤ M
4k ,

with M := M0 +M1 +M2 +M3 a finite positive constant independent of n and k.
The above proves that (iii) of Theorem 4.1 is satisfied. Moreover, since S has a dominant
single eigenvalue λ0 = 1 and a subdominant eigenvalue 0.5 < λ1 < 1 with algebraic and
geometric multiplicity 2 (double non defective eigenvalue), (iv) of Theorem 4.2 is also
satisfied with σ = 4. It follows that all the assumptions of Theorem 4.1 and Theorem
4.2 are verified. Thus, this non-stationary version of Catmull-Clark scheme is convergent
at extraordinary vertices and the limit surfaces obtained by such a scheme are normal
continuous at the limit points of extraordinary vertices. Figure 8 shows two application
examples of such a scheme.
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