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The production rate of fed-batch aerobic fermenters is often limited by the oxygen transfer rate 

that depends on the fluid dynamics of the gas-liquid system. In turn, ideal flow regimes with 

homogenous distribution of the gas bubbles in the stirred fermenter are not viable, especially at 

large scale, due huge power requirement at increasing impeller speeds. In this work, a typical flow 

condition adopted in industrial multiple impeller fermenters is investigated, that leads to gas 

accumulation on the rear of flat blades, a reduction of the power transferred to the fluid and 

limitations of the volumetric mass transfer coefficient. Such fluid dynamics features, that are 

challenging to obtain by fully predictive methods, are well predicted by a Reynolds Averaged 

Two-Fluid Model and a suitable set of closure equations. The computational method is validated 

by experimental gas hold-up, gassed power consumption and mixing time data purposely collected 

in an aerated tank stirred with four Rushton Turbines. The importance of the drag and turbulent 

dispersion forces magnitude is discussed. The calculated distribution of the oxygen transfer rate 

highlights the effectiveness of the simulation method as a tool for overcoming mass transfer 

limitations, which are often a critical step towards the fermentation intensification. 
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1 Introduction 

As process intensification (PI) became an explicit drive to transform chemical and process 

engineering, it brought a growing ambition to reconsider chemical processes to obtain safer, 

greener and more energy-efficient plants [1]. Van Gerven and Stankiewicz [2] identified in  spatial 

(to maximize homogeneity), thermodynamic (to maximize driving forces and transfer area), 

functional (to maximize the synergies), and temporal (to maximize the speed and effectiveness)  

domains four approaches that realize the goals of PI. While PI pushes for a paradigm shift in the 

chemical engineering field, the challenges to be faced in most chemical processes are still often 

mainly related to heat, mass and momentum transfer [3].  

Noorman et al. [4] proved that the four approaches of PI are directly applicable to bioprocesses, 

and especially to industrial fermentations, with additional challenges with respect to chemical 

processes, since the design space is constrained by the necessity to use mild operating conditions 

not to damage the microorganisms. In addition, large concentration and temperature gradients and 

fluctuations can change the cell metabolism [5–7] possibly resulting in reduced productivity. 

Concentration and temperature gradients and fluctuations may arise just as a result of a change of 

dimensions of the equipment, since in small size equipment the transport paths are usually short, 

whereas increasing the scale, the transport rates become the limiting steps controlling the overall 

rates of reaction [8,9]. As a result, at laboratory scale the fluid flow and reaction regimes are likely 

not the same as in the large scale [4], hence the optimum operating conditions identified in the lab 
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are not directly translatable to the production scale [9]. An alternative to the traditional scale-up 

approach has been identified in the scale-down of industrial equipment, in which the key objective 

is to maintain similarity between different scales, investigating the main features of the large-scale 

equipment in a lab-scale system rather than trying to transfer the optimal conditions from the small 

to the large scale [9–12]. 

This work is aimed at contributing to the challenging objective of devising a fully predictive 

Computational Fluid Dynamics (CFD) method for the description of large scale equipment, which 

can be used to design scale-down fermenter set-up and operation conditions, as suggested by 

Noorman  and Heijnen [9]. Due to the large sizes typically adopted in industrial equipment, an 

accurate description of the smaller scales of the flow and of its turbulent variables is not possible, 

since their description would require very fine spatial and temporal discretization leading to 

prohibitively long simulation times. Industrially feasible modelling approaches, based on the 

solution of Reynolds Averaged Navier-Stokes (RANS) equations, are needed for maintaining 

affordable computational requirements. In addition, at industrial scale the grid independency of 

the predictions must be renounced, since the turbulent variables would require a huge number of 

computational cells [13].  

The focus of this investigation is on the variables that affect fed-batch large-scale industrial 

fermenters the most. In these fermenters the maximum production rate is determined by limiting 

transport processes, among which the most relevant for aerobic fermentation are the oxygen supply 

and the liquid mixing of compounds added from the inlet into the bioreactor volume [4]. The 

prediction of the liquid mixing time and the oxygen transfer rate is strongly related to the prediction 

of fundamental two-phase flow variables and specific hydrodynamics features of gas-liquid stirred 

tanks, such as the gas accumulation at the rear of the impeller blades [14], the consequent drop of 
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power consumption that affects the volumetric mass transfer coefficients [15], the local turbulent 

variables that influence the bubble size distribution [16] and the mixing time. 

The investigation is applied to the typical industrial fermenter geometry, that is a tank stirred 

with multiple Rushton impellers, in which the lowest impeller works in the loading flow regime. 

It corresponds to a non-ideal flow, since the bubbles are not recirculated below the lowest impeller, 

but a good balance between performance and cost is usually obtained, while not posing serious 

limitations to mass transfer [4]. In multiple impeller stirred tanks achieving homogeneous 

dispersion conditions and having all the impellers working in the same flow regime may result in 

unaffordable operating costs [4]. The capability to predict the flow regimes in multiple impeller 

stirred tanks accounting for the real geometry and size is paramount in the analysis of the fermenter 

performances. Gas accumulation behind the blades of the impeller, which is typically observed in 

Rushton turbines, significantly reduces the pumping efficiency and the power transferred from the 

impeller to the fluid [14,17]. The strong difference between the impeller region and the rest of the 

multiple impeller stirred tank volume and the consequent power reduction in gas-liquid systems 

poses significant simulation challenges similarly to the case of multiple impeller stirred tanks 

containing yield stress fluids [18,19].  

Despite the importance of the gas cavities in industrial fermentation and fermentation 

intensification, few numerical studies have addressed the topic [20–27] and the gas accumulation 

behind the impeller blades was generally underestimated since it was either not predicted (e.g. 

[25]) or only partially predicted (e.g. [27]), being generally the gas volume fractions at the rear of 

the blades lower than 0.5 instead of nearly 1, as observed in the experiments.  

Single impeller gas-liquid stirred tanks have been extensively studied in the literature, considering 

several aspects and leading to different modelling alternatives in the Two-Fluid Model (TFM) 
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framework, going from a detailed analysis of the turbulent fluid flow features [28,29], to the 

prediction of the bubble size and the local gas volumetric fraction distributions [26,30], the liquid 

mixing time [31] and the gas-liquid mass transfer [32]. Recently Shi and Rzehak [29] have 

presented a short review of the most relevant experimental and computational results highlighting 

the need for more comprehensive data for model validation. Less attention has been comparatively 

devoted to the numerical analysis of multiple impeller gas-liquid stirred tanks. Some of the first 

publications were mostly focused on the prediction of the flow regimes at different gas flow rates, 

the effect of the local flow patterns on mixing conditions [33,34], gas dispersion and bubble size 

[23]. The prediction of the cavities behind the impeller blades is generally somewhat incomplete, 

since an accumulation of gas was correctly predicted by different models, but the local volume 

fraction is generally much lower than 1, e.g. the results of Kerdousse et al. [23] did not exceed 

~0.1, while  Khopkar & Tanguy [33] predicted the gas accumulation behind the impeller blades 

up to a gas volume fraction of ~0.3. To obtain a reduced power consumption as observed in the 

experiments, Taghavi et al. [35] implemented an empirical correlation with an adjustable 

parameter, based on the work by Fajner et al. [36], but it is not clear whether the power reduction 

is due to the increased overall gas hold-up or due to the formation of cavities. Dual Rushton 

impeller tanks were also studied by Ahmed et al. [37] mostly focusing on the prediction of the 

power consumption, by Liu et al. [38] in order to predict the shear forces in the reactor, by Wang 

et al. [39] directing attention on the gas hold-up at low gas flow regimes, by Teli et al. [40] in a 

study concerning different impeller speeds and by Gakingo et al. [41] in a study concerning a 

three-phase system.  

Overall, in the RANS simulation based on the Two-Fluid Model, the predictions of key parameters 

for industrial fermenter design, that are the gas hold-up, power consumption and mixing time 
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depend on the closure models required for the description of the momentum and the turbulent 

transfer between phases. A well-established set of models for obtaining reliable results of different 

aspects has not been identified so far. In the following, a methodology for the viable simulation of 

fermenter of any scale for capturing the above-mentioned key features without the adoption of 

adjustable parameters is presented and its overall reliability is demonstrated by comparison of the 

prediction of some of the most important variables for fermentation with novel experimental data 

and previous literature results.  

2 Experimental  

The experimental cylindrical, flat-bottomed tank stirred by four identical Rushton impellers 

mounted on the same axial shaft had the typical geometrical characteristics of a laboratory scale 

aerobic fermenter. The tank had a diameter, T, of 0.23m and it was equipped with four equally 

spaced baffles of width equal to T/10. The impellers had a diameter, D, equal to T/3, the lowest 

impeller had an off-bottom clearance equal to T/2 and the distance between two consecutive 

impellers was equal to T. The liquid volume reached the total height, H, of 4T, thus the vessel 

consisted of four equal standard geometry stirred tanks of height T (referred to as stages) and the 

corresponding Rushton impeller was positioned at a relative height of T/2. Below the lowest 

impeller, at an off-bottom axial distance of T/5, a ring sparger of diameter 0.4D was positioned.  

Air (density ρ𝐺 = 1.2 kg/m3) was injected in demineralized water at room condition (density 

ρ𝐿 = 998 kg/m3 and viscosity μ𝐿 = 0.001 Pa·s,) from the sparger at a flow rate, Q, of 250 L/h, 

corresponding to a superficial gas velocity of 1.67×10-3 m/s and to a volumetric aeration rate of 

0.11 vvm. The impeller rotational speed, N, of 5 s-1, was selected for agitation, for achieving a gas-

liquid condition similar to that often adopted in industrial fermentation, corresponding to a gas 

flow number, Flg=Q/D3 N, equal to 0.03 for the lowest impeller. Turbulent flow conditions were 
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achieved for the liquid phase, since the rotational Reynolds number, based on the liquid physical 

properties, 𝑅𝑒 = 𝑁𝐷2𝜌𝐿 𝜇𝐿⁄ , was equal to 2.9×104. For this conditions, an average gas hold-up of 

1.15×10-2, a gassed power number,  𝑁𝑝𝑔 = 𝑃𝑔 𝜌𝐿𝑁
3𝐷5⁄ , of 15.7 with 𝑃𝑔 being the gassed power 

consumption, and a liquid mixing time, t90, of 68s, defined as the time needed to reach the 90% 

degree of homogeneity were measured. The ungassed power number, 𝑁𝑝𝑢 = 𝑃𝑢 𝜌𝐿𝑁
3𝐷5⁄ , in the 

same system was equal to 18.5, with 𝑃𝑢 being the ungassed power consumption. The gas hold-up 

was obtained by measuring the level drop after agitation and gas supply were switched off. The 

power number was estimated from the power input measured from the torque necessary to prevent 

the rotation of the motor, which was suspended from its top. The mixing time was obtained from 

the measurement of the time evolution of liquid conductivity at the top of the vessel, after the very 

rapid injection of a saturated aqueous solution of KCl from the bottom.  

Based on the visual observation of the experimental system and supported by the literature 

correlations of Nienow et al. [42] and Warmoeskerken and Smith [14], large cavities are present 

behind the blades of the lowest impeller, which works under the loading regime. For a quantitative 

analysis, the area of the gas cavities formed at the rear of the blades measured by of Paglianti et 

al. [43] by an image analysis technique in a single-impeller stirred tank is also considered. 

 

3 Model description 

The simulations concerned the same gas–liquid stirred tank experimentally investigated. The 

modelling was based on the standard formulation of the Two-Fluid model equations, namely the 

Eulerian multifluid model as implemented in ANSYS Fluent 19.3. Based on the operating 

conditions defined in the previous section, the steady state, incompressible, isothermal, Reynolds 
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averaged continuity and momentum conservation equations of each fluid were selected, that read 

as: 

∇ ∙ (𝛼𝑖𝜌𝑖𝒖𝒊) = 0  1 

∇ ∙ (𝛼𝑖𝜌𝑖𝒖𝒊𝒖𝒊) = −𝛼𝑖∇𝑃 + 𝛼𝑖𝜌𝑖𝒈 + ∇ ∙ (𝝉𝒊 + 𝝉𝒊
𝒕) + 𝑭𝑫 + 𝑭𝑻𝑫 2 

Where 𝛼𝑖 is the volume fraction of the phase 𝑖, 𝜌𝑖 is its density, 𝒖𝒊 is the mean velocity vector of 

the phase 𝑖, 𝝉𝒊 and 𝝉𝒊
𝒕 are its laminar viscous stress tensor and the Reynolds stress tensor 

respectively, 𝑃 is the pressure and 𝒈 is the gravitational acceleration. The liquid and gas 

momentum equations are coupled through two interphase momentum exchange terms: the 

interphase drag force, 𝑭𝑫, and the turbulent dispersion force, 𝑭𝑻𝑫. Additional interphase 

momentum exchange forces, namely lift, added mass and wall lubrication are not included, having 

found their contribution being always negligible in previous investigations concerning gas-liquid 

stirred tanks (e.g. [22,30]). 

The Reynolds stress tensor was obtained with the standard 𝑘 − ε turbulence model extended to 

multiphase flows, as implemented in the ANSYS Fluent 19.3 CFD software with three different 

approximations [44], i.e. considering phase-averaged properties (mixture formulation), just the 

continuous phase properties and using simplified relationships for the dispersed phase turbulence 

based on the Tchen theory of dispersion of discrete particles by homogeneous turbulence 

(dispersed formulation) or solving two sets of differential equations, one for each phase (per phase 

formulation). 

The interphase drag force for spherical bubbles of diameter 𝑑𝐵 is defined as: 

𝑭𝑫 =
3

4

𝛼𝐺

𝑑𝐵
𝐶𝐷ρ𝐿‖𝒖𝑮 − 𝒖𝑳‖(𝒖𝑮 − 𝒖𝑳)  3 
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With 𝒖𝑮 and 𝒖𝑳 being the gas and liquid averaged velocities respectively and 𝐶𝐷 being the drag 

coefficient. 

The turbulent dispersion force was modelled as Burns et al. [45]: 

𝑭𝑻𝑫 =
3

4

𝛼𝐺

𝑑𝐵
𝐶𝐷𝜌𝐿‖𝒖𝑮 − 𝒖𝑳‖ [

𝜇𝑡

𝜌𝐿𝑆𝑐𝑡,𝐿
(
∇𝛼𝐺

𝛼𝐺
−
∇𝛼𝐿

𝛼𝐿
)]  4 

With 𝜇𝑡 being the turbulent viscosity and Sct,L the turbulent Schmidt number for the liquid phase 

that has the default value of 0.9. 

To obtain the drag coefficient, the Grace et al. [46] model was used, that considers different 

correlations depending on the bubble shapes. In the operating conditions studied in this work, just 

two different bubble shapes can be found, namely spheres and ellipses. The drag coefficient is 

obtained as follow: 

𝐶𝐷 = 𝛼𝐿
𝐶𝑒𝑥𝑝𝑚𝑎𝑥(𝐶𝐷,𝑒𝑙𝑙𝑖𝑝𝑠𝑒, 𝐶𝐷,𝑠𝑝ℎ𝑒𝑟𝑒)  5 

Where 𝐶𝑒𝑥𝑝 is a correction exponent for the liquid volume fraction. In case of spherical particles, 

𝐶𝐷,𝑠𝑝ℎ𝑒𝑟𝑒 is calculated with the well-known Schiller and Nauman correlation [47], as: 

𝐶𝐷,𝑠𝑝ℎ𝑒𝑟𝑒 =
24

𝑅𝑒
(1 + 0.15𝑅𝑒𝑝

0.687)  6 

That holds true for isolated rigid spheres falling in still fluids in the following range of particle 

Reynolds number, 0.1 < 𝑅𝑒𝑝<1000, with 𝑅𝑒𝑝 = ‖𝒖𝑮 − 𝒖𝑳‖𝑑𝐵ρ𝐿 μ𝐿⁄ . 

In case of elliptical shape, 𝐶𝐷,𝑒𝑙𝑙𝑖𝑝𝑠𝑒 is estimated from the bubble terminal velocity, calculated as: 

𝑈𝑡,𝑒𝑙𝑙𝑖𝑝𝑠𝑒 =
μ𝐿

ρ𝐿𝑑𝐵
𝑀𝑜−0.149 (𝐶1 [

4

3
𝐸𝑜𝑀𝑜−0.149]

𝛽

− 0.857)  7 
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Where the Morton number is 𝑀𝑜 = μ𝐿
4𝒈(ρ𝐿 − ρ𝐺) (ρ𝐿

2σ3)⁄ , and the Eötvös number is 𝐸𝑜 =

𝒈(ρ𝐿 − ρ𝐺)𝑑𝐵
2 𝜎⁄ , with 𝜎 being the water surface tension equal to 0.072 N/m. 𝐶1 and 𝛽 are equal 

to 0.94 and 0.757 respectively, when the term in square brackets is between 2 and 59.3, and 𝐶1 and 

𝛽 equal to 3.42 and 0.441 respectively, when the term in square brackets is bigger than 59.3. 

The drag coefficient and the terminal velocity relationship for the elliptical bubbles is obtained 

from the force balance on the single bubble in the vertical direction: 

𝐶𝐷,𝑒𝑙𝑙𝑖𝑝𝑠𝑒 =
4

3

𝒈𝑑𝐵

𝑈𝑡,𝑒𝑙𝑙𝑖𝑝𝑠𝑒
2

(ρ𝐿−ρ𝐺)

ρ𝐿
  8 

𝐶𝑒𝑥𝑝 is taken equal to 0 or 1 in this work, in order to investigate the effect of the drag coefficient 

on the predictions. It is worth observing that both values have been adopted in previous works, 

leading to either considering the drag force linearly dependent on G (e.g. [25,28]) only or on 

G×L (e.g. [20,22]). Generally, many correlations for the drag coefficient and possible corrections 

due to different effects (high volume fraction, free stream turbulence, surface active components) 

have allowed to obtain good predictions of different variables without achieving conclusive results. 

Besides, it is also useful to recall that, as already reported by Scargiali et al. [25], when the terminal 

velocity is employed to express the interphase drag force, any reference to particle diameter, 

projected area or volume disappears from the drag force formulation. Based on these 

considerations and adopting Eq. 5, Eq. 3 becomes: 

𝑭𝑫 = 𝛼𝐿
𝐶𝑒𝑥𝑝 𝛼𝐺

𝑈𝑡
2𝒈(ρ𝐿 − ρ𝐺)‖𝒖𝑮 − 𝒖𝑳‖(𝒖𝑮 − 𝒖𝑳)  9 

This observation makes the adoption of the Grace correlation particularly suitable for the 

implementation into the drag force formulation also in case of elliptical bubbles.  
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3.1 The bubble size modelling 

In the Two Fluid Model framework, the bubble size is considered just in the interphase forces 

formulations. The size distribution of the bubbles can be accounted for by different approaches, 

with the simplest being the adoption of a delta distribution of the bubble size, i.e. constant diameter. 

Besides the obvious advantages of computational cheapness with respect to polydisperse 

modelling methods, this assumption proved to be reasonable for industrial fermenters, since the 

presence of surface-active additives prevents coalescence phenomena, thus leading to relative 

narrow bubble size distributions [4,48–50]. For these reasons, a constant diameter was assumed in 

this study, based on correlations for bubble size in the bulk, 𝑑𝐵̅̅̅̅ , of non-coalescing (Eq.10) and 

coalescing (Eq.11) systems by Alves et al. [51]  

𝑑𝐵̅̅̅̅ = 0.014 (
𝑃𝑔

𝑉
)
−0.37

  10 

𝑑𝐵̅̅̅̅ = 0.0076 (
𝑃𝑔

𝑉
)
−0.14

 11 

In Eq. 10 and Eq. 11, 𝑃𝑔 is the aerated power consumed by the impellers and 𝑉 is the liquid volume. 

For the investigated operating conditions, based on the experimental aerated power consumption, 

bubble diameters equal to 2.3 mm and 3.8 mm were obtained for non-coalescing and coalescing 

systems, respectively. Similar values were obtained with the correlations for the maximum stable 

diameter, modified by Wang et al. [52] and Zhang et al. [53] to obtain the Sauter mean diameter 

for air/water dispersions. Diameters lower than those predicted by the correlations for the bulk 

bubble size by Alves et al. [51] were also considered since smaller diameters might be expected in 

the proximity of the impeller blades. Finally, bubble diameters from 1mm to 4mm were assumed 

in the simulations.  
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According to the Grace model [46], in the operating conditions considered, 1mm diameter 

bubbles behave as rigid spheres, whereas an ellipsoidal shape is obtained with bubble diameters 

of 2mm, 3mm and 4mm, as shown in Fig.1. 

 

Figure 1 - Shape regimes for bubbles in motion through liquid media. Figure adapted from 

(Clift, Grace and Weber, 2005 [46]). The squares represent the shape regimes for the different 

bubble diameters considered in this work. 

Fig.1 shows the shape regimes for bubbles in unhindered gravitational motion through liquids, 

as obtained from the adoption of the drag law formulated by Grace. As the bubble diameter 

increases, the particle Reynolds number and the Eötvös number also increase, resulting in a shift 

from spherical bubbles to ellipsoidal, that in the condition studied occurs between 1mm and 2mm 

diameter bubbles. As a result, according to the Grace et al. correlation, the rising velocity of an 
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isolated bubble of 1 mm in a still fluid is equal to 11cm/s, it almost doubles to 20 cm/s for 2 mm 

bubbles and much slighter variations are observed with 3mm and 4mm bubbles, that have the same 

rising velocity of 25 cm/s. 

3.2 The liquid mixing time model 

The homogenization dynamic of a passive tracer in the liquid phase was obtained by solving a 

Reynolds-averaged time-dependent scalar transport equation. 

∂α𝐿ρ𝐿𝑌𝐿
𝑃𝑇

∂𝑡
+ ∇ ⋅ (α𝐿ρ𝐿𝑌𝐿

𝑃𝑇𝑢𝐿) = ∇ ⋅ (α𝐿 (ρ𝐿𝐷𝐿
𝑃𝑇 +

μ𝑡
𝑆𝑐𝑡
⁄ )∇𝑌𝐿

𝑃𝑇)  12 

where 𝑌𝐿
𝑃𝑇 is the mass fraction of the passive tracer in the liquid phase. The water molecular 

diffusion coefficient, 𝐷𝐿
𝑃𝑇, was assumed equal to 2.6×10-9 m2/s and the turbulent Schmidt number, 

𝑆𝑐𝑡, was equal to 0.7. It is worth mentioning that the governing transport mechanism is convection 

and turbulent diffusion, while the molecular diffusion contribution is generally negligible. The 

passive scalar was injected below the lowest impeller at the same location of the experiments and 

the transport equation was solved in a stationary flow field at the steady state. 

 

3.3 Mass transfer model 

The gas-liquid mass transfer was modelled assuming an oxygen concentration of 21% mol in 

the air stream sparged in the vessel and a constant concentration of dissolved oxygen in the water 

phase equal to 3mg/L. A convection-diffusion equation for each of the species was solved in order 

to model the species transport in each phase. The conservation equation for each component 

assumes the following form:  

∇ ⋅ (α𝑖ρ𝑖𝑌𝑖
𝑘𝑢𝑖) = ∇ ⋅ (α𝑖 (ρ𝑖𝐷𝑖

𝑘 +
μ𝑡
𝑆𝑐𝑡
⁄ )∇𝑌𝑖

𝑘) + (�̇�𝑖𝑗
𝑘 − �̇�𝑗𝑖

𝑘)  13 
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With 𝑌𝑖
𝑘 being the mass fraction of the species 𝑘 in the 𝑖-th phase, and �̇�𝑖𝑗

𝑘  and �̇�𝑗𝑖
𝑘  being the 

mass transfer of 𝑘 from the phase 𝑗 to the phase 𝑖 and vice versa, respectively. The diffusion flux 

is modelled with a modified version of the Fick’s law of diffusion, to consider the increased 

diffusion due to turbulence. 

The interphase flux of oxygen, �̇�𝐿𝐺
𝑂2 , also referred to as oxygen transfer rate (OTR), was 

modelled as: 

�̇�𝐿𝐺
𝑂2 = 𝑘𝐿𝑎ρ𝑖(𝑌𝐿

𝐼 − 𝑌𝐿)  14 

In which the liquid side mass transfer coefficient is indicated as 𝑘𝐿, the specific interfacial area 

as 𝑎 and the concentration of the oxygen dissolved in the bulk of the liquid phase as 𝑌𝐿. The oxygen 

concentration in the liquid phase at the interface between the gas and the liquid phase, 𝑌𝐿
𝐼, was 

obtained from Henry’s law: 

𝑌𝐿
𝐼 = 𝑝𝑂2 𝐾𝐻⁄   15 

Where 𝑝𝑂2 is the partial pressure of oxygen in the gas phase and 𝐾𝐻 is the Henry’s constant 

equal to 2.5×109 Pa. The gas phase was modelled as perfectly mixed, thus assuming negligible 

species transport resistance in the gas phase.  

The liquid side mass transfer coefficient is obtained from the eddy cell model of Lamont and 

Scott [54], as extensively done in the literature [10,32]: 

𝑘𝐿 = 0.4𝐷𝐿
0.5(ε/ν)0.25  16 

With 𝐷𝐿 being the oxygen diffusion coefficient in water equal to 2×10-9 m2/s and ν being the 

liquid kinematic viscosity. As proposed by Maluta et al. [55], the specific interfacial area is 

obtained as: 
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  17 

In which 𝑉𝑐𝑒𝑙𝑙 is the volume of the computational grid cell. Further information on the 

interphase mass transfer model adopted in this investigation can be found in Maluta et al. [55]. 

4 Computational domain and solution procedure 

The simulations were run in the computational domain shown in Fig. 2, that closely matched 

the geometry of the stirred tank described in Section 2, discretized in about 900,000 hexahedral 

cells.  

To analyze the spatial discretization effect with reasonable computational times, the numerical 

domain was reduced to just the first stage (H=T, single Rushton Turbine at z/T =0.5) and in 

addition to the grid adopted for the multiple impeller case, a new finer grid was obtained by 

dividing each cell edge of the original mesh into two edges. The resulting number of cells (~2 

Million cells) was therefore 8 times the number of cells of the original mesh on a single stage. As 

expected based on previous investigations on single-phase stirred tanks [13], the mean flow 

variables were found to be grid independent, while the turbulent variables were not.  

To apply the computational method to industrial scale equipment while maintaining the 

advantages of RANS based simulations, that are adopted as an alternative for other more 

computational intensive methods (e.g. Large Eddy Simulations, Direct Numerical Simulations), 

the achievement of grid independent turbulent variables prediction must be renounced. Correction 

methods may be derived when the underestimation of the turbulent variables due to the coarse grid 
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effect prevent the realistic prediction of the variables of interest in the investigated process, as 

proposed by Gao et al. [56] for liquid-liquid stirred tanks.  

 

Figure 2. Fermenter meshed geometry. The interfaces between rotating and stationary frames 

are defined by the red surfaces.  

The volume was divided into 5 different domains: one for the cells in the proximity of each 

impeller, in order to describe the relative motion of the rotating impellers (by using the multiple 

reference frame, MRF, algorithm) and one for the remaining cells. The boundary conditions at the 

solid walls were modelled with no-slip conditions for both phases. On the upper surface of the air-

sparger a single-phase velocity inlet with velocity equal to 0.69 m/s was assumed for the gas phase, 

resulting in a flow rate of 250 L/h and on the free surface at the top of the fermenter a degassing 
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boundary condition was adopted, so that the gas phase can leave the system, but the liquid phase 

cannot. The second order upwind discretization scheme was used for the momentum equations, 

the transport of turbulent variables, of the species and of the passive tracer while the QUICK 

scheme was used for the volume fraction. The pressure-velocity coupling was achieved by means 

of the pressure-based coupled algorithm as implemented in ANSYS Fluent. The system operated 

at the steady state in single-phase conditions was used as the initial conditions for the simulations. 

As for the fluid dynamics simulations, air was then injected from the sparger and the two-phase 

steady state solution was achieved by means of a pseudo-transient approach [57] with pseudo-

time-steps of 0.001s. This approach allows under-relaxed iterative steady state calculation and it 

was necessary to ensure mass conservation, since steady-state MRF two-phase TFM simulations 

in Fluent do not enforce that. The iterative solution of the steady state equations was stopped after 

the scaled residuals reached constant values of the order of 10-5 - 10-6. Additional convergence 

criteria were also considered, ensuring that the forces measured on the baffles and on the impeller 

blades reached a constant value and that the net mass flux exiting the system equalled the net mass 

flux injected from the sparger, to achieve accurate mass balance. 

As for the mixing time prediction, the accumulation term in the transient passive scalar transport 

equation was discretized with a second order implicit formulation and the equation was iteratively 

solved with a time step of 0.1s and 25 inner iterations, that were sufficient to reach a constant value 

of the scaled residuals in each time step. Convergence was assumed when the passive scalar 

concentration reached a constant value on the monitoring points defined in several positions of the 

stirred tanks.  

The mass transport model equations were solved in a gas-liquid “fixed” flow-field, in order to 

reduce the computational time, with the pseudo-transient approach [57] with pseudo-time-steps of 



18 

 

0.001s. Convergence was assumed when the scaled residuals reached constant values of about     

10-4 – 10-5 and when the overall oxygen mass fraction in the gas phase reached a constant value, 

meaning that the net interphase mass transfer rate achieved the steady state value. 

 

5 Results and discussion 

In the operative conditions considered in this work, the lowest Rushton impeller works in the 

loading regime [42]. Moreover, from experimental visual observations, large gas cavities establish 

at the rear of the blades of the lowest impeller, consistently with previous literature results [14] 

and with the measured aerated power consumption reduction with respect to the ungassed 

condition. The prediction of these hydrodynamics features and their validation by comparison with 

experimental data will be addressed in the following.  

Given the extensive literature proving that for RANS simulations of baffled stirred tanks no 

advantages are obtained with different models, the 𝑘 − ε turbulence model was selected in this 

work. Preliminary simulations were run to estimate the possible effect of different multiphase 𝑘 −

ε model formulations (mixture, dispersed, per phase). The comparison is based on results obtained 

from the solution of the equations presented in Section 3 with the constant bubble diameter of 

2mm and 𝐶𝑒𝑥𝑝=1 in Eq. 5. Negligible differences were observed in the overall gas hold-up, in the 

gassed power number as obtained from the torque on the four impeller blades, Npg, and on the 

liquid phase turbulent dissipation rate integrated in each of the 4 stages of the fermenter, as shown 

in Tab. 1, where the 1st stage is the lowest (in which the impeller is positioned at z/T =0.5) and the 

4th stage is the highest (in which the impeller is positioned at z/T =3.5). 
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Table 1 – Comparison of selected global variables obtained from different multiphase 

formulations of 𝑘 − 𝜀 turbulence model  

Two-phase 𝑘 − ε 

turbulence model 

Gas hold-up Npg 

Liquid phase Volume integral of ε – [m5/s3] 

1st stage 2nd stage 3rd stage 4th stage 

mixture* 8.6×10-3 14.9 8.7×10-4 9.2×10-4 1.0×10-3 1.0×10-3 

dispersed 8.6×10-3 14.8 8.1×10-4 1.0×10-3 1.0×10-3 1.0×10-3 

per phase 8.8×10-3 14.1 8.3×10-4 9.4×10-4 1.0×10-3 1.0×10-3 

*Liquid phase Volume integral of ε is obtained multiplying the turbulent dissipation rate by the liquid phase 

volume fraction 

Since the turbulence model formulations considered in this work produce very similar results, 

the mixture formulation of the standard 𝑘 − ε turbulence model was used. This formulation proved 

to be more robust than the others, also resulting in shorter computational times.  

 

5.1 Assessment of the predictions of gas cavities and gassed power consumption by comparison 

with experimental data 

The formation of large gas cavities behind the impeller blades obstructs the passage of liquid 

through the impeller and it is mostly responsible for the reduction of the effective power number 

[58]. A thorough and detailed description of the phenomenon can be found in previous works 

[14,42,59]. In the following the predictions of the gas accumulation and of the power consumption 

are discussed.  
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5.1.1 Effect of the bubble size 

The gas phase distributions as obtained with the four different bubble diameters, which 

correspond to different bubble terminal velocities/drag coefficient, and 𝐶𝑒𝑥𝑝=1 in Eq. 5 are shown 

in Fig. 3. 

    

(a) (b) (c) (d) 

Figure 3 – Gas volume fraction distribution on a plane midway two consecutive baffles, as 

predicted by the simulations with constant bubble diameter of 1mm (a), 2mm (b), 3mm (c) and 

4mm (d).  

Fig. 3 shows that a significantly different gas distribution is obtained doubling the bubble size 

from 1mm to 2mm, whereas the gas distribution varies slightly moving from 2mm to 3mm bubbles 
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and almost no difference is obtained considering either 3mm or 4mm bubbles, as expected based 

on the preliminary calculation of the bubbles rising velocity. In all cases, the lowest impeller works 

in loading regime, in fact the gas pumped below the plane of the lowest impeller is almost nil with 

the bubbles of 1mm and nil for the other bubble sizes, while the regime of the three upper impellers 

passes from recirculation to loading, depending on the bubble size. The overall gas hold-up 

predicted by the simulations decreases from 1.43% to 0.86% and 0.79%, with bubble diameters of 

1mm, 2mm and 3-4mm, respectively. All these results are not far from the experimental gas hold-

up of 1.15%. A precise evaluation of the most reliable value is not possible, due to the experimental 

error associated to the visual determination of the change in liquid level.  

A stricter evaluation can be performed considering the gas accumulation at the rear of the 

impeller blades. In Fig.4, the cells with a gas volume fraction higher than 0.95 in the lowest 

impeller region are shown. The presence of the gas cavities is apparent for the three cases of 

bubbles larger than 1mm. In the upper impeller blades (not shown for brevity), the gas 

accumulation does not occur with the 2 mm bubbles, while large gas cavities were found in the 

simulations with 3 mm and 4 mm bubbles. Since in the TFM the bubble size is solely adopted for 

the drag coefficient/bubble terminal velocity calculations, these results confirm the importance of 

the drag magnitude on the prediction of the main two-phase fluid dynamics features in the TFM 

context.   

The presence of large gas cavities behind the lowest impeller blades results in a reduced power 

transferred to the mixture equal to Npg/Npu = 0.85, as obtained from the experimental ungassed 

Npu and gassed Npg overall power numbers equal to 18.5 and 15.7, respectively. The corresponding 

predicted values obtained from the torque on the impeller blades are equal to 19.2 for the single 

phase case and to 17.4, 14.9, 12.5 and 12.5 for the gas-liquid simulations at increasing bubble 
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sizes, showing that the prediction of the cavities reflects on the prediction of the gas effect on 

power consumption. Data relevant to each impeller are shown in Tab.2, where the gassed/ungassed 

power number ratio as predicted from the torque on the impeller blades is reported. 

 

  

(a) (b) 

  

(c) (d) 

Figure 4 – Gas cavities on the lowest impeller as predicted with the simulations with constant 

bubble diameter of 1mm (a), 2mm (b), 3mm (c) and 4mm (d), Cexp=1. The color map indicates the 

gas volume fraction. 

 

Table 2 – Npg/Npu obtained from the torque on the impeller blades as predicted with different 

bubble diameters 

Npg/Npu 1mm 2mm 3mm 4mm 



23 

 

RT at z/T =3.5 0.93 0.86 0.66 0.66 

RT at z/T =2.5 0.93 0.83 0.66 0.66 

RT at z/T =1.5  0.93 0.76 0.65 0.65 

RT at z/T =0.5 0.85 0.66 0.62 0.62 

 

Tab. 2 shows that the power number decreases when the cavities form behind the impeller 

blades. Power numbers obtained with 3mm and 4mm bubble diameters are almost constant for the 

four impellers, highlighting the presence of large gas cavities behind all the impeller blades and 

confirming small differences between the results obtained with 3mm and 4mm bubbles, due to the 

equal value of the bubble terminal velocity. It is confirmed that the drop of power consumption 

observed in this flow regime is mainly due to the presence of the cavities, that have a bigger impact 

than the decrease of the gas-liquid mixture density with respect to the single liquid phase. In fact, 

the predicted overall gas hold-up in the tank is higher when 1mm diameter bubbles are considered, 

with respect to, for instance, bubbles of 2mm. Npg in the former case is larger than in the latter, 

meaning that the power reduction is due to the formation of large gas cavities at the rear of the 

impeller blades.  

The comparison of the predicted pressure field in the single phase and the gas-liquid systems 

provides a clear physical explanation of the power drop due to the gas cavities. As can be observed 

in Fig. 5, a different pressure distribution is obtained in the two cases, with similar low pressure 

values behind the impeller blades and a lower pressure in front of the blades for the gas-liquid with 

respect to the single phase case. As a result, a smaller torque and a decrease in the power drawn is 

observed when the gas accumulates, forming the large cavities.  
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 (a)  (b) 

Figure 5 – Map of the total pressure at z/T =0.5, 0<r/T<0.28 and N=5 s-1 for the stirred tank 

with the single phase (a) and the gas-liquid system (db=2mm, Cexp=1) (b). 

The capability of the computational method to predict gassed power consumption is further 

confirmed by the comparison of the power reduction due to the presence of the cavities with the 

experimental curve obtained for a similar geometry on a single stage stirred tank [43] that is shown 

in Fig. 6 together with the corresponding cavity area to impeller area ratio power ratio, as a function 

of the gas flow number, Flg. As can be observed, the model reliability is also confirmed by the 

results obtained from an additional simulation carried out at a different gas flow rate (Q=162 L/h 

corresponding to a 𝐹𝑙𝑔 =0.02).  



25 

 

 

Figure 6 – Comparison between experimental (Exp.) and computational (CFD) cavity area to 

impeller area ratio (left y-axis) and gassed to ungassed power consumption ratio (right y-axis) as 

a function of the gas flow number.  

The results presented in this section suggest that the selected fully predictive computational 

approach can capture the main fluid dynamics characteristics of the multiple impeller stirred vessel 

in a reliable way. Further improvement in the quantitative agreement of the simulations with the 

experimental values are expected with finer grids that, based on previous results on single phase 

systems [13], can provide more reliable turbulent variable predictions.  

In the following sections, a constant diameter of 2mm was assumed since it proved successful 

in reproducing all the main features of the gas-liquid hydrodynamics.  
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5.2 Effect of the interphase forces magnitude 

In this section the results obtained with the drag force and the turbulent dispersion force either 

considered independent (𝐶𝑒𝑥𝑝=0) or linearly dependent (𝐶𝑒𝑥𝑝=1) on the liquid phase volume 

fractions are discussed. Both the alternatives have been adopted in previous computational 

investigations of stirred tanks, without specific discussion. More frequently, the drag force 

reduction due to the turbulence effect [26,33,60] has been considered together with 𝐶𝑒𝑥𝑝=0, 

leading to the same practical consequence on the drag force magnitude of the method selected in 

this work, that is the adoption of 𝐶𝑒𝑥𝑝=1. Being the bubble diameter and shape not well defined in 

gas-liquid systems as opposed to solid-liquid systems, the reasoning on the drag coefficient 

modifications due to turbulence effects appears quite arbitrary, not only because the experimental 

results on the particle drag coefficient modification due to the liquid turbulence are strictly valid 

for very dilute systems [61], but also because the uncertainties on the bubble size identification are 

generally significant. As a result, it is impossible to assess whether the better agreement of the 

predictions accounting for the drag coefficient correction claimed in many previous works is 

actually affected by the choice of the bubble size.  

The formation of the large gas cavities behind the lowest impeller blades with dB=2mm was 

only observed when also the continuous phase volume fraction was accounted for in the 

formulation of the interphase forces (𝐶𝑒𝑥𝑝=1), whereas considering just the dispersed phase 

(𝐶𝑒𝑥𝑝=0) does not allow the formation of the cavities. This difference arises from the different 

force fields generated in the regions of high gas volume fraction, as can be seen in Fig. 7, where 

the drag force and the turbulent dispersion force fields were examined on a plane behind a blade 

of the lowest impeller.  
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FTD,G 

  

FD,G 

 (a) (b) 

Figure 7 – Turbulent dispersion (FTD,G) and drag (FD,G) force field behind a blade of the lowest 

impeller. (a) 𝐶𝑒𝑥𝑝=0; (b) 𝐶𝑒𝑥𝑝=1. The color map indicates the magnitude of the forces and the 

vectors indicate their directions. 

Fig. 7 shows that in the space behind the impeller blade, where gas accumulation takes place in 

the experimental system, including (Cexp=1) or not including (Cexp=0) the continuous phase volume 

fraction in Eq. 5 make a significant difference in the predicted turbulent dispersion and drag forces 

magnitude. For Cexp=0, the monotonic increase of the drag coefficient with the disperse phase 

volume fraction causes a monotonic increase of the forces. In this case, as can be observed in Fig. 

7a along the axial edge of the blade, the drag and turbulent dispersion contributions pull the gas 

from the region behind the blades and prevent gas accumulation. Conversely, for Cexp=1, the forces 

are limited by the combined effect of the disperse and continuous phase volume fractions, and their 

reduction leads to the gas cavity prediction, as shown in Fig. 7b. Indeed, the reduced forces cannot 

strip the gas from the low-pressure regions, and it accumulates producing large cavities. In turn, 

the cavities on the impeller blades are responsible for a reduction of power transferred to the fluid, 
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that based on the simulations decreases by Pg = 0.80 Pu, consistently with the power reduction of 

Pg = 0.85Pu measured in the experiments. 

 

5.3 Mixing time 

The homogenization dynamics of a passive tracer injected in the liquid phase was studied and 

compared with the experimental value. The injection was simulated introducing 4mL of tracer 

below the lowest impeller, at a position of r/T = 0.25 and z/H = 0.02. The time evolution of the 

tracer concentration was measured at r/T = 0.25 and z/H = 0.88. The tracer homogenization curve 

was obtained for the single phase (SP) operated fermenter, thus containing only the continuous 

liquid phase, and in two phase conditions, with bubbles of constant diameter of 1mm and 2mm 

and 𝐶𝑒𝑥𝑝=1. The results are shown in Fig. 8. 
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Figure 8 – Tracer homogenization curve of the single phase (SP) simulation, the gas-liquid 

simulations with bubble diameters of 1mm and 2mm. The dashed lines indicate a ± 10% interval 

with respect to the final non dimensional tracer concentration.  

Qualitatively, the curves obtained from the simulations agree with the expected reduction of the 

mixing time due to the increased mixing action of the bubbles in two phase conditions [4]. The 

time needed by the tracer concentration to reach 90% of the final concentration, t90, was evaluated 

for the three cases considered and it is reported in Tab. 3 together with the experimental value. 
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Table 3 – Mixing time as predicted by the experiment and by different simulations 

 t90 [s] Deviation from Experimental value 

Experimental 68  

CFD, db = 1mm 118 74% 

CFD, db = 2mm 93 37% 

 

Fig.8 shows that significant differences are found between the single-phase simulation and the 

two-phase simulations, meaning that the presence of the dispersed phase considerably affects the 

continuous phase mixing. Moreover, in the homogenization dynamics as predicted by the two-

phase simulations, substantial differences are found considering 1mm and 2mm bubbles. Bubbles 

with diameters of 1mm have a lower effect on the liquid flow field, resulting in a homogenization 

dynamic curve closer to the single-phase curve, with respect to the curve obtained with 2mm 

diameter bubbles.  

Poor overall top-to-bottom liquid mixing, referred to as “compartmentalization”, is a known 

issue of high aspect ratio vessels stirred with multiple impellers [59,62]. The axial dominant flow 

of the dispersed phase reduces the compartmentalization, fostering top-to-bottom liquid mixing 

and thus resulting in lower mixing times of the two-phase system with respect to the single-phase. 

Finally, the t90 values reported in Tab. 3 show that the agreement with the experimental value 

of the mixing time improves with the 2mm bubbles with respect to the 1mm bubbles, but the 

overprediction of mixing times is still significant. The main reason is most likely due to the typical 

underprediction of the turbulent dissipation rate obtained with RANS based simulations, resulting 

in underestimated turbulent diffusivities [63]. Improvement may be expected by adopting refined 
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grids [13], but they were not considered in this work for the reasons already discussed in Section 

4. For estimating the grid effect on the mixing time underprediction, a global correction was 

implemented multiplying the turbulent Schmidt number in Eq. 12 by the ratio of the numerical and 

experimental power number, similarly to what was done for the local turbulent variables by Gao 

et al. [56], resulting in a turbulent Schmidt number, Sct = 0.5 and a predicted t90 = 86s, which 

deviates by 26% from the experimental value. The analysis suggests that when the spatial 

discretization effect cannot be eliminated due to computational constrains, reasonable values of 

the mixing times can still be obtained by an empirical correction to the turbulent Schmidt number.  

 

5.4 OTR and interphase mass transfer 

The oxygen mass transfer from the gas phase to the liquid phase was calculated assuming a 

constant bubble diameter of 2mm and accounting for the effect of the liquid volume fraction on 

the drag calculation (𝐶𝑒𝑥𝑝 =1), which ensure the cavity formation on the blades. The contour map 

of the volumetric mass transfer coefficient is reported in Fig. 9a, where the strong inhomogeneity 

of the kLa is apparent. Large regions with an almost nil value of the volumetric mass transfer 

coefficient are found below and above the lowest impeller. The volume average of the kLa as 

obtained from the simulation is equal to 4.3×10-3 1/s (≈ 15 1/h). 
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(a) (b) 

Figure 9 - Volumetric mass transfer coefficient (1/s) distribution (a) and oxygen molar fraction 

in the gas phase (b) on a plane midway between two consecutive baffles. 

It is worth observing that without the cavities, the predicted power consumption for the lowest 

impeller would have been overestimated by 32%, as a result, the bubble size estimated with Eq. 

10 would have been 11% smaller, the gas volume fraction would have increased by 7% and 

according to Eq. 17, the specific interfacial area would have been 20% bigger. Finally, based on 

Eq. 16 the kL would have been 7% higher, leading to an overall increase of the kLa by 28%. 

To evaluate the interphase oxygen flux, a constant oxygen concentration of 3mg/L, 

approximately equal to 30% of the oxygen saturation in water at room temperature, was assumed 

in the whole fermenter volume. With dissolved oxygen concentration above 30% no oxygen 
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limitations are expected [64]. As soon as the dissolved oxygen exceeded that threshold, the excess 

oxygen mass was instantaneously removed from the liquid phase through a sink term in the species 

transport equation. The volume average OTR is equal to 39mmol/(Lh). The gas phase oxygen 

concentration distribution, reported in Fig. 9b, shows that going toward the vessel top, the mass 

transfer driving force is reduced. Based on the predicted local features of the OTR, improvement 

of the O2 mass transport and consequently to the fermenter productivity might be obtained by 

geometrical or operating conditions variations performed by the numerical simulation method 

proposed in this work, without the recourse to pilot scale experiments.  

Improvement of the fermentation performances and step forward in the fermentation 

intensification process are expected from the overall capability of the CFD model proposed in this 

work in providing detailed and reliable design and operating variables at any scale and geometry. 

 

6 Conclusions  

In this work, the turbulent two-phase fluid dynamics and the interphase oxygen transfer rate in 

a pilot scale fermenter stirred by multiple impellers under a typical gas-liquid flow regime adopted 

in industrial operations was studied through CFD simulations. A robust and reliable modelling 

approach in the context of the two-fluid model was identified and validated by comparison with 

original and literature experimental data.  

In the selected operating conditions and flow regime. The results showed that the interphase 

interaction forces cannot increase monotonically with the disperse phase volume fraction, thus 

both the dispersed and continuous volume fractions must be included in the drag coefficient 
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calculation to predict the gas cavities and the corresponding decrease of power transferred to the 

system. 

Purposely collected experimental data and correlations from the literature were used to validate 

the simulation results and the modelling approach, obtaining a good agreement on the global gas 

hold-up (with a maximum deviation of about 25%) and on power transferred to the gas-liquid 

mixture (with a maximum deviation of about 6%), provided that the fermenter hydrodynamics and 

the gas-liquid flow regime are correctly predicted. Better predictions of the mixing time are 

expected with a grid refinement, but the computational cost is not currently affordable for large-

scale equipment. 

Finally, the OTR was calculated, allowing the identification of regions where poor mass transfer 

may be responsible of a significant reduction of the potential productivity of the fermenter. Having 

proposed and validated a robust and reliable CFD model, future work may address the analysis of 

the system, the investigation of the fermenter performances and the most favourable operating 

conditions. 
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