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Modern algorithmic technologies for large-scale analysis of user-related data
enable businesses to profile their customers and to anticipate and influence their
behaviour, threatening, by doing so, their consumer rights [1]. We argue that
in the consumer domain, regulatory initiatives [2] are necessary, but insufficient
to ensure effective consumer protection. Legal interventions must be comple-
mented by the countervailing power of civil society, namely of consumer or-
ganizations and individual consumers. This idea was famously proposed by
economist Ken Galbraith, who argued that “an opposing exercise of power is
the principal solvent of economic power, the basic defense against its exercise
in economic affairs” [3]. We endorse this idea, with an addition: in the era
of Artificial Intelligence (AI), when the power of traders is boosted by AI, an
effective countervailing power needs also to be supported by AI.

Bringing AI to the side of consumers

A few examples of consumer-empowering technologies are already with us, in-
cluding ad-blocking systems, anti-spam software and anti-phishing techniques.
Yet, there is a need to move forward. Like companies, consumers and their orga-
nizations too could benefit from the application of AI technologies to big data.
On the side of consumers, services could be deployed with the goal of analyzing
and summarizing massive amounts of product reviews [4], detecting discrimi-
nation in commercial practices [5], recognizing identity fraud [6], or comparing
prices across a multitude of platforms.
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AI could help fill the gap between law in the books and law in action, between
the assertion of rights and their practice and enforcement. Consumer law, es-
tablished to counter the power imbalance between traders and consumers, gives
the latter a wide range of legal tools to resist abuse by traders. Those include,
among others, regulations against unfair contract terms, and against unfair,
misleading and aggressive commercial practices. In addition, data protection
law, and in particular the recently adopted European General Data Protection
Regulation (GDPR), gives consumers and their organizations the possibility to
react against abuses involving the processing of consumer data. Unfortunately,
consumers usually lack the factual capacity and the resources to make use of
existing regulatory tools. AI-based technologies could contribute to address this
shortcoming.

One particular area where progress could be made is consumer contracts.
In fact, such contracts are almost never read by subscribers, who simply agree
without knowing what they are accepting [7]. In [8] we presented the result
of an analysis of fifty online contracts, showing that about one sentence in ten
contains a potentially unlawful clause, including unilateral changes of service
conditions, unfair arbitration clauses, etc. Machine learning and natural lan-
guage processing technologies can help consumers to detect unlawful clauses,
by analyzing contractual documents in order to validate their content. One
example in this direction is offered by CLAUDETTE,1 a web server for the au-
tomatic detection of potentially unfair clauses in online Terms of Service. More
generally AI-based technologies for textual analysis may provide new powerful
tools to consumers and their organizations. For example, such technologies have
been applied to privacy policies, to assess compliance with GDPR [9], although
privacy documents are far more complex than consumer contracts. The growing
interest in this area resulted in several proposals for automatically extracting,
categorizing, and summarizing information from privacy documents, and assist-
ing users in processing and understanding their contents [10]. A major effort in
this direction is being carried out within the Usable Privacy Policy project [11].2

Automatic tools for empowerment

The mentioned tools are a promising start. However, we still have a long way to
go before a repertoire of AI applications that effectively empower civil society
and consumers can be provided. At this stage a crucial step is the identification
of relevant research areas and challenges ahead.

A first domain is the analysis of textual documents. Consumers usually do
not read, and in any case are unable to negotiate the documents prepared by
traders. Therefore, legal rules have been put in place to structure and constrain
the content of various documents directed to consumers, such as terms of service,
privacy policies, and other specific contracts (e.g. in the banking, transport, and
holiday sectors). Systems capable to perform a preliminary analysis and legal

1https://claudette.eui.eu/demo
2https://www.usableprivacy.org
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evaluation of these documents, assessing their compliance with the applicable
legal rules, could provide valuable support to consumers and their organizations,
by identifying unlawful clauses (or omissions) and by attempting an initial legal
analysis.

A second domain is the detection of practices that may infringe consumer
rights or negatively affect their interests. For instance, consumers are often
tracked, profiled or subjected to automated decision without being fully in-
formed on the processing of their data, or without being able to easily access
this information. Similarly, consumers are often oblivious targets of unfair, ag-
gressive or discriminatory commercial practices, as well as of frauds and security
violations. Here, there is a need for advancing the research and technologies for
the detection of identity frauds and anomalous situations, and for tracking and
identifying unlawful uses of personal data (for example, see the recent discussion
regarding online photos scraped without consent [12]).

An important related area is the detection and disabling of covert commu-
nication [13], and the reporting of potential information leaks, for example in
mobile applications [14]. Moreover, because consumers alone would not be able
to leverage the potential of such AI tools, a new class of enabling tools is needed,
to facilitate the communication with NGOs and supervisory authorities, and
possibly even class actions. A further area is thus the automated notification
and large-scale processing of consumer-to-business data trails pointing to mal-
practices against consumer rights and interests. Many of the aforementioned
consumer-empowering tools could become building blocks of “Privacy Digital
Assistants”, i.e., intelligent software agents acting on behalf of their owners,
able to detect and notify privacy risks and violations, as well as to detect and
disable privacy intrusive default settings and covert communication, by filtering
information according to consumer preferences, and to report information leaks.
Interesting proposals in this vein have been made by several groups [15, 16].

Lastly, the recent prospects opened by data-driven decision making have
to some extent eclipsed the invaluable resource advocacy groups indisputably
have: expert domain knowledge. We strongly believe that effective AI-based
consumer-empowering tools should instead exploit such a knowledge. In partic-
ular, research efforts should focus more on the combination of knowledge-based
and data-driven methods, for example by building on recent advances in neural
symbolic and statistical relational learning, and by pushing for their applications
in the legal domain.

An inter-disciplinary challenge

If AI tools supporting consumers and civil society are socially beneficial and
technically feasible, we may wonder why they are a vision and not a reality. One
of the main reasons is that building such tools requires both interdisciplinary
cooperation and relevant investment.

Interdisciplinary cooperation should increase, first of all in academia. Even
though the community of tech-savy lawyers and law-knowledgeable engineers
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is growing,3 there is not enough emphasis on consumer-focused research initia-
tives. An incentive for lawyers and engineers to cooperate could also consist in
funding directed to AI & Law research, in particular in the domain of consumer
empowerment. With regard to investment, we believe that currently private
operators do not have sufficient incentive to develop consumer-friendly tech-
nologies. Even changes in legislation, such as the granting of punitive damages
or a right to class actions, are unlikely to provide sufficient financial returns for
this kind of investment.

Therefore, policy action is needed. Governments, foundations, or other
stakeholders should facilitate research in these domains both by acknowledg-
ing the need, and by offering initial funding for legal-tech projects which aim at
empowering consumers. In this way, there would be incentives and encourage-
ment for interdisciplinary groups to form, both because scholars would realize
that they can do it — and, in many ways, those are really fascinating projects —
and because they could afford it. Finally, academics should communicate and
work together with the practitioners and consumer organizations on the field.
It is them who understand what precisely the problems are, who often have
(access to) the valuable data, and who will, in the end, use these tools. Hence,
the need to create applications that meet the actual requirements of consumer
protection.

Conclusion

As AI is becoming truly ubiquitous, not only businesses but also consumers
should enjoy its power. We envision a future where business endowed with
“business-empowering” AI face consumers supported by “consumer-empowering”
AI. These consumer-empowering technologies would contribute to reduce unfair
and unlawful market behavior, and favor the development of legal and ethical
business models. This would certainly be beneficial to individual consumers, and
to their organizations, but it would also contribute to the better functioning of
digital markets.
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