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Abstract

Cosmic evolution is the tale of progressive transition from simplicity to complexity. The
newborn universe starts with the simplest atoms formed after the Big Bang and ends with

“astronomical complex organic molecules” (astroCOMs). Understanding the chemical
evolution of the universe is one of the main aims of astrochemistry, with the starting point
being the knowledge whether a molecule is present in the astronomical environment under

consideration and, if so, its abundance. However, the interpretation of astronomical
detections and the identification of molecules are not all straightforward. In particular,

molecular species characterized by large amplitude motions represent a major challenge for
molecular spectroscopy and, in particular, for computational spectroscopy. More in

general, for flexible systems the conformational equilibrium needs to be taken into account
and accurately investigated. It is shown that crucial challenges in the computational
spectroscopy of astroCOMs can be successfully overcome by combining state-of-the-art
quantum-mechanical approaches with ad hoc treatments of the nuclear motion, thus
demonstrating that the rotational and vibrational features can be predicted with the

proper accuracy. The second key step in astrochemistry is understanding how astroCOMs
are formed and how they chemically evolve toward more complex species. The challenges
in the computational chemistry of astroCOMs are related to the derivation of feasible

formation routes in the typically harsh conditions (extremely low temperature and density)
of the interstellar medium, as well as the understanding of the chemical evolution of small
species toward macromolecules. Once all intermediate species and the transition states

connecting them in a plausible formation route are identified, state-of-the-art
computational approaches allow obtaining structure, energies, spectroscopic properties and

thermochemical data for all of them with the required accuracy. The thermochemical
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information is then used to compute kinetic rate constants to obtain reliable input
parameters for astrochemical models.
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Introduction: The interstellar molecular complexity

For many years, the interstellar medium (ISM) was considered too hostile for organic species

to be formed. However, roughly forty years ago, the first molecules containing carbon chains

and rings were discovered. With time, a rapidly increasing number of molecules showing

some significant complexity has been observed in space. Indeed, the detection of almost

200 molecules in interstellar or circumstellar shells (see, for example, the Cologne Database

for Molecular Spectroscopy (CDMS)1,2) suggests that the ISM is characterized by a rich

chemistry. Understanding the chemical evolution of the universe is one of the main aims of

astrochemistry,3,4 with the starting point being the knowledge whether a molecule is present

in the astronomical environment under consideration and, if so, its abundance. The second

step is understanding how these molecular species are formed and how they evolve chemical-

lytoward more complex species. In this scenario, molecular spectroscopy and computational

chemistry play a crucial role.5–13 On one side, astronomical observations of spectroscopic sig-

natures provide the unequivocal proof of the presence of chemical species; on the other side,

quantum chemistry allows shedding light on their formation/transformation mechanisms,

which are nowadays still object of debate and often not experimentally investigable.

Similarly to astronomical observations that started with the detection of the smallest di-

/triatomic molecules, the computational support in the field of astrochemistry began with

highly accurate theoretical predictions of ro-vibrational transitions of small (di- and tri-

atomic) molecules, thus leading to extended line lists, which are important for the study of

hot atmospheres, particularly those of exoplanets, brown dwarfs, and cool stars.14 However,

new challenges are posed by the large amount of data that nowadays need to be analyzed.

In fact, the advent of large instantaneous bandwidth receivers characterized by high spectral

resolution has opened up the possibility of large spectral surveys with a uniform sensitivity.

If on the one hand, they are clearly the ideal mean to obtain a complete census of the species

emitting in the recorded spectral survey, on the other hand, their identification is particu-

larly challenging, thus requiring the increasing support from laboratory (both experimental

and theoretical) studies. In fact, these new opportunities start to explore areas where the

reference experimental laboratory data are lacking.
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Among others, the ultimate goal of the detection of prebiotic and biological molecules

in the astrochemical environments is one of the most appealing challenges of astrochem-

istry.15 In recent years, the Prebiotic Interstellar Molecular Survey (PRIMOS) project at

the Green Bank Telescope (GBT)16,17 contributed to the detection of over a dozen of new

interstellar molecules (containing 6 to 11 atoms), also including the first example of chi-

ral molecule, methyloxirane.18 In view of the opportunities opened by the Atacama Large

Millimeter/submillimeter Array of radiotelescopes (ALMA), working in the 31–950 GHz fre-

quency range, and by the Mid-Infrared Instrument (MIRI), part of the James Webb Space

Telescope (JWST, to be launched in 2018), it is necessary to extend reference data to reach

higher frequencies to support astronomical observations. To give an idea, the rotational

signatures of molecules showing a certain degree of complexity are often obtained from low-

frequency laboratory measurements, well below 100 GHz. Moreover, even for small and

widely studied molecules, experimental studies have not yet completely and unequivocally

determined the whole far-to-mid range IR spectrum, with some bands (even including fun-

damental transitions) still missing or not measured with sufficient accuracy or in isolated,

“space-like” conditions.19 Finally, emission spectra of relevance to astrochemical studies for

samples composed of mixtures of unknown components are still quantitatively resolved only

for a limited number of bands.

The focus of the present review is on the quantum-chemical support to the investigation

of the so-called astronomical complex organic molecules, hereinafter referred to as astro-

COMs, which are molecules containing at least six atoms, including carbon, hydrogen and,

in most cases, at least another heavy element. Examples of astroCOMS, discussed in more

details in the following, are gathered in Figure 1. Even if aminoacids and nucleobases have

been found in meteorites (see, for example, Refs.20,21), they have not yet been unequivocally

observed in the ISM, clearly showing the importance of improved reference spectroscopic

data for their detection in different space environments. In this respect, it is encouraging

that nowadays it is possible to evaluate structural, thermodynamic and spectroscopic prop-

erties of medium-sized molecules with an accuracy that, until recently, could be reached

only for very small rigid systems.22–25 Highly accurate results can be nowadays obtained by

means of composite and/or hybrid models, thus paving the way toward the complete spectro-

4



Figure 1: The astroCOMs (or potential astroCOMs) addressed in this review: molecular

formula and structure together with the relevant information.
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scopic characterization of astroCOMs to be then detected in the interstellar medium through

their rotational and vibrational features.15,25 We will discuss the successful strategies that

allow the determination of bond distances, rotational constants, conformational enthalpies

and vibrational frequencies with accuracies better than 0.001 Å, 20 MHz, 1 kJ mol−1 and

10 cm−1, respectively. Particular emphasis will be put on the cases illustrating that theo-

retical data allow to reassess astronomical observations and provide new insights on possible

discoveries of yet-undetected astroCOMs.15,19 Possible pathways to overcome some of the

remaining challenges related to the molecular complexity and flexibility, which are due to

the conformational equilibria and large amplitude motions, will be also discussed. The same

theoretical schemes can be also applied to the investigation of the chemical evolution,26 thus

allowing for reliable thermochemical and kinetic information on the formation processes of

astroCOMs in various environments, including cold interstellar clouds.

Computational spectroscopy of astroCOMs

Almost 200 molecules have been detected in space, with at least 175 molecules observed

unambiguously in the interstellar medium or circumstellar shells and about 60 molecules de-

tected in extragalactic sources (see, for example, CDMS1,2). Our knowledge on the universe

chemical inventory has been obtained and continuously updated by means of astronomi-

cal observations, which have revealed a plethora of molecular species,27 thus demonstrating

the rich chemistry of the universe. Molecules can exist in a wide range of astrophysical

environments, from the extremely cold regions between stars to the atmospheres of stars

themselves. Focusing on their detection, the spectroscopic techniques of interest are rota-

tional and infrared spectroscopies. In fact, gas-phase species have been mostly discovered

via their rotational signatures, with the corresponding frequencies going from the millimeter-

wave region up to far-infrared. However, spectroscopies in the infrared domain play a crucial

role, for example, in the investigation of planetary atmospheres.

As a preliminary remark, we should emphasize the fact that many different theoretical

models have been proposed in the literature for the computation of spectroscopic properties,

ranging from highly accurate levels of theory28–33 to more practical methods. Regarding
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the methodologies applicable to astroCOMs for their spectroscopic characterization, two

popular approaches, either based on variational34–37 or perturbative38–56 schemes should

be mentioned, with several programs offering the possibility of performing anharmonic ro-

vibrational calculations, at different levels of sophistication.30,34,45,57–65 The approach chosen

in the present review is based on vibrational perturbation theory (VPT). To have a better

understanding of the challenges to face in accurate calculations on molecular systems of

interest in astrochemistry, let us first recall some key aspects of the underlying theory, with

special reference to spectroscopic parameters and nuclear motion effects.

Theory

First, we will assume that the Born-Oppenheimer approximation stands, so the electronic

and nuclear degrees of freedom can be separated. The rovibrational Hamiltonian Hrovib is

then defined as

Hrovib =
!2
2hc

∑

τ,η

µτη(Jτ − πτ )(Jη − πη) +
1

2

N∑

i=1

ωipi
2 + V + U (1)

where τ and η are Cartesian axes of the molecule-fixed frame, µ is the effective inverse

molecular inertia tensor, and J and π are, respectively, the rotational and vibrational an-

gular momentum operators. V is the potential energy operator and U is a mass-dependent

contribution

U = − !2
8hc

∑

τ

µττ , (2)

which vanishes for linear systems. The form of the vibrational angular momentum operator

π is

π =
N∑

i,j=1

ζij

√
ωi

ωj
qipj . (3)

In the equations above, q and p refer to the vectors of the dimensionless vibrational coor-

dinates and their conjugate momenta, respectively. N is the number of vibrational normal

modes (N = 3Na − 5 for linear systems, N = 3Na − 6 otherwise, with Na the number of

atoms). Finally, ζ is the matrix of Coriolis couplings.

Both µ and V can be expanded as Taylor series of the normal coordinates q about the
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equilibrium geometry:

µ = µeq
τη −

N∑

i=1

µeq
ττai,τηµ

eq
ηηqi +

3

4

∑

ς

N∑

i,j=1

µeq
ττai,τςµ

eq
ςςaj,ςηµ

eq
ηηqiqj + · · · (4)

V =
1

2

N∑

i=1

ωiqi
2 +

1

6

N∑

i,j,k=1

kijkqiqjqk +
1

24

N∑

i,j,k,l=1

kijklqiqjqkql + · · · (5)

with

ai,τη =
∂Ieqτη
∂qi

kijk =
∂3V

∂qi∂qj∂qk

kijkl =
∂4V

∂qi∂qj∂qk∂ql

kijk and kijkl are commonly referred to as the cubic and quartic force constants, respectively,

and ωi is the wavenumber of mode i.

Once µ and V in Eq. (1) are replaced by their Taylor expansions, it is possible to recast the

rovibrational Hamiltonian as a series of terms Hfg based on the powers f of the vibrational

operators (q and p) and g of the rotational operators (J):

Hvibrot =H20 +H30 +H40 + . . .

+H21 +H31 +H41 + . . .

+H02 +H12 +H22 + . . .

(6)

For the sake of clarity, the subscript “vibrot” has been dropped in the right-hand side

of this definition. In the following, we will also assume that the molecule is oriented in

such a way that its principal moments of inertia are collinear with the Cartesian axes of

the reference frame, the so-called Eckart orientation, in order to minimize the vibrational-

rotational couplings. Under this condition, the equilibrium effective inverse molecular inertia

tensor µeq can be replaced by the equilibrium molecular rotational constants vector B eq

defined as

B eq
τ =

!2
2hcIeqττ

. (7)

In order to derive analytic formulas for the simulation of rotational and vibrational spec-

tra, two major formalisms can be followed, namely the Rayleigh-Schrödinger perturbation
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theory and the van Vleck contact transformation (CT).42,66 The latter is based on the trans-

formation of the Schrödinger equation, with the Hamiltonian redefined as:

H̃ = eiSHe−iS , (8)

where S is a Hermitian operator so that eiS is unitary.

H̃ results to be diagonal in a given basis φ, with the diagonal elements E being the

eigenvalues of H. What is of interest in this context is that the contact transformation

method gives a separation of the vibration-rotation Hamiltonian, which makes it possible to

discuss the effective rotational Hamiltonian for an individual vibrational level, or a block of

near-degenerate vibrational levels.

Rotational Hamiltonian

The terms H̃0g, with g = 2, 4, 6, ... , in the effective Hamiltonian are the pure rotational

and centrifugal contributions, which describe the rotational energy levels for the vibrational

ground state. The complete treatment can be found in the literature42; here, we recall only

the key aspects of interest.

As stated above, the vibrational contact transformation leads to the rotational Hamilto-

nian

H̃rot = H02 + H̃04 + H̃06 , (9)

where H̃04 and H̃06 are the quartic and sextic centrifugal terms. H02 = H̃02 is the rigid-rotor

Hamiltonian:

H02 =
∑

τ

B eq
τ J 2

τ , (10)

where B eq
τ has been defined in Eq. (7). From a computational point of view, this is straight-

forwardly obtained from the geometry optimization. The quartic centrifugal Hamiltonian is

defined as

H̃04 =
1

4

∑

τηςϱ

ττηςϱJτJηJςJϱ , (11)

where the tensor ττηςϱ depends only on the harmonic part of the potential energy surface

(PES). To obtain the quartic centrifugal distortion parameters actually employed, further

contact transformations with purely rotational operators (thus diagonal in the vibrational
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quantum numbers) are then required. The sextic centrifugal distortion constants are derived

from the term H̃06, which involves harmonic, anharmonic, and Coriolis perturbation terms

for its calculation. Therefore, from a computational point of view, anharmonic force field

computations are needed for their determination. To relate the experimental parameters to

combinations of ττηςϱ (ττηςϱϵι in the case of sextics), it is necessary to further, completely

reduce the Hamiltonian. Different results are then obtained depending on the reduction

chosen.42,67,68 To give an example, the rotational Hamiltonian up to the sextics for a rigid

asymmetric-top molecule in the Watson A-reduction form67,68 is:

H̃(A)
rot =

∑

τ

B(A)
τ J 2

τ

−∆J(J
2)2 −∆JKJ

2J 2
z −∆KJ

4
z

− 1

2

[
(δJJ

2 + δKJ
2
z ), (J

2
+ + J 2

−)
]
+

+ ΦJ(J
2)3 + ΦJK(J

2)2J 2
z + ΦKJJ

2J 4
z + ΦKJ

6
z

+
1

2

[(
φJ(J

2)2 + φJKJ
2J 2

z + φKJ
4
z

)
, (J 2

+ + J 2
−)
]

(12)

where J 2 and J± are the total angular momentum and the ladder operators, respectively,

with [X, Y ]+ representing the anticommutator. The ∆’s and δ’s are the quartic centrifugal

distortion constants, while the Φ’s and φ’s are the sextic ones.68

The Hamiltonian given for example in Eq. (12) applies to the rigid-rotor approximation

case. However, another important issue is the effect of molecular vibrations. The operators

H̃22, H̃42, H̃24, ... in Eq. (6) contain the terms describing the dependence of the rotational

and centrifugal constants on the vibrational quantum numbers. The quantities multiplying

J 2
τ in Eq. (6) are actually the effective rotational constants and contain the contributions

beyond the rigid-rotor harmonic-oscillator (RRHO) approximation. Their effects on rota-

tional motion can be conveniently described by means of vibrational perturbation theory,

and we refer the reader to, for example, Refs.42,67 for a detailed treatment. While there are

no corrections at the first order in VPT, at the second order (VPT2) three contributions

appear that, expressed by means of the usual contact-transformation method,42 give:40

B v
τ = B eq

τ −
N∑

i=1

αi,τ

(
vi +

di
2

)
, (13)
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where the superscript v denotes a specific vibrational state and the sum is taken over all

fundamental vibrational modes i, with vi its quantum number and di its degeneracy order.

The αi,τ ’s are the so-called vibration-rotation interaction constants and contain three contri-

butions: the first one is a corrective term related to the moment of inertia, the second one is

due to the Coriolis interactions, and the last is an anharmonic correction. Therefore, from a

computational point of view, anharmonic force field calculations are required to correct the

equilibrium rotational constants for vibrational effects.

Vibrational Hamiltonian

For the simulation of vibrational spectra, a purely vibrational hamiltonian (Hf0) is commonly

used, which also includes the zeroth-order contribution from the effective inverse molecular

inertia tensor:

!2
2hc

∑

τ,η

µeq
τηπτπη =

∑

τ

B eq
τ

N∑

i,j,k,l=1

ζij,τζkl,τ

√
ωiωk

ωjωl
qipjqkpl (14)

As the name implies, the second-order vibrational perturbation theory is based on Tay-

lor expansions of the harmonic potential (V ) and vibrational (ε) energies, as well as the

vibrational wavefunction, up to the second order.38 Considering the terms that are only

functions of the normal coordinates or their conjugate momenta in Eq. (6), the vibrational

Hamiltonian up to the fourth power of the operators of q , p is then defined as

Hvib =H20 +H30 +H40 (15)

=
1

2

N∑

i=1

ωi(pi
2 + qi

2) +
1

6

N∑

i,j,k=1

kijkqiqjqk +
1

24

N∑

i,j,k,l=1

kijklqiqjqkql

+
∑

τ

B eq
τ

N∑

i,j,k,l=1

ζij,τζkl,τ

√
ωiωk

ωjωl
qipjqkpl + U

(16)

Proper support of the normal modes degeneracy in VPT2 requires some specific treat-

ments, thus leading to more complex formulas than for non-degenerate modes (see Ref.54

for a recent overview on the extension to symmetric and linear tops). For this reason, and

to not clutter the discussions, the normal mode degeneracy will be ignored in the following.
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At the VPT2 level, a single formula is needed to compute the energy (εm, in cm−1) of

any vibrational state |m ⟩,

εm = ε0 +
N∑

i=1

vm
i ωi +

N∑

i,j=1

χij

[
vm
i vm

j +
1

2

(
vm
i + vm

j

)]
(17)

where vm
i is the number of quanta associated to mode i in state |m ⟩ and ωi its harmonic

wavenumber. ε0 is the zero-point vibrational energy, defined as

ε0 =
N∑

i=1

ωi

2
+

N∑

i,j=1

kiijj
32

−
N∑

i,j,k=1

[
kiikkjjk
32ωk

+
kijk

2

48(ωi + ωj + ωk)

]

−
∑

τ

B eq
τ

4

[
1−

N−1∑

i=1

N∑

j=i+1

{ζij,τ}2
(ωi − ωj)2

ωiωj

] (18)

and χ is the matrix containing the anharmonic contributions, with elements given by

16χii = kiiii −
5kiii

2

3ωi
−

N∑

j=1
j ̸=i

(
8ωi

2 − 3ωj
2
)
kiij

2

ωj

(
4ωi

2 − ωj
2
) (19)

4χij = kiijj −
2ωikiij

2

(
4ωi

2 − ωj
2
) − 2ωjkijj

2

(
4ωj

2 − ωi
2
) − kiiikijj

ωi
− kjjjkiij

ωj

+
N∑

k=1
k ̸=i,j

[
2ωk

(
ωi

2 + ωj
2 − ωk

2
)
kijk

2

∆ijk
− kiikkjjk

ωk

]
+

4
(
ωi

2 + ωj
2
)

ωiωj

∑

τ

B eq
τ {ζij,τ}2

(20)

with

∆ijk = ωi
4 + ωj

4 + ωk
4 − 2

(
ωi

2ωj
2 + ωi

2ωk
2 + ωj

2ωk
2
)

Transition energies from the ground state are straightforwardly obtained from Eq. (17) as

“νm = εm − ε0”.

Conversely, defining the anharmonic transition moments for the properties of interest

(here the electric dipole) is more cumbersome for two major reasons. First, the property

must also be expanded as a Taylor series, beyond the first-order derivative. This is referred

to as the electrical anharmonicity, by contrast with the mechanical anharmonicity from the

definition of the wavefunction. Next, at variance with the energy, it is not possible to derive

a single, compact analytic formula, like Eq. (17), applicable to any transition. Multiple

formulas are needed, depending on the number of quanta and excited modes separating the

initial (generally the ground state) and final states (fundamental, first overtones, 2-quanta
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combinations and so on). Explicit equations for the transitions, including the properties func-

tion of the momenta conjugate of the normal coordinates, can be found in Refs.46,52,55,69,70.

Instead of building compact formulas, an alternative, more general strategy is to build the

integrals at runtime, during the calculations themselves, using either Rayleigh-Schrödinger71

or van Vleck48 formalisms. However, the computational cost and memory requirements to

store the data necessary for the integrals are significantly higher than those required by the

analytic forms. A presentation of their characteristic features is beyond the scope of the

present contribution and will not be done here.

A quick inspection of Eqs. (19) and (20) is sufficient to identify simple conditions for

which the VPT2 energies will be excessively high or even infinite, that is, when a denomina-

tor becomes exceedingly small. Those are known as Fermi resonances (FRs), divided in type

I (ωi ≈ 2ωj) and type II (ωi ≈ ωj + ωk). Besides the limit case of an actual equality, which

means that at least one element of the matrix χ is infinite, a near resonance can be sufficient

to obtain unphysical results due to an excessive contribution from anharmonicity. This is a

well-known issue of VPT2, which has been extensively studied in the literature42,47,51,72–83

and needs to be correctly addressed for a successful application of this method, a fortiori in

the study of astroCOMs. A major difficulty lies in the definition of the resonance conditions.

A very simple strategy to adopt is to define manually the resonances, based on the final

vibrational energies. However, it does not scale well with the system size and is not suffi-

ciently robust for a systematic use. A more efficient way is to automatize the identification

process, which requires formalizing the concept of Fermi resonances. This can be achieved

through different schemes.47,51,54,72,74–76,81–83 A preliminary remark, which is also a reason for

the variety of approaches proposed in the literature, is that most of them depend ultimately

on thresholds defined empirically, thus introducing a degree of arbitrariness. However, this

can be balanced to some extent by combining multiple criteria. A simple definition, and the

starting point of many selection schemes, is the magnitude of the energy difference between

the states (fundamental and 2-quanta overtones or combinations) in the denominator. Such

a basic test, however, neglects the magnitude of the overall term, which also depends on the

cubic force field in the numerator. As a result, determining a single threshold applicable to

every case is unpractical. A more robust solution is to complement this initial evaluation
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with a control of the magnitude of the potentially resonant term and its contribution to the

anharmonic correction. We will mention here only the test proposed by Martin and cowork-

ers, which is based on the deviation of this term from the variational energies of a model

variational treatment of a system including only the two states involved in the resonance (for

instance the states with harmonic energies “ωi” and “ωj + ωk” for a type II resonance).74

More details can be found in the original paper. Terms identified as resonant are removed

from the perturbative treatment for the calculation of the energy. This approach is named

deperturbed VPT2 (DVPT2). However, this also means that the VPT2 treatment is trun-

cated since terms are missing. This can be corrected through an ad hoc variational step,

which reintroduces the previously discarded terms, using the DVPT2 vibrational energies as

references. Different acronyms have been used to designate the overall procedure. Here, it

is referred to as the generalized VPT2 (GVPT2). While GVPT2 is able to provide accu-

rate results, it still relies directly on one or more empirical criteria for the identification of

Fermi resonances. To overcome this limitation, a two-step procedure has been introduced

to select resonances, the absolute frequency difference must be lower than a threshold ∆1−2
ω

and the deviation from the variational model must be higher than a chosen value K1−2. In

some cases, small variations in the force constants (harmonic and anharmonic), like during

a benchmark of electronic structure calculation methods or over a series of geometries along

a reaction path, can be sufficient to modify the set of resonances, with a potentially notable

impact on the final vibrational energies. An alternative way, proposed by Kuhler, Truhlar

and Isaacson, is to replace every potentially resonant term with a non-resonant form de-

rived from a model system comprising only the two states involved in each case.75 A strong

advantage of this method, denoted degeneracy-corrected PT2 (DCPT2), is that it does not

use any threshold. However, the transformation is based on a number of approximations

that introduce some inaccuracy for each replaced terms, which can be a problem far from

resonance, where VPT2 behaves correctly. This shortcoming can be partially corrected by

introducing a transition function which will mix the DCPT2 and VPT2 results for each

potentially resonant terms, thus favoring VPT2 far from resonance. More details on this

approach, called hybrid DCPT2-VPT2 (HDCPT2), can be found in Ref.51.

Finally, we should mention another type of resonances, collectively called Darling-Dennison
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resonances (DDRs).48,49,54,72,76,78,83–86 This term describes couplings of states through the

second-order vibrational Hamiltonian, missing in standard VPT2 calculations. They orig-

inally refer to interactions between overtones, in particular for the CH and OH stretching

modes, following the original study of Darling and Dennison on the water molecule.84 The

term has now a broader meaning and is also used to designate the so-called second-order

interactions between fundamentals (“1-1”), 2-quanta states (“2-2”, “2-11”, “11-11”, where

“2” represents an overtone and “11” a combination), and fundamentals with 3-quanta states

(“1-3”, “1-21”, “1-111”), the last case being needed if 3-quanta transitions are also included

in the anharmonic calculations.49,76 These resonances are commonly treated through a vari-

ational procedure, analogous to that used for FRs. In order to limit this step to relevant

couplings, a two-step analysis similar to that introduced for FRs can be used, based on

the absolute energy difference between the states (below a given threshold ∆A-B
ω ) and the

magnitude of the off-diagonal term to be used in the variational step (higher than a chosen

parameter, KA-B). An hurdle specific to DDRs is the potential presence of Fermi resonances

in the variational terms themselves. Depending on the method used for the identification of

FRs in energy calculations, it may be possible or impractical to extend it straightforwardly

to the case of DDRs. Further discussions on this problem can be found in Refs.76,83,87 In the

following, GVPT2 will refer to the full variational treatment, including corrections to Fermi

and Darling-Dennison resonances.

At variance, the problem of resonances in intensity calculations has been more scarcely

addressed in the literature, to some extent due to the limited number of programs supporting

them.48,56,70,73,83 Since they are related to the mechanical anharmonicity (wavefunction), it

is possible to use the analysis made for the energy on the transition moments as well. An

important difference, however, is the impact of Darling-Dennison resonances, which can lead

to incorrect intensities if not identified correctly. It is especially important for modes or

states (for 3-quanta transitions) with near-equal harmonic energies, like for instance, the

CH symmetric and antisymmetric stretching modes of a methyl group. Depending on the

protocol followed for the definition of DDRs, it may be necessary to complement it with an ad

hoc test targeted to handle the most critical cases (for instance of near-equal energies).56,87

States coupled through a Darling-Dennison interaction need to be removed from the VPT2
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formulas of the transition moments, thus resulting in fully deperturbed results where both

FRs and DDRs are removed. These states are then projected on the GVPT2 states using

the eigenvectors obtained from the energy calculation.70

From a computational perspective, for most of the examples chosen in this review, the

suites of quantum chemical programs CFour57 (high-level theoretical models, rotational

spectroscopy) andGaussian61 (vibrational spectroscopy, thermodynamics, anharmonic con-

tributions) have been used. Regarding VPT2 methods, vibrational energies and IR intensi-

ties have been calculated with GVPT2 and the thermodynamic properties with HDCPT2.

Moreover, simulations of fully anharmonic vibrational spectra have required the preceding

computation of a semi-diagonal quartic PES and a semi-diagonal cubic property surface

(PS), which could be effectively derived through numerical differentiation along the normal

coordinates of analytic harmonic force constants (for the PES) and first derivatives of the

properties (for the PS). To be more specific, the property of interest here, in the context of

astroCOMs and the simulation of infrared spectra, is the electric dipole moment.

Computational methodology

The basic requirements for the theoretical support in the field of astrochemistry are highly

accurate predictions of the equilibrium molecular structures of astroCOMs, their rotational

and vibrational spectroscopic parameters, and the abundance of different possible isomers

or conformers for specific space-like conditions. To reach the required accuracy, the best

possible quantum-mechanical (QM) methodologies must be employed in the description of

the electronic structure, and then combined with solutions of the nuclear motion problem

beyond the rigid-rotor harmonic-oscillator approximation. If, on the one hand, electronic

structure calculations should be pushed to the limit in order to determine very accurate

equilibrium structures, on the other hand, it is also true that the portion of the PES around

the equilibrium, i.e., the force constants of Eq. (5) up to the fourth order, need to be described

at the highest possible level for a proper inclusion of the anharmonic effects in spectroscopic

and thermodynamic properties.

The key point to obtain accurate results in predicting molecular structures and harmonic

force fields is to reduce as much as possible the errors due to the truncation of both basis set
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and wavefunction, the so-called one- and N-electron errors, respectively. To this purpose,

composite schemes that evaluate the contributions important to reach high accuracy at the

best possible level and combine them through the additivity approximation, have been set

up.88–93

The so-called “gradient” scheme,91,92 implemented in the quantum-chemical program

package CFour,57 mainly involves calculations at the coupled cluster (CC) singles and dou-

bles with perturbative triples corrections, CCSD(T), level.94 However, the full CC singles,

doubles and triples (CCSDT)95–97 and the CC singles, doubles, triples, quadruples (CCS-

DTQ)98 models can also be employed. The correlation-consistent polarized cc-p(C)VnZ

basis sets99–102 are usually used in conjunction with this scheme. Within the “gradient”

scheme, the energy gradient to be minimized in the geometry optimization procedure is set

up according to the specific needs, the target accuracy, and the dimension of the system un-

der consideration. To recover the error due to the basis-set truncation, an extrapolation to

the complete basis set (CBS) limit can be performed. Since extrapolation to the CBS limit

is carried out within the frozen core approximation, core-valence correlation (CV) effects are

accounted for by adding the energy gradient corresponding to the difference of all-electron

and frozen-core CCSD(T) calculations in the same basis set. In a similar manner, corrections

from a full treatment of triples (fT) and quadruples (fQ) can be included using small basis

sets for their evaluation (usually of double-, triple-ζ quality). The overall energy gradient is

given by the following expression:

dECBS+core+fT+fQ

dx
=
dE∞(HF-SCF)

dx
+

d∆E∞(CCSD(T))

dx

+
d∆E(CV )

dx
+

d∆E(full-T)

dx
+

d∆E(full-Q)

dx
.

(21)

From literature studies based on comparisons with experiment (see, for example, Refs.23,24,91,92,103–105

and references therein), the accuracy obtainable with the scheme presented above in terms of

structural parameters is better than 0.001 Å for bonds and 0.1 degrees for angles. It is par-

ticularly noteworthy that the loss of accuracy when the contributions from the full treatment

of triple and quadruple excitations in the cluster expansion are ignored is very limited. The

importance of this observation lies in the fact that, while the CCSD(T)/CBS+CV+fT+fQ

level is computationally very expensive, the CCSD(T)/CBS+CV one is affordable also for
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Table 1: Statistical analysis of the relative errors (in %) in the computed rotational constants

with respect to experimentally determined equilibrium B eq and vibrational ground-state B0

valuesa.

computational approach ∆̄b ∆̄c
abs ∆std

d

With respect to B eq

fc-CCSD(T)/cc-pV6Z -0.277 0.296 0.158

fc-CCSD(T)/CBS -0.253 0.274 0.141

fc-CCSD(T)/cc-pV6Z + CV 0.041 0.057 0.100

fc-CCSD(T)/cc-pV6Z + CV + ∆T 0.071 0.087 0.110

fc-CCSD(T)/cc-pV6Z + CV + ∆T + ∆Q -0.027 0.063 0.072

fc-CCSD(T)/CBS + CV + ∆T + ∆Q -0.003 0.041 0.071

With respect to B0

fc-CCSD(T)/CBS 0.380 0.499 0.643

fc-CCSD(T)/CBS + CV 0.690 0.762 0.590

fc-CCSD(T)/CBS + CV + ∆T + ∆Q 0.632 0.710 0.594

fc-CCSD(T)/CBS + CV + ∆T + ∆Q + ∆Bvib
e 0.007 0.057 0.124

a Data from Ref.93.

b Mean error.

c Mean absolute error.

d Standard deviation.

e Vibrational corrections evaluated using Eq. (13) at the CCSD(T)/cc-pCVQZ level of theory with all electrons correlated.

medium-sized molecules, like glycine22 and pyruvic acid.23 In terms of geometrical param-

eters, it is well recognized to perform within 0.001–0.002 Å for distances and 0.05–0.1 de-

grees for angles (see, for example, Refs.22,23,91,92,106). In Ref.93, the “gradient” scheme was

tested in terms of the accuracy reachable in predicting rotational constants, with the rel-

evant results being summarized in Table 1. The overall conclusion is that the so-called

CCSD(T)/CBS+CV level of theory leads to equilibrium rotational constants that agree well

within 0.1% with experiment. However, Table 1 also points out that for keeping the same

accuracy when the comparison is performed with the experimental ground state rotational

constants (B0), it is mandatory to include the vibrational corrections (see Eq. (13)).

To extend the applicability of composite approaches to larger molecules, an effective
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solution is provided by the so-called “geometry” scheme, which is based on the assumption

that the additivity approximation can be directly applied to geometrical parameters and that

they show the same behavior as the energy (see, for example, Refs.107–110). Analogously to the

“gradient” scheme, the various contributions are evaluated separately at the highest possible

level and then combined in order to obtain best theoretical estimates. Unlike the “gradient”

scheme, which requires some specific software implementations to be used, the “geometry”

scheme is directly applicable and is definitely less computationally expensive. To further

extend the size of systems amenable to accurate structural determinations, it is necessary

to further reduce the computational cost. In recent years, a very effective approach, which

mainly involves geometry optimizations using Møller-Plesset second-order theory (MP2)111

and basis sets of triple- and quadruple-ζ quality, has been set up.22,25,110,112 The starting

point is the geometry optimization at the CCSD(T)/cc-pVTZ level within the frozen-core

approximation, while all contributions required to improve its accuracy are computed at the

MP2 level. As discussed in Ref.109, to take into account basis-set truncation effects, the

CBS limit is evaluated by making use of the consolidated n−3 extrapolation form113 applied

to MP2/cc-pVTZ and MP2/cc-pVQZ optimized geometries. The effect due to core-valence

electron correlation is included by means of the corresponding correction, ∆r(CV), derived

as the difference between the geometrical parameters optimized at the MP2/cc-pCVTZ level

correlating all and only valence electrons. On the whole, within the “geometry” scheme, the

best-estimated equilibrium structure is determined as:

r(best) = r(CCSD(T)/VTZ) +∆r(CBS) +∆r(CV) +∆r(aug) . (22)

This approach is denoted “cheap” geometry scheme24 to stress its reduced computational

cost. While there is no theoretical justification for the inclusion of diffuse function effects

(∆r(aug)) once the extrapolation to the CBS limit is performed, the latter correction is

often introduced to recover on an empirical basis the limitations affecting extrapolation

procedures carried out with small- to medium-sized basis sets. Based on the comparison

with best-estimated equilibrium structures obtained using the “gradient” scheme as well

as with experiment,19,22–24,110 the overall conclusion is that the so-called “cheap” geometry

scheme is robust, reliable and accurate, even when dealing with rather flexible molecules like
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glycine22 and pyruvic acid.23 For bond distances, for instance, it is noted that the maximum

absolute deviation with respect to CCSD(T)/CBS+CV is smaller than 0.001 Å.

According to Eq. (13) and to the results summarized in Table 1, the evaluation of the

rotational constants to be used in the actual prediction of the rotational spectrum involves

the determination of the vibration-rotation interaction constants, with the latter requiring in

turn the computation of the cubic force field. On the basis of the literature on this topic (see,

for example, Refs.25,93,106,110,112 and references therein), the level of theory required ranges

from density functional theory (DFT) in conjunction with double-ζ basis set to CCSD(T)

in combination with quadruple-ζ set.

Moving to harmonic force fields, a composite approach similar to the “cheap” geometry

scheme for equilibrium structures is employed to obtain best estimates:

ω(best) = ω(CCSD(T)/VTZ) +∆ω(CBS) +∆ω(CV) +∆ω(aug) , (23)

where ω(CCSD(T)/VTZ) denotes the harmonic frequencies at the CCSD(T)/cc-pVTZ level

in a normal coordinates representation. The CBS, CV and aug corrections are defined

in the same way as for geometries, with the additional necessary condition being related

to the normal modes correspondence for all employed levels of theory. On the basis of

the available literature,22–24,114 this scheme is able to provide harmonic frequencies with

an accuracy of 1–2 cm−1 with respect to CCSD(T)/CBS+CV,24 with improvements of 5–

10 cm−1 with respect to CCSD(T)/cc-pVTZ.22–24,114 An analogous composite scheme has

also been derived to determine best estimates for the IR intensities,22,24,114 I(best), within

the double-harmonic approximation. Since extrapolation schemes have not been formulated

yet for such a property, Eq. (23) has been reformulated as follows:

I(best) = I(CCSD(T)/VTZ) +∆I(CV) +∆I(QZ-TZ) +∆I(aug) , (24)

where ∆I(QZ-TZ) is the correction due to the “MP2/cc-pVQZ - MP2/cc-pVTZ” difference,

and the other contributions are defined similarly to frequencies.

As a byproduct of the harmonic force fields evaluated at different levels of theory in the

frame of the so-called “cheap” scheme, best estimates for quartic centrifugal-distortion con-

stants can be derived using the same composite scheme defined for IR intensities in Eq. (24).
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While there is remarkable literature concerning the accuracy and the convergence behavior of

computed rotational constants, little has been done by contrast on the centrifugal-distortion

constants. In Ref.115, the quartic and sextic centrifugal-distortion constants were evaluated

at the HF-SCF, CCSD and CCSD(T) levels in conjunction with a hierarchical series of basis

sets, ranging from triple- to quintuple-ζ quality. With respect to the CCSD(T)/aug-cc-

pCVnZ calculations, it is noted that both quartic and sextic centrifugal-distortion constants

show a monotonic trend while enlarging the set, thus allowing conclusions to be drawn re-

garding the convergence to the basis-set limit and the error due to the basis-set truncation.

On these grounds, the CCSD(T)/aug-cc-pCV5Z values have a residual basis-set error no

larger than 0.2%. By comparison of the constants evaluated at the HF-SCF, CCSD and

CCSD(T) levels of theory, reliable centrifugal-distortion constants can already be obtained

at the HF-SCF level, with discrepancies on average of 10–15% with respect to CCSD. An-

other observation is that the effects of triples are small, the differences between CCSD(T)

and CCSD being on average of 1–2%. Therefore, the effect of higher excitations are ex-

pected to be almost negligible. Since the CCSD(T) method provides results converged with

respect to the truncation of the wavefunction and the composite scheme mentioned above

is sufficient to recover the error due to the basis-set truncation, the application of the latter

scheme leads to a quantitative estimate of the quartic centrifugal-distortion constants. Due

to the very small magnitude of the sextic centrifugal-distortion terms, any level of theory is

sufficient to get good predictions.

The evaluation of anharmonic corrections requires an extensive sampling of the poten-

tial energy and property surfaces, thus leading to strong limitations in the level of theory

affordable. To achieve high accuracy, the so-called hybrid QM/QM’ approaches need to be

employed. These models combine an evaluation of the equilibrium structure, as well as of the

harmonic PES and PS, at the highest possible QM level (including composite schemes) with

anharmonic corrections computed by means of less expensive QM’ techniques. In particular,

the combination of CCSD(T) with DFT functionals, thus resulting in a pletora of hybrid

CC/DFT approaches, has been well-tested for small- to medium-sized closed- and open-shell

molecular systems, also including several potential astroCOMs.15,23,24,53,116–118

The definition of hybrid models requires to evaluate, as a first step, the performance of
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computationally less-demanding QMs and then to select those suitable for obtaining anhar-

monic corrections at the desired accuracy. In this respect, it is crucial to assure that these

methodologies predict reliable equilibrium structures, harmonic vibrational wavenumbers

(ω), normal modes (q), and IR intensities (IIR). An appealing factor of the methodologies

rooted in the density functional theory119 is that they are able to provide results with a rea-

sonably good accuracy, in particular in comparison to the computationally more demanding

MP2111 method. Among the many methods available, hybrid or double hybrid functionals,

like B3LYP120 and B2PLYP,121 combined with basis sets of double- and triple-ζ quality, also

containing polarization and diffuse functions, are demonstrated to be particularly effective.

Nevertheless, it is of crucial importance to verify the accuracy of the DFT equilibrium struc-

tures first. In addition to the CCSD(T)/CBS+CV geometries, whose performance has been

discussed above, an effective and reliable testing ground is offered by the so-called semi-

experimental (SE) equilibrium structures (req

SE).
122 The latter are based on a combination

of experimental ground state rotational constants and computed vibrational corrections for

different isotopic species and permit the determination of structural parameters accurate

within 0.001 Å and 0.1 degrees for bond lengths and angles, respectively (see, for example,

Refs.106,123,124). As an illustration of the accuracy reachable by DFT approaches, Table 2

reports the mean (MAE) and maximum (|MAX|) absolute errors for the bond lengths of a

set of small- and medium-sized, semi-rigid and flexible astroCOMs, also including the uracil

nucleobase and the glycine aminoacid. With regard to the accessibility of accurate molecular

structures, it is worthwhile noting that a database collecting accurate req

SE geometries for a

large number of small- and medium-sized species has been recently set up.125,126

Table 2 confirms the high accuracy of the structural parameters obtained from the

CCSD(T)/CBS+CV composite approach and the “cheap” geometry scheme, with average

and maximum discrepancies of about 0.001 and 0.003–0.004 Å, respectively. In particular,

the latter model represents a significant improvement over CCSD(T)/cc-pVTZ, with MAE

and |MAX| smaller by about 70%, at a limited additional cost due to MP2 computations.

The high accuracy of the so-defined “cheap” equilibrium structures is particularly promis-

ing for the astrochemical detection of larger astroCOMs, also including small biomolecules.

Concerning less expensive QM models, which can be employed for the generation of the
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Table 2: Accuracy of equilibrium bond lengths computed by different QM methodsa.

astroCOM B3LYPb B2PLYPc MP2c CCSD(T)d “cheap”e bestCCf

MAE wrt reqSE
oxirane 0.0059 0.0024 0.0035 0.0048 0.0014 0.0008

methyloxirane 0.0068 0.0020 0.0026 0.0035 0.0011 0.0009

acrolein 0.0053 0.0013 0.0022 0.0040 – 0.0006

pyruvic

acid

0.0074 0.0038 0.0048 0.0053 0.0015 0.0011

pyrimidine 0.0054 0.0008 0.0024 0.0043 0.0006 0.0006

glycine 0.0075 0.0033 0.0035 0.0045 0.0009 0.0010

uracile 0.0063 0.0026 0.0041 0.0049 0.0012 –

ALL 0.0064 0.0023 0.0033 0.0045 0.0011 0.0008

|MAX| wrt reqSE
oxirane 0.007 0.006 0.009 0.007 0.003 0.001

methyloxirane 0.008 0.007 0.009 0.005 0.003 0.002

acrolein 0.009 0.004 0.009 0.007 – 0.002

pyruvic

acid

0.013 0.007 0.010 0.007 0.003 0.003

pyrimidine 0.007 0.001 0.004 0.007 0.001 0.001

glycine 0.013 0.008 0.008 0.010 0.003 0.004

uracile 0.013 0.008 0.008 0.008 0.003 –

ALL 0.013 0.008 0.010 0.010 0.003 0.004

a Mean (MAE) and maximum (|MAX|) absolute deviations (in Å) with respect to the semi-experimental equilibrium

structure for oxirane,19,24 methyloxirane,24 trans- and cis-acrolein,118,125 Tc-pyruvic acid,23 pyrimidine,125,127 Ip/ttt

and IIn/ccc glycine conformers22,105,128 and uracile,110,117,129 complemented by data from this work.

b Computed with the SNSD53 basis set.

c Computed with the aug-cc-pVTZ basis set.

d Computed with the cc-pVTZ basis set.

e Obtained by means of the “cheap” geometry scheme, see text.

f CCSD(T)/CBS+CV equilibrium structure (see text) obtained using the cc-pVTZ and cc-pVQZ basis sets for the CBS

extrapolation and the cc-pCVTZ set for the core-correlation correction.
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anharmonic PES and PS for molecular systems composed of dozens of atoms, it is evident

that the double-hybrid B2PLYP structures are on average slightly better than their MP2

counterparts, at a comparable computational cost.

As a matter of fact, benchmark studies suggest that for larger systems, whenever the eval-

uation of the harmonic PES by means of composite schemes becomes prohibitively expensive,

the B2PLYP functional in conjunction with basis sets of at least triple-ζ quality provides an

effective route for both rotational and vibrational spectroscopy investigations.23,24,53,118,127,130

In particular, for several astroCOMs, it has been shown that vibrational wavenumbers in

agreement with experiment within 6–12 cm−1 can be obtained from anharmonic GVPT2 cal-

culations based on B2PLYP/aug-cc-pVTZ harmonic PESs,24,118,129–131 to be compared with

an accuracy of 4–10 cm−1 obtained when using harmonic PESs of CCSD(T)/CBS+CV qual-

ity.24,117,118,130,131 Concerning IR intensities, the B2PLYP/aug-cc-pVTZ results agree with

the best-estimated values within 1–2 km mol−1, thus showing the same accuracy as MP2

computations.24

The overall good accuracy demonstrated by B2PLYP in the description of the harmonic

PESs and PSs fully justifies its use in the evaluation of anharmonic contributions. For funda-

mental bands, the anharmonic corrections on the wavenumbers agree within 2–7 cm−1 with

those obtained at the CCSD(T) level, and within 0.5 km mol−1 for the IR intensities.24,130

Therefore, hybrid CC/DFT models with anharmonic corrections at the B2PLYP/aug-cc-

pVTZ level give highly accurate results for both vibrational wavenumbers and IR intensities.

In particular, this leads for the latter to an agreement within 1 km mol−1 with experimental

integrated cross sections, which means an error smaller than 5% and 10% for the strongest

and weakest signals, respectively.114,131 Concerning line positions, it should be noted that

the only large discrepancies noted, of order of 20 cm−1, involve intra-molecular hydrogen

bonds, as for instance the ν(O-H)HB band of the Tc−pyruvic acid.23 However, even in these

cases, the discrepancies of B2PLYP anharmonic wavenumbers with respect to experiment

can be entirely related to the harmonic part, at least for the fundamental transitions.23

Finally, we can conclude that the least expensive B3LYP model clearly does not provide

the accuracy required for the prediction of equilibrium structures and properties in the field

of astrochemistry, with MAEs an order of magnitude larger than those obtainable with
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the best theoretical approaches. This has also an impact on the harmonic frequencies that

therefore show too large errors.53,130 However, it should be noted that, among the various

DFT models, the B3LYP functional still represents a reliable and accurate approach for the

evaluation of anharmonic contributions to be coupled to higher-level methods, provided that

the normal modes are sufficiently similar. Extensive benchmark studies have shown that

B3LYP/SNSD computations can be applied to evaluate accurate vibrational corrections to

the rotational constants25,125 and anharmonic corrections to vibrational wavenumbers and

IR intensities.22,24,53,131 By contrast, many more recent functionals show significantly larger

discrepancies with respect to experiment for both harmonic frequencies and anharmonic

corrections.53,130 Thus, the use of newly-developed DFT models in the field of astrochemistry

needs an extensive validation first.87

While B3LYP molecular structures are not sufficiently accurate to be used in spectro-

scopic application, it has been shown that combining B3LYP/SNSD structures and thermo-

dynamic properties with CCSD(T)/CBS+CV electronic energies is a reliable approach to

assess the population of conformers.22 In more details, it is apparent that relative electronic

energies computed at the best theoretical and B3LYP/SNSD equilibrium structures usually

differ by less than 0.1 kJ mol−1. Thus, the B3LYP/SNSD model represents an effective

route for extensive conformational searches that, once followed by accurate estimates of the

electronic energies, allows identifying the most stable conformers of astroCOMs on which

highly accurate theoretical investigations should be focused.

Spectroscopy of astroCOMs: Oxirane as a test case

Starting from its detection in the Interstellar Medium132 as one of the first cyclic molecules,

the potential role in astrochemistry of oxirane has been addressed in several publications (see,

for example, Refs.15,19,133–135), with special reference to Titan’s (the largest moon of Saturn)

atmosphere. In Ref.133, Raulin and coworkers demonstrated that experiments designed to

simulate the upper atmosphere of Titan, i.e., a high voltage applied to a mixture containing

methane (CH4, ∼2%), nitrogen (98% N2), and traces of oxygen (0.01% CO) at low tempera-

ture (100–150 K), can lead to the production of oxirane. Furthermore, Bernstein and Lynch
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demonstrated a close correlation between the IR spectra of oxirane, among others, and the

major unidentified infrared bands (UIRs).136 The relevance of the oxiranes’ family is also

pointed out by the recent, first detection of a chiral molecule, methyloxirane, in a cold, ex-

tended molecular shell around the embedded, massive protostellar clusters in the Sagittarius

B2 star-forming region.18 In view of its broad astrochemical relevance and the fact that its

spectroscopy has been very well characterized from a computational and experimental point

of view, we use oxirane as a test case to introduce and discuss the computational approach

described in the previous section.

Definition of the protocol

The equilibrium rotational constants have been directly derived from the equilibrium ge-

ometry obtained by means of the CCSD(T)/CBS+CV “gradient” scheme (see Eq. (21))

in conjunction with large basis sets (cc-pVQZ and cc-pV5Z for the extrapolation to the

CBS limit and cc-pCVQZ for the CV contribution). To predict the ground-state rota-

tional constants, these best-estimated equilibrium rotational constants have been then sub-

sequently augmented by vibrational and electronic corrections at the CCSD(T)/cc-pVQZ

and CCSD(T)/aug-cc-pVQZ levels, respectively. The electronic contributions are due to

the electronic-distribution contribution to the moments of inertia and are thus connected to

the rotational g-factor (see, for example, Ref.106). Quartic and sextic centrifugal-distortion

constants have been obtained by means of composite schemes, with the one employed for

the quartic terms adopted to derive the best-estimated harmonic wavenumbers (in a normal

coordinate representation) as well. In detail, the CCSD(T)/CBS+CV+aug scheme has been

used, with the extrapolation to the CBS limit based on results at the CCSD(T)/cc-pVTZ

and CCSD(T)/cc-pVTQZ levels, the CV contribution evaluated at the CCSD(T)/cc-pCVTZ

level, and the ‘aug’ correction determined from the comparison of CCSD(T)/aug-cc-pVTZ

and CCSD(T)/cc-pVTZ values. For sextics, a composite approach analogous to the previous

one has been employed, however neglecting the ‘aug’ contribution.

The anharmonic vibrational wavenumbers and IR intensities have been computed using

the GVPT2 model applied to hybrid “CC(Best)/CC” anharmonic force fields: the harmonic

force field obtained at the CCSD(T)/CBS+CV+aug has been combined with anharmonic
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Table 3: Ground-state spectroscopic parameters of oxirane.

Parameter Best estimatea Calculatedb Scaledc Experimentd

A (MHz) 25528.216 25540.56 25491.12 25483.86060(96)

B (MHz) 22121.162 22135.67 22119.82 22120.87122(88)

C (MHz) 14110.762 14118.44 14101.74 14097.82440(55)

∆J (kHz) 20.537 20.33 20.11 20.68572(77)

∆JK (kHz) 21.630 19.62 21.49 20.91000(216)

∆K (kHz) 26.725 27.09 27.22 27.59143(275)

δJ (kHz) 6.104 6.12 6.19 6.210757(211)

δK (kHz) 17.654 17.14 17.38 18.10778(120)

a Equilibrium rotational constants corresponding to a best-estimated CCSD(T)/CBS+CV equilibrium structure ob-

tained using the cc-pVQZ and cc-pV5Z basis sets for the CBS extrapolation and the cc-pCVQZ set for the core-

correlation correction. Corrections to rotational constants: Vibrational at the CCSD(T)/cc-pVQZ level and elec-

tronic at the CCSD(T)/aug-cc-pVQZ level. Best-estimated quartic centrifugal-distortion constants obtained with the

CCSD(T)/CBS+CV+aug scheme. For details, see Ref.19.

b Equilibrium rotational constants corresponding to a CCSD(T)/CBS+CV equilibrium structure obtained using the cc-

pVTZ and cc-pVQZ basis sets for the CBS extrapolation and the cc-pCVTZ set for the core-correlation correction.

Vibrational corrections to rotational constants at the B3LYP/SNSD level. Quartic centrifugal-distortion constants at

the CCSD(T)/cc-pCVTZ level (all electron).

c Spectroscopic parameters evaluated according to footnote b scaled using those of methyloxirane computed at the same

level and the corresponding experimental data.138

c Experiment: Ref.139.

terms at either the CCSD(T)/cc-pVTZ or CCSD(T)/cc-pVQZ level. For an exhaustive

account, the reader is referred to Ref.19. For comparison purposes, the harmonic force field

from the “cheap” scheme has also been considered.137 The anharmonic PESs and PSs have

been computed employing different QM methods: B3LYP/SNSD, B2PLYP/aug-cc-pVTZ,

CCSD(T)/cc-pVTZ and the CCSD(T)/cc-pVQZ.

Rotational Spectroscopy

The rotational spectroscopy parameters of oxirane computed using the protocol described

above are summarized in Table 3, where they are compared to the available experimental

data. We note a very good agreement between our best estimates and experiment, with

discrepancies on the order of 0.1%, 2%–3%, and 3%–4% for rotational, quartic, and sextic

centrifugal-distortion constants, respectively.

As mentioned in the Introduction, the focus is on the spectroscopic signatures. Our best-
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estimated parameters (first column of Table 3) lead to the prediction of rotational transitions

with a relative accuracy better than 0.1% in the centimeter/millimeter-wave region, with this

upper limit increasing up to 0.15% in the far infrared (FIR) region. This means that our

computed parameters can predict rotational frequencies of 100 GHz and 2 THz with an

uncertainty, in the worst case, of 100 MHz and 3 GHz, respectively. Figure 2 shows two

portions, at ∼85 and ∼104 GHz, of the rotational spectrum of oxirane. Comparison with

experiment confirms the expected accuracy: the discrepancies in relative terms range from

0.002% (J = 62,4 - 61,5) to 0.09% (J = 22,0 - 11,1). To further improve the predictive capability

of our computational protocol, a scaling procedure can be applied:

Xoxi
scal = Xoxi

calc × (Xref
exp/X

ref
calc) , (25)

where X denotes a generic spectroscopic parameter. The superscripts “oxi” and “ref” refer

to oxirane and the reference compound, respectively; “scal”, “exp”, and “calc” denote the

scaled, experimental, and quantum-chemically calculated values for X. The idea at the basis

of this empirical refinement is that the discrepancies affecting the computed spectroscopic

constants are in some way systematic and thus, chosen a reference species that shares some

similarity in the electronic structure with oxirane, a sort of scaling factor can be derived.

We avoid the definition of a unique scaling factor, but instead we obtain one for each pa-

rameter, even if we can point out that the resulting scaling factors are generally very similar

to one another. The empirical scaling has demonstrated to be extremely effective if the

reference molecule is an isotopic species, as shown in Ref.19 for mono-deuterated oxirane

(with the main isotopic species used as reference compound). However, in the present case,

for demonstrative purposes, methyloxirane has been chosen as the reference molecule. For

both oxirane and methyloxirane, the equilibrium rotational constants have been determined

at the CCSD(T)/CBS+CV level using the cc-pVTZ and cc-pVQZ basis sets for the CBS

extrapolation and the cc-pCVTZ set for the core-correlation correction, successively aug-

mented by vibrational corrections at the B3LYP/SNSD level.24 The parameters of oxirane

have been scaled according to Eq. (25), using the experimental data recently reported for

methyloxirane.138 The calculated and scaled spectroscopic constants (second and third col-

umn of Table 3, respectively) are compared to experiment (fourth column). A significant
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improvement is noted; for rotational constants, for example, the discrepancy is reduced to

0.03% or even lower. This improvement in turn leads to better predictions of the rotational

transitions with respect to the best-estimated level, as seen in panel b) of Figure 2, with de-

viations below 0.01–0.02%. We finally note that the empirical scaling permits the determina-

tion of rotational-parameter values with spectroscopic accuracy when the quantum-chemical

protocol described above cannot be applied.

Figure 2: Comparison of the best-estimated (see footnote a of Table 3, in red), scaled (in

black) and experimental (Ref.139, in blue) rotational spectrum of oxirane in the a) ∼85 GHz

and b) ∼104 GHz frequency regions.

Vibrational Spectroscopy

The GVPT2 fundamental wavenumbers and IR intensities of oxirane computed using the

protocol described above are compared in Table 4 with the most accurate gas-phase exper-

imental results. Notably, a very good agreement with experiment is achieved, with mean

absolute errors and maximum deviations of about 5.5–7.5 cm−1 and 9–13 cm−1, respectively,

for all hybrid models when the harmonic part is evaluated by means of a composite scheme ac-

counting for extrapolation to the CBS limit and core correlation effects (either “bestCC”, i.e.,

CCSD(T)/CBS+CV+aug, or the “cheap” scheme). We note that when the “bestCC” har-

monic part is employed, the MAE and |MAX| values are within 5.3–5.6 cm−1 and 9–11 cm−1,

respectively, for all hybrid models, regardless of the way the anharmonic correction has been

evaluated, from expensive CCSD(T)/cc-pVQZ computations or from B3LYP/SNSD. Based
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on the results presented in Table 4, but also on several studies available on this topic (see,

for example, Refs.23,114,131), CC/QM’ hybrid force fields, where CC stands for a CCSD(T)-

based composite approach, are able to predict transition wavenumbers with an accuracy of

about 5–10 cm−1 and 10–20 cm−1 for fundamental and non-fundamental bands, respectively.

The latter error estimate for overtones and combination bands is in line with the discrep-

ancy between the theoretical “bestCC”/CCSD(T)/cc-pVQZ (2922 cm−1) and experimental

(2931 cm−1) wavenumbers for the intense band corresponding to the combination υ2+υ10.19

Concerning IR intensities, we note in all cases a good qualitative agreement, while a more

quantitative analysis is precluded due to large error bars on most data caused by the limited

resolution of most experiments.140 Nevertheless, where high-resolution data are available,

namely for υ2, υ5, and υ10,141,142 theoretical results agree well within 10%. Furthermore,

we note that the reliability of our computed CC/QM’ fully anharmonic IR intensities has

been recently demonstrated not only for fundamentals, but also for overtones and combi-

nation bands.114,131 The overall conclusion is that the high accuracy of GVPT2 CC/QM’

results allow an accurate and complete characterization of the IR spectrum of oxirane in

terms of band positions and intensities, also including overtones and combination bands.

The theoretical predictions of all intense transitions, from mid-IR (MIR) to near-IR (NIR),

represent a valuable support for the detection of oxirane and other astroCOMs in new space

environments through their vibrational signatures. In particular, the “cheap” composite

scheme can be effectively applied to the investigation of astroCOMs up to about a dozen

of non-hydrogen atoms. We also note an overall good quality of the B2PLYP/aug-cc-pVTZ

computations, with mean absolute errors below 10 cm−1 and maximum discrepancies below

20 cm−1. This finding is of interest for astrochemical studies of significantly larger systems,

for which harmonic PES computations at the CCSD(T)/cc-pVTZ level are not feasible.

As an example, we present a comparison between the simulated emission spectra of oxi-

rane in the 3–13 µm range (800–6000 cm−1)19 and the astronomical observations of the

planetary nebula NGC 7027, as reported in a uniform database (2.4–45.4 micron spectra)

from the Infrared Space Observatory Short Wavelength Spectrometer (ISO-SWS).146 Fig-

ure 3 shows selected parts of the spectra, in the 3.2–3.8 µm and 10.5–13.0 µm ranges, along

with all identified line fluxes147 marked by vertical grey lines, thus clearly showing that sev-
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eral, still unidentified IR transitions (UIR) could be assigned. From Figure 3, we note that

the group of oxirane transitions related to the CH2 stretching fundamental vibrations match

well the observed UIR feature at 3.3 µm; similarly the one at 3.4 µm is well represented

by the strong combination band υ2 + υ10. In particular, a reliable prediction of the latter

requires fully anharmonic computations in order to assess the band position and absolute

intensity. Nevertheless, this good match cannot be conclusive for the detection of oxirane

because the broad features in the ISO-SWS database are most likely resulting from CH

stretching vibrations of several astroCOMs. In this respect, a good agreement between our

best-estimated spectra and less computationally demanding models (in particular based on

B2PLYP) in reproducing the main spectral features opens a path to reliable simulations of

more complex, aromatic and aliphatic molecules suggested to be present in circumstellar and

interstellar nebulae.148 More characteristic of oxirane is its most intense band at 11.45 µm

(873 cm−1), which is related to the ring deformation, and for which the good match with

the 11.2–11.3 µm UIR feature provides a more plausible support to oxirane detection. This

band can also be chosen to distinguish between oxirane and methyloxirane, which shows

weaker features at 10.53 and 12.05 µm (950 cm−1 and 830 cm−1) that are related to the ring

deformation and the ring C-C stretching, respectively.24 Unfortunately, this band cannot be

used for the possible identification of oxirane in Titan’s atmosphere, as the infrared spectra

recorded by Cassini’s (CIRS) instrument over the 10–1500 cm−1 range show a strong absorp-

tion at 11.5–12.5 µm (800–860 cm−1) due to the ethane υ9 band, thus hiding any close-lying

transitions.

Challenges in computational spectroscopy of astroCOMs

Spectral surveys consisting in a series of spectra covering, at millimeter/submillimeter wave-

lengths, several dozens of GHz with a uniform sensitivity are the ideal mean to obtain a

complete census of the species emitting in the investigated astronomical object. The first

step of their analysis thus consists in identifying the various lines, with the main difficulty

being related to those molecules responsible for hundreds of them. These are species that

are characterized by large amplitude motions (LAM) that very frequently occur at low fre-
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Figure 3: Comparison between the simulated (colour) spectra of oxirane and the observed

(black) emission spectra of planetary nebula NGC 7027 (Sloan et al.146). Selected wavelength

ranges: (a) the 3.2–3.8 µm and (b) 10.5–13.0 µm. The observed Identified line fluxes reported

by Salas et al.147 are marked by the grey lines. Computations with hybrid models are denoted

as QM/QM’, with CCvxz (x=t,q) standing for CCSD(T)/cc-pVXZ. Theoretical spectra have

been convoluted with a Lorentzian function with half-width at half-maximum of 1 cm−1.
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quencies. Typical examples are methanol, methyl formate or dimethyl ether, and the large

number of lines is often due to rotational transitions in low-frequency vibrational modes (like

those associated to the methyl rotor). In addition to the difficulty of astronomical detection

and identification, these molecules represent a major challenge for molecular spectroscopy

and, in particular, for computational spectroscopy.

Another important issue is the identification of conformers and their relative abundances,

which might become crucial when astronomical observations involve the hotter regions of the

ISM, like star-forming sources known as “hot cores”. Among the astroCOMs, in relation to

the issue of the origin of life, particular interest is devoted to those showing a prebiotic charac-

ter. These species are usually flexible systems and therefore their conformational equilibrium

needs to be taken into account and accurately investigated. Inaccurate or wrong evaluation

of the relative conformational energies may give misleading results and conclusions.

Large Amplitude Motion

A large number of unidentified lines, especially in spectra of the hot cores associated with

star formation, are due to rotational transitions in the low-lying excited vibrational states

of a relatively small number of molecules, denoted as “astrophysical weeds” (see, for exam-

ple, Ref.149 and references therein). From a computational point of view, it is necessary

to characterize the rotational spectra in the vibrational ground state and in the low-lying

vibrational states, and understand how they are affected by LAM(s).

The recent computational spectroscopic characterization of acetyl cyanide (CH3COCN)

and its enolic species150 provides the opportunity to point out the accuracy obtainable

in the computation of the required spectroscopic parameters. Acetyl cyanide belongs to

those medium-sized molecules (6–10 atoms), detected or expected to exist in the ISM, that

show a potential prebiotic character because present in plausible chemical routes to simple

biomolecules, like amino acids or simple peptides. Therefore, a lot of effort has been put in

the identification of these compounds, their precursors, or their fragments. Although acetyl

cyanide has not been detected yet, it is expected to be present in the ISM. Its electronic

ground state has been already well characterized experimentally, thus giving us the opportu-

nity to demonstrate how highly accurate QM approaches are able to deal with the challenges
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Figure 4: The potential energy profile of acetyl cyanide along the torsional angle (see, the

inset) evaluated at the CCSD(T)/CBS+CV level using CCSD(T)/cc-pVTZ optimized ge-

ometries.

offered by hindered methyl-rotor in rotational spectroscopy.

Acetyl cyanide shows a methyl torsional motion. The internal rotation of the -CH3

group relative to the -COCN frame can be described by the torsional angle α (see Figure 4),

which leads to three equivalent configurations. Therefore, the potential energy function with

respect to α is periodic and can be modelled by the expression:

V (α) =
V3

2

[
1− cos(3α)

]
. (26)

In the limit of an infinite barrier, each torsional state v is three-fold degenerate. For a finite

barrier, the tunneling effect leads to a splitting of this threefold degeneracy (because of the

probability of tunneling through the barrier) into two levels, a non-degenerate A level and

a doubly-degenerate E level (see Figure 4). As a consequence, in the rotational spectrum

we observe rotational transitions in the A and E torsional sublevels for each vibrational
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state; in other words, the rotational spectrum of acetyl cyanide in its vibrational ground

state results from the overlap of the rotational spectrum of the A state and that of the E

state. Therefore, to predict the overall spectrum the rotational constants for both A and E

sublevels are needed.

In Ref.150, the CCSD(T)/CBS+CV “gradient” scheme has been employed to accurately

predict the equilibrium rotational constants, while the vibrational corrections have been

evaluated using the VPT2 approach with a cubic force field computed at the MP2/aug-cc-

pVTZ level, which also provided the sextic centrifugal-distortion constants. The “cheap”

geometry scheme has been used instead to generate an harmonic force field, which allowed

in turn the evaluation of the quartic centrifugal-distortion terms. To predict the rotational

constants of the E state, it is necessary to calculate the V3 barrier. For this purpose, the

potential energy function along the torsional angle has been determined at the CCSD(T)/cc-

pVTZ level by carrying out geometry optimizations with the α value kept fixed (also known

as a relaxed scan), as shown in Figure 4. In a subsequent step, the energy evaluation has been

improved by single-point calculations at the CCSD(T)/CBS+CV level on the CCSD(T)/cc-

pVTZ optimized structures, thus leading to a V3 value of 420.1 cm−1, in good agreement with

the experimental value (V3 = 404.867(90) cm−1).151 The computed spectroscopic parameters

are collected in Table 5, where they are compared to their experimental counterparts. Despite

a slight overestimation of the splitting between A and E rotational constants, the overall

accuracy is very satisfactory. In Table 5, the prediction of the rotational constants for the

lowest vibrational states (v18 = 1 and v12 = 1) together with the available experimental data

is also reported. Making use of Eq. (25), the computed data have also been scaled based on

the experimental values for the vibrational ground state. For all rotational constants, the

discrepancies between experiment and theory, in relative terms, are well below 0.1%, a value

which can be further improved (to ∼0.03%) by applying an effective empirical strategy such

as the scaling procedure. In Ref.150, a comparison between the computed and experimental

centrifugal-distortion constants is also provided. For the best-estimated quartic centrifugal-

distortion constants, the average discrepancy with respect to experiment is about 2.7%,

which can be viewed as a very good result because of the presence of a large amplitude

motion and the smallness of these constants. The sextic centrifugal-distortion constants
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are extremely small, the largest ones being only a few tenths of Hz. Therefore, an average

discrepancy in relative terms with respect to experiment of 16% can be considered a good

outcome.

The large amplitude vibrations cannot be accurately described by perturbative approaches,

and require an expansion of the PES beyond the quartic order. A possible solution, albeit

limited to small molecules (i.e., less than ten vibrational degrees of freedom), is to carry

out fully variational computations of the ro-vibrational energy levels.28–30,152 However, more

effective models are required for larger systems, like the astroCOMs. In this respect, it is

convenient to retain a perturbative treatment and separate the degrees of freedom related to

small-amplitude vibrations and LAMs. These can then be treated separately or with hybrid

schemes,153 like those based on the reaction path/surface Hamiltonian.154–156 It should be

noted that, in order to reduce the couplings between LAMs and other vibrational degrees of

freedom, internal coordinate-based approaches are more suitable. Nevertheless, for molecules

showing both LAM and small-amplitude vibrations, standard VPT2 computations based on

Cartesian-based normal coordinates for the whole system allow mapping all molecular vi-

brations and represents a feasible route, for instance, to check whether there are any Fermi

interactions between large- and small- amplitude vibrations.157

Another interesting example in the field of astrochemistry158 is represented by ethyl mer-

captan157 (EtSH), with the gauche conformer only slightly more stable than the trans one

with an energy difference of 162 cm−1. The conformational flexibility of this molecule is re-

lated to the H-S-C-C torsional angle (see Figure 1), which leads to a potential energy profile

with barriers within 350–500 cm−1. In EtSH, there is a second LAM, which corresponds

to the internal rotation of the methyl group and is characterized by a significantly larger

barrier of about 1200 cm−1. Both conformers show dipole moments of the same order of

magnitude (about 1.8 Debye), which render possible their detection in the ISM by means

of radioastronomical observations either in millimeter-/submillimeter-wave or IR ranges. In

Ref.157, in order to provide the required spectroscopic characterization, the H-S-C-C tor-

sional motion and the internal rotation of the methyl group have been excluded from the

perturbative description and treated variationally. For this purpose, a two-dimensional PES

has been computed at the CCSD(T)/aug-cc-pVTZ level of theory, and then the couplings
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Table 5: Computed and experimental rotational constants (MHz) of acetyl cyanide for the

vibrational ground state and for the v18 = 1 and v12 = 1 vibrational states.

Parameter A state E state

Best theo.a Experimentb Best theo.a Experimentb Scaledc

Ground state

A0 / MHz 10193.6 10185.37774(26) 10193.0 10185.13561(34)

B0 / MHz 4157.3 4157.48341(11) 4157.0 4157.37176(10)

C0 / MHz 3003.2 3002.76275(11) 3003.2 3002.76390(12)

DJ / kHz 0.790 0.816733(84)

DJK / kHz 17.916 17.80532(26)

DK / kHz -7.029 -6.6543(10)

dJ / kHz 0.256 0.266340(26)

dK / kHz 10.382 10.42700(48)

HJ / Hz 3.410×10−4 4.51(21)×10−4

HJK / Hz 0.202 0.17658(16)

HKJ / Hz -0.437 -0.37141(51)

HK / Hz 0.285 0.2519(10)

hJ / Hz 1.714×10−4 2.183(54)×10−4

hJK / Hz 0.104 0.09265(15)

hK / Hz 0.479 0.4374(10)

v18 = 1 (126.06 cm−1)

A0 / MHz 10195.3 10191.8472(22) 10187.1

B0 / MHz 4149.2 4149.5333(13) 4149.4

C0 / MHz 3001.1 3000.69275(94) 3000.6

v12 = 1 (176 cm−1)

A0 / MHz 10176.9 10157.64443(76) 10168.7

B0 / MHz 4176.8 4175.90448(37) 4176.9

C0 / MHz 3006.3 3005.52426(35) 3005.9

a Equilibrium rotational constants (B eq) from CCSD(T)/CBS+CV equilibrium structure augmented
by vibrational corrections (∆Bv) at the MP2/aug-cc-pVTZ level. Best-estimated quartic centrifugal-
distortion constants from the “cheap” scheme. Sextic centrifugal-distortion constants at the MP2/aug-
cc-pVTZ level. For details, see Ref.150.

b Ref.151

c Scaled parameters obtained by employing Eq. (25).
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Table 6: Theoretical predictions of the large-amplitude fundamentals (ω and ν in cm−1), as

obtained from the 2-D variational and GVPT2 treatments, compared to experiment.

astroCOMs Harmonica 2D-variationalb GVPT2a Experimentc Assignment

ω ν ν ν

gauche-EtSH 201 189.61 191 193.0 (−)SH torsion

188.13 191.8 (+)SH torsion

259 254.07 251 247.5 (−)CH torsion

254.05 (+)CH torsion

trans-EtSH 179 155.74 171 158.0 SH torsion

255 245.20 248 CH torsion

a Computations at the CCSD/cc-pVTZ level, see Ref.157.

b Computations at the CCSD(T)/aug-cc-pVTZ level, see Ref.157 .

c Experimental wavenumbers as reported in Ref.157.

with other vibrational degrees of freedom have been taken into account through an effective

correction of their contribution to the zero-point vibrational energy (ZPVE). The reader is

referred to Ref.157 for all details. These computations allowed the accurate determination

of the torsional energy levels, including the tunneling splitting observed for the gauche con-

former. The results are summarized in Table 6, which highlights the large differences between

the gauche and trans ethyl mercaptan spectral features in the FIR region. In particular,

the fundamental transitions for the SH and CH torsions of gauche-EtSH are localized at

188.87 cm−1 with a splitting of 1.47 cm−1 and at 254.06 cm−1 with a splitting of 0.02 cm−1,

respectively. They clearly do not superimpose with those of trans-EtSH, which are shifted by

32 cm−1 and 9 cm−1, respectively. In Table 6, the variational computations can be compared

with the GVPT2 results, thus showing that the perturbative treatment provides reasonable

frequencies for the CH torsion of both conformers and for the SH torsion of gauche-EtSH.

This is not the case for the SH torsion of trans-EtSH, for which the first excited energy level

lies above the torsional barrier.157

The problem of a reliable treatment of large-amplitude modes is not only related to their

direct detection in the FIR region, but also to the coupling with other vibrations that can
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be observed in the MIR range. In this respect, the LAM can contaminate significantly the

VPT2 treatment, thus leading to large errors even for the intense, high frequency vibrations.

This issue can be overcome by employing reduced-dimensionality perturbative models, where

LAMs are excluded from the VPT2 treatment. The efficiency of such an approach is evinced

in Table 7, which collects some examples for the gauche conformer of EtSH, discussed above,

and the nucleobase cytosine. For the latter, the large amplitude motion is the out-of-plane

wagging vibration of the NH2 group (see Figure 1). The torsional and wagging LAMs cou-

pled with the H-X (X=C, S, N) stretching vibrations lead to the incorrect prediction of

the latter by means of GVPT2. At variance, in the reduced-dimensionality GVPT2 models

(i.e., the so-called “SkipPT2” approach), the LAMs and all related cubic and quartic force

constants are excluded from the perturbative treatment. As evident from Table 7, this treat-

ment leads to the accurate prediction of the intense IR bands related to the C-H stretching

vibrations of gauche-EtSH and to the N-H stretchings of cytosine. For gauche-EtSH, with

computations at the CCSD(T)/cc-pVTZ level, the so-called “SkipPT2” approach leads to

MAE and |MAX| of 4.5 cm−1 and 7 cm−1, respectively. A slightly lower accuracy is observed

for cytosine (MAE=15 cm−1 and |MAX|=21 cm−1), as expected from QM computations at

the B3LYP level.129 As noted before, the accuracy can indeed be improved with GVPT2

computations based on CC/DFT hybrid force fields. However, it might be unclear a priori

whether the LAMs contaminate the GVPT2 treatment of high-frequency vibrations or not.

To address this point, we can consider the case of methyloxirane that shows a barrier for

the internal rotation of the methyl group of 893 cm−1.138 It has been shown that in this

case, the full GVPT2 treatment using the “cheap”/B3LYP hybrid force field leads to highly

accurate wavenumbers, with a mean absolute deviation of 4.8 cm−1 and a maximum error

below 18 cm−1 for all fundamental vibrations, even for the C-H stretchings and the torsion

of the methyl group.24 Interestingly, the reduced model with the methyl torsion excluded

from VPT2 shows results very similar to the full GVPT2 approach for all C-H stretching vi-

brations, but with improved mean and maximum errors with respect to experiment, reduced

to 4 cm−1 and 8 cm−1, respectively. This indicates that the reduced-dimensionality, LAM-

free GVPT2 models represent a reliable approach for accurate vibrational computations and

should be preferred in presence of LAMs, especially if the actual impact of the latter on the
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Table 7: Theoretical predictions of high-frequency vibrations (ω and ν in cm−1) coupled

with LAM, compared to experiment.

astroCOMs Harmonic GVPT2 Full GVPT2 Skipa Experimentb Assignment

ω ν ν ν

gauche-EtSHc 3110 3033 2969 2967 CH stretch

3130 2958 2987 2980 CH2 stretch

cytosined 3597 3473 3438 3441 NH2 sym stretch

3617 3452 3450 3472 N1H stretch

3733 3604 3540 3564 NH3 asym stretch

methyloxiranee 3039 2961 2959 2942 CH3 sym stretch

3110 3015 3015 CH2 sym stretch

3117 2978 2973 2974 CH3 asym stretch

3120 2993 2991 2995 CH3 asym stretch

3139 3001 2998 3001 CH stretch

3204 3058 3058 3051 CH2 asym stretch

MAEf 142 21 9

|MAX|f 169 66 24

a Low-frequency large-amplitude modes excluded from the GVPT2 treatment.

b Experimental wavenumbers as compiled in: Ref.157 for gauche-ethyl mercaptan, Ref.129 for cytosine, and Ref.24 for
methyloxirane.

c Computations at the CCSD(T)/cc-pVTZ level, see Ref.157.

d Computations at the B3LYP/SNSD level, see Ref.129.

e Computations at the “cheap”/B3LYP level see Refs.24,56

f Mean absolute error (MAE) and maximum absolute deviations (|MAX|) (in cm−1) with respect to the experimental
wavenumbers.

rest of the system cannot be assessed univocally.

Conformers

As mentioned above, the rotational spectrum of molecular species that exhibit large ampli-

tude motions can be a challenge for both computational and experimental molecular spec-

troscopies. AstroCOMs of increasing size and complexity are often characterized by high

flexibility due to rotations around single bonds. On general grounds, the presence of LAMs

implies molecular flexibility, which in turn leads to the existence of several conformers. The

analysis of the rotational and vibrational spectra might therefore be hampered by the con-

comitant presence of different conformers, thus requiring the accurate determination of their
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relative energies. The situation can be further complicated by the fact that the relative en-

ergies of the lowest-excited vibrational states of the most stable conformer might be similar

to those of the vibrational ground states of less stable species.

A noteworthy example is the rotational spectrum of glycine (NH2CH2COOH), the small-

est amino-acid, which has been found in several carbonaceous meteorites, and is one of the

two most abundant amino acids in Stardust-returned foil samples,20 but its presence in the

ISM has not yet been confirmed. As pointed out in Ref.15, regarding its search in hot-core

sources (i.e., in environment at T∼200 K) the second most stable conformer, IIn, is more

important than the first one, glycine Ip. In fact, at a temperature of about 200 K, despite

the relative population of the conformer IIn being only ∼10%, its rotational spectrum is

more intense than that of the most abundant Ip conformer. This is due to the larger dipole

moment components of glycine IIn with respect to those of glycine Ip (see Figure 1). How-

ever, the correct evaluation of their relative energy is of fundamental importance. Figure 5

shows how the relative intensity of the rotational spectrum changes depending on the energy

difference between Ip and IIn. The CDMS database reports a value of about 700 cm−1,159

which implies at T = 200 K a population for the IIn conformer lower than 1% (using the

relative energy instead of the free energy to estimate the population ratio). The consequence

is that, as seen in the left side of Figure 5, the rotational spectra of the two conformers have

approximately the same intensity. On the other hand, if a value of 312 cm−1, obtained at the

CCSD(T)/CBS+CV level (also including ZPVE correction),22 is considered, the rotational

spectrum of the IIn conformer results to be about four times more intense than that of glycine

Ip (see right side of Figure 5). While the accurate evaluation of the relative energy of glycine

conformers is addressed in the following, we point out that the results presented here have an

important impact on the attempt of identifying glycine in space. The significant population

of glycine IIn already at 200 K is important for the detection of glycine in the ISM; in par-

ticular, on the basis of the recent literature that asserts that glycine could reach detectable

levels in cold solar-type system precursors160 or hot-core sources.161 The rotational spectrum

of the most stable conformer of glycine is expected to have peak intensities greater than 10

mK in the ALMA band 2 (68–90 GHz) for detections from a solar-type system precursor,

like the L1544 pre-stellar core.160 For pre-stellar core systems, due to their characteristic
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very low temperatures, it is fully justified to consider that only the most stable conformer,

Ip, is present. However, only glycine Ip has also been considered for the simulation of the

emission spectra of the hot-core source NGC 6334 IRS1,161 with a characteristic temperature

of 200 K.

Figure 5: Simulation of the rotational spectra of glycine Ip and IIn at T = 200 K in the 80–

250 GHz frequency range. Spectroscopic parameters are taken from the CDMS database,159

while the population ratio is based on an energy difference of either 700 cm−1 (left, Ref.159)

or 312 cm−1 (right, Ref.22 ).

More exhaustively, with respect to the notation used above, the glycine conformers are

denoted using, in addition to the number for the stability order and the “p,n” labels for

the planarity or non-planarity of the backbone, respectively, the “c,t” labels for indicating

the cis or trans orientation with respect to the three torsional angles. According to this

notation, the three experimentally observed conformers are Ip/ttt, IIn/ccc and IIIp/tct (see

Ref.22 for extended discussion). Among the torsional degrees of freedom, those around

the C–N and C–C bonds are also large amplitude motions. In addition to the problem of

getting correct spectroscopic properties as described above, they represent also a challenging

aspect for the accurate calculation of thermochemical properties.51,162–165 In this case as

well, a feasible route is to partition the molecular Hamiltonian between large- and small-

amplitude motions, which can be treated at different levels of accuracy.165 In this respect,

within the hindered-rotor anharmonic-oscillator model (HRAO), the modes identified as

large-amplitude, hindered-rotor motions162 are treated separately and considered inactive
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in the vibrational perturbative computations. The HRAO approach, in conjunction with

HDCPT2 computations and simple perturbation theory (SPT),166 represents a viable route

for reliable computations of thermodynamic properties.51

Table 8 collects the theoretical prediction of the gas-phase thermodynamic properties

of the glycine conformers at 15 K, 200 K and 410 K. These three temperatures have been

selected as they correspond to different types of astrochemical environments: from the cold

interstellar regions to the hot cores, and finally toward the temperature limits for the de-

tection of glycine before its decomposition at 506 K. All predictions are based on the best

estimates of relative electronic energies at the CCSD(T)/CBS+CV level in conjunction with

thermodynamic properties derived from either the standard RRHO model or the more ac-

curate HRAO scheme, with the anharmonic PES computed at the “cheap”/B3LYP level.22

Boltzmann populations of the Ip/ttt and IIn/ccc conformers at different temperatures, de-

rived from the data collected in CDMS,159 are also reported for comparison purposes. All

data agree that only the most stable conformer can be present at 15 K, despite differences in

the prediction of relative energies up to 5 kJ mol−1. The situation is much different at higher

temperatures. In particular, we can note that the RRHO model strongly overestimates the

population of the IIIp/tct rotamer, which is predicted to have a population of about 10%

at 200 K and over 50% at 410 K, thus meaning a population larger than that of the Ip/ttt

confomer. At variance, the full HRAO approach is able to provide a reasonable relative free

energy for this conformer at all temperatures, in good agreement with experimental labora-

tory observations.167 The differences between the results obtained with RRHO and HRAO

are significant also for the IIn/ccc conformer, for which our best theoretical estimates predict

non-negligible abundances of about 10% at 200 K and 20% at 410 K.

As addressed for the detection of rotational features, also in the case of IR observations

it is necessary to identify the most stable conformers and to assess the probability of their

detection in the astronomical environments, which might vary considerably depending on

space-like conditions and spectral ranges. Considering the detection of glycine by means

of its signatures in the MIR region, and according to the discussion above, we should con-

clude that the Ip/ttt conformer gives the strongest signals due to its largest population at

all temperatures and to the fact that the most characteristic bands show similar intensity.

44



Of interest to the present discussion is that extremely accurate results have been obtained

by applying the GVPT2 approach to the “cheap”/B3LYP hybrid force field, thus providing

accurate predictions for the most intense C=O stretching vibration (the so-called Amide I),

i.e., with an accuracy of ±5 cm−1 for all glycine conformers.22 This finding is of relevance

to the detection of glycine, and other prebiotic molecules, in complex astrophysical environ-

ments, thus allowing the distinction of the different conformers in the fingerprint spectral

range.15

Challenges in computational chemistry of astroCOMs

The evidence that a fairly rich chemistry is taking place across the Universe and the discovery

of biomolecular precursors in the interstellar space also arise the issue of the terrestrial origins

of life, whose elucidation is one of the goals of astrochemistry. Two alternative theories have

been suggested so far: (1) exogenous and (2) endogenous synthesis. In the first theory,

prebiotic molecules came from space, the carriers being comets, asteroids and meteorites.168

The rationale behind this suggestion is that plenty of astroCOMs have been observed in

interstellar clouds. In the frame of this theory, it is of fundamental importance not only to

discover prebiotic species in space, but also to understand how they could be produced in

the typically harsh conditions (extremely low temperature and density) of the ISM. In the

endogenous theory, the synthesis of simple organic molecules having a potential relation to

the origin of life occurred directly on our planet starting from simple parent molecules in

the atmosphere, liquid water and various energy sources. The Urey-Miller experiment was

a milestone in this theory.169,170 In this context, Titan has been postulated to represent a

model of primitive Earth.171 Therefore, the organic chemistry in Titan’s atmosphere could

be directly linked to prebiotic organic synthesis in the atmosphere of our primitive planet.

Formation routes

As briefly addressed above, one of the challenges of astrochemistry is to understand how

the molecular complexity gradually evolves from simple atomic or diatomic species to as-

troCOMs, and toward biological macromolecules, the building blocks of life. Focusing on
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astroCOMs, a good understanding of the possible formation/destruction pathways and of

the associated thermochemistry and kinetics is necessary to fully exploit the currently avail-

able and future observational data as well as to prepare new observations. Since laboratory

experiments are often not able to reproduce adequately the extreme conditions that charac-

terize the ISM, accurate state-of-the-art computational approaches play a fundamental role

to derive possible reaction mechanisms. Therefore, quantum-chemical calculations are in-

creasingly exploited. Indeed, quantum chemistry has demonstrated to be a powerful tool to

obtain reliable input parameters for astrochemical models, which in turn lead to simulated

abundances (See for instance Refs.172,173 for further details). Therefore, reaction schemes

with all relevant pathways need to be formulated, thus requiring the identification of all in-

termediate species, from reactants to products, as well as of the transition states connecting

them. In practical terms, accurate electronic structure calculations should be carried out for

every chemical species involved in the reaction scheme in order to obtain structure, energies,

spectroscopic properties and from them thermochemical data. The latter are then fed into

a suitable tool to compute kinetic rate constants.

A survey of the available literature reveals that much information is still lacking and

only a small fraction of the elementary reactions has been characterized. The mechanisms

leading to astroCOMs in star forming regions are still object of debate, although it is clear

that the synthesis can proceed via chemical reactions on the surface of (icy) dust grains or

in the gas phase.174 Both synthetic routes represent great challenges for quantum chemistry,

with the key point being the very accurate evaluation of the energetics: the reaction to

occur in the harsh conditions typical of the ISM requires that all transition states lie below

the reactant asymptotes. The vicinity of the energy levels of the transition states and the

reactant asymptotes is a real computational challenge because the status of the transition

states as ‘emerged’ or ‘submerged’ can fall within the uncertainty of the calculations. In

this respect, the recent investigation of the gas-phase formation route of formamide provides

a significative example.26 Formamide (HCONH2) has a peculiar role in prebiotic chemistry

because it can generate both genetic and metabolic molecules (see for instance Ref.175).

According to Ref.26, the NH2 + H2CO reaction proceeds with the formation of a bound

intermediate. Along the reaction path, a van der Waals complex is formed and a transition

47



Figure 6: Proposed path for the approach of NH2 + formaldehyde (H2CO). Relative elec-

tronic CCSD(T)/CBS+CV energies (in kJ mol−1) in black. In the inset: the relative energy

of the TS5 transition state at different levels of theory is given. See text.

48



state has to be surmounted to reach the addition intermediate (see Figure 6). Then, a second

transition state connects the bound intermediate to the final products. It should be noted

that, for this particular case, the relative energy of the transition state is above the reactant

asymptotes. However, the issue here is whether this transition state is significantly above

the reactants or not. The results at different levels of theory are collected in Figure 6. It is

noteworthy that at the CCSD(T)/CBS+CV level, the energy of the transition state is slightly

above the energy of the reactants’ asymptote. However, when a full treatment of triple (fT)

and quadruple excitations (fQ) is also included, thus leading to the CCSD(T)/CBS+CV+fT

and CCSD(T)/CBS+CV+fT+fQ approaches, the barrier related to this transition state

decreases significantly, dropping from 3.77 kJ mol−1 to 2.05 kJ mol−1 with full-T and to 1.67

kJ mol−1 with full-T and full-Q. From Figure 6, the inadequacy of the CCSD(T)/maug-cc-

pVTZ level of theory is evident, while the good performance of the B2PLYP functional in

conjunction with D3 dispersion correction176, even if clearly due to a compensation of errors,

is encouraging for the investigation of larger systems.

Chemical evolution

Recent measurements have revealed that Titan’s atmosphere contains significant quantities

of carbon (∼2% CH4) and nitrogen (98% N2), and traces of oxygen (∼50 ppm CO).171

Therefore, the photochemical production of complex molecules containing C, N, O, and H is

possible. Due to its reducing atmosphere and its rich and complex organic chemistry (see,

Ref.177 and references therein), Titan is thought to represent a model of primitive Earth. The

investigation of Titan’s atmosphere might therefore provide a unique opportunity to shed

light on the organic evolution undertaken in the atmosphere of early Earth. Furthermore,

Cassini measurements have revealed the presence of numerous and large carbocations and

carbanions in Titan’s upper atmosphere (see, Ref.177 and references therein). No other

planets or satellites in our solar system have been found to bear the same level of chemical

complexity as observed on Titan. There is an increasing complexity moving from the upper

atmosphere to the ground: prebiotic molecules in Titan’s upper atmosphere evolve to lead

to the formation of macromolecules, the subsequent step is the assembly in a haze layer

followed by the precipitation and sedimentation of complex organics on the surface, where
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Figure 7: Reaction pathways of the progression of chain reactions of C2H4 with (a) C7H7
+

and (b) C6H5NH+ to elucidate the formation mechanism of (N-)heterocycles.
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Figure 8: Simulated IR spectra of C13H9
+ and C13H9

−. Anharmonic wavenumbers and

intensities were computed at the B3LYP/6-31+G(d,p) level of theory and the stick spectra

convoluted by means of Lorentzian broadening functions with half-widths at half maximum

of 2 cm−1.

the final organic catalysis in the hydrocarbon lakes occurs.

In Ref.177, reaction mechanisms have been proposed to describe the growth process of

the complex macromolecules observed by the mass spectrometers onboard Cassini. Figure 7

shows the initial steps of the formation of macromolecules, focusing on plausible reaction

routes from simple aromatic molecules to complex polyaromatic compounds. Once con-

firmed, the proposed reaction mechanisms will provide the first step toward understanding

how aromaticity (also including the formation of heterocycles) was achieved in the atmo-

sphere of primitive Earth. In particular, in Ref.177, the phenalenyl cation C13H9
+ and its

anion C13H9
− were identified as important intermediates in the process of molecular growth.

An important confirmation of the plausibility of the proposed mechanisms would be the astro-

nomical observation of the spectroscopic features of C13H9
+ and C13H9

−, for which however

there is a great paucity of spectroscopic information. Being highly symmetric, these molec-

ular species lack a permanent electric dipole moment and their detection relies only on IR

spectroscopy. In this respect, the great opportunity offered by JWST should be pointed out.

In Figure 8, the fully anharmonic IR spectra of the phenalenyl cation and anion, computed

at the B3LYP/6-31+G(d,p) level, are shown. For this level of theory, from the literature on
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this topic based on the comparison with experiment and state-of-the-art calculations (see, for

example, Refs.53,117,178), a mean absolute error of 10–12 cm−1 and maximum discrepancies of

30 cm−1 are expected, which provide a reasonable guidance for astronomical detections, with

possible improvements through hybrid schemes as discussed above. However, the phenalenyl

cation and anion represent a complex case for VPT2 calculations. First, as symmetric tops,

a proper account of degeneracies, ignored in the present discussions, is necessary. Second,

the out-of-plane ring deformation mode acts as a LAM, thus contaminating the anharmonic

results, and must be adequately decoupled from the rest of the system, in a way similar to

the “SkipPT2” scheme seen before. Finally, being large-sized molecules, they also bear a

significant number of resonances, in particular the Darling-Dennison ones, which are rather

sensitive to the quality of the electronic structure calculation and also need to be properly

assessed and corrected.

Concluding remarks

Some of the most challenging aspects in the field of computational chemistry applied to as-

trochemistry have been reviewed. The molecular complexity in space was first addressed to

explain the importance of the support of computational spectroscopy to astrochemical inves-

tigations. To fully exploit the possibilities offered by computational spectroscopy in the study

of gaseous species, from the micro- to the infrared- wavelengths, a comprehensive summary

of the underlying ro-vibrational theory was first given, followed by a description of state-of-

the-art protocols for the simulation of small-to-medium sized astroCOMs with the required

accuracy. The methodology and its different technical aspects were then illustrated through

a test case, oxirane - an example of semi-rigid astroCOM, demonstrating the accuracy of

theoretical predictions for rotational and vibrational spectroscopic features. Subsequently,

the challenges in the computational spectroscopy of astroCOMs have been faced: by means

of selected examples, the most relevant aspects have been introduced, discussed and solved.

Finally, we moved to deal with the challenges in the computational chemistry of astroCOMs.

While spectroscopy offers the opportunity to study, discover and quantify molecular species

in space, computational chemistry allows understanding how astroCOMs could be produced
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in the typically harsh conditions of the interstellar medium. The challenges in evaluating fea-

sible formation routes of relevant prebiotic species as well as in understanding the chemical

evolution of small species toward macromolecules have been addressed. To summarize, we

demonstrated that, even for cases that are challenging for both experiment and theory, the

use of the proper combination of state-of-the-art QM approaches and effective anharmonic

treatments of rotational and vibrational problems leads to the quantitative prediction of

the spectroscopic and thermochemical properties. The chosen examples and their discussion

have shown that rotational constants, which are the leading terms in rotational spectroscopy,

can be predicted with an accuracy, in relative terms, better than 0.1% and that this accu-

racy can be further improved (by about one order of magnitude) by means of an empirical

scaling procedure. Moving to vibrational signatures, the typical MAE and |MAX| for fun-

damentals are better than 10 cm−1 and 15 cm−1, respectively. Concerning energetics, the

importance of accurately determining energy differences of conformers has been well evinced,

with the state-of-the-art computational approaches presented here able to provide gas-phase

thermodynamic properties with an accuracy better than 1 kcal mol−1.

In the last years, a close collaboration between astronomers and spectroscopic laborato-

ries have allowed the identification of thousands of unknown lines (due, in most cases, to

“weeds”). However, in addition to neutral, closed-shell molecules, ionic and radical species

are also present in space. They provide an additional challenge in astrochemistry. Their

experimental investigation is strongly hampered by the difficulties in their on-the-fly produc-

tion and their instability, and thus is not always feasible. On the other hand, state-of-the-art

QM approaches are able to compute spectroscopic parameters with the same accuracy as

demonstrated for closed-shell molecules. Computational spectroscopic characterizations can

therefore be used to guide laboratory experiments, and when the latter are not viable, cal-

culations can be further improved by the empirical scaling procedure described above and

directly used to support astronomical searches. However, from a theoretical point of view,

new developments are required in order to improve the predictive capabilities because of the

lack of some implementations. To give an example, to the best of our knowledge, a CCSD(T)

implementation for the computation of electron spin-nuclear spin coupling constants, impor-

tant for the prediction of the rotational spectrum of radicals, is still missing.
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: From Molecules through Nanoparticles to Grains (Wiley-VCH Verlag GmbH & Co.,

2015), ISBN 9783527408894.

6. D. E. Woon and E. Herbst, Astrophys. J. Suppl. Ser. 185, 273 (2009), URL

http://stacks.iop.org/0067-0049/185/i=2/a=273.

7. Q. Yu, J. M. Bowman, R. C. Fortenberry, J. S. Mancini, T. J. Lee, T. D. Crawford,

W. Klemperer, and J. S. Francisco, J. Phys. Chem. A 119, 11623 (2015).

8. C. W. B. Jr, E. Peeters, and L. J. Allamandola, Astrophys. J. 697, 311 (2009), URL

http://stacks.iop.org/0004-637X/697/i=1/a=311.

9. R. Peverati, P. P. Bera, T. J. Lee, and M. Head-Gordon, Astrophys. J. 830, 128 (2016),

URL http://stacks.iop.org/0004-637X/830/i=2/a=128.

10. B. Finney, R. C. Fortenberry, J. S. Francisco, and K. A. Peterson, J. Chem. Phys. 145,

124311 (2016), URL http://dx.doi.org/10.1063/1.4963337.

11. R. C. Fortenberry, Int. J. Quantum Chem. 117, 81 (2017), ISSN 1097-461X, URL

http://dx.doi.org/10.1002/qua.25180.

55



12. C. Puzzarini, Int. J. Quantum Chem. 117, 129 (2017), ISSN 1097-461X, URL

http://dx.doi.org/10.1002/qua.25284.

13. A. Candian and C. J. Mackie, Int. J. Quantum Chem. 117, 146 (2017), ISSN 1097-

461X, URL http://dx.doi.org/10.1002/qua.25292.

14. J. Tennyson and S. N. Yurchenko, Int. J. Quantum Chem. 117, 92 (2017), ISSN 1097-

461X, URL http://dx.doi.org/10.1002/qua.25190.

15. V. Barone, M. Biczysko, and C. Puzzarini, Acc. Chem. Res. 48, 1413 (2015), URL

http://dx.doi.org/10.1021/ar5003285.

16. Access to the entire primos data set, specifics on the observing strategy, and over-

all frequency coverage information is available., (last visited: 5 May 2017), URL

http://www.cv.nrao.edu/ aremijan/PRIMOS/.

17. J. L. Neill, M. T. Muckle, D. P. Zaleski, A. L. Steber, B. H. Pate, V. Lattanzi,

S. Spezzano, M. C. McCarthy, and A. J. Remijan, Astrophys. J. 755, 153 (2012),

URL http://stacks.iop.org/0004-637X/755/i=2/a=153.

18. B. A. McGuire, P. B. Carroll, R. A. Loomis, I. A. Finneran, P. R. Jewell, A. J.

Remijan, and G. A. Blake, Science 352, 1449 (2016), ISSN 0036-8075, URL

http://science.sciencemag.org/content/352/6292/1449.

19. C. Puzzarini, M. Biczysko, J. Bloino, and V. Barone, Astrophys. J. 785, 107 (2014),

URL http://stacks.iop.org/0004-637X/785/i=2/a=107.

20. J. E. Elsila, D. P. Glavin, and J. P. Dworkin, Meteorit. Planet. Sci. 44, 1323 (2009),

ISSN 1945-5100.

21. M. P. Callahan, K. E. Smith, H. J. Cleaves, J. Ruzicka, J. C. Stern, D. P. Glavin,

C. H. House, and J. P. Dworkin, Proc. Nat. Acad. Sci. USA 108, 13995 (2011), URL

http://www.pnas.org/content/108/34/13995.abstract.

22. V. Barone, M. Biczysko, J. Bloino, and C. Puzzarini, Phys. Chem. Chem. Phys. 15,

10094 (2013), URL http://dx.doi.org/10.1039/C3CP50439E.

56



23. V. Barone, M. Biczysko, J. Bloino, P. Cimino, E. Penocchio, and

C. Puzzarini, J. Chem. Theory Comput. 11, 4342 (2015), URL

http://dx.doi.org/10.1021/acs.jctc.5b00580.

24. V. Barone, M. Biczysko, J. Bloino, and C. Puz-

zarini, J. Chem. Phys. 141, 034107 (2014), URL

http://scitation.aip.org/content/aip/journal/jcp/141/3/10.1063/1.4887357.

25. C. Puzzarini, M. Biczysko, V. Barone, L. Largo, I. Peña, C. Cabezas, and J. L. Alonso,

J. Phys. Chem. Lett. 5, 534 (2014).

26. F. Vazart, D. Calderini, C. Puzzarini, D. Skouteris, and V. Barone, J. Chem. Theory

Comput. 12, 5385 (2016).

27. A. G. G. M. Tielens, Rev. Mod. Phys. 85, 1021 (2013), URL

https://link.aps.org/doi/10.1103/RevModPhys.85.1021.

28. J. Pesonen and L. Halonen, Adv. Chem. Phys. (John Wiley & Sons, Inc., 2003), vol.

125, chap. Recent Advances in the Theory of Vibration-Rotation Hamiltonians, pp.

269–349, ISBN 9780471428022, URL http://dx.doi.org/10.1002/0471428027.ch4.
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J. Vázquez, and J. F. Stanton, J. Chem. Phys. 121, 11599 (2004).
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