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Results on Adaptive Output Regulation for Linear Systems
by Least-Squares Identifiers

Michelangelo Bin?, Lorenzo Marconi? and Andrew R. Teel†

Abstract— In this paper we propose an adaptive regulator
for general multivariable linear systems to deal with references
and disturbances generated by an unknown exosystem. The
proposed regulator merges a continuous-time internal model
and a discrete-time least-squares identifier that adapts the
internal model parameters. We show that, under a suitable
persistence of excitation condition, asymptotic regulation is
achieved whenever an upper bound on the dimension of the
exosystem is known.

I. INTRODUCTION

The problem of output regulation for general multivari-
able linear systems has been solved in the late 70s in the
seminal works of [1], [2], [3], under the assumption that the
exogenous signals acting on the system are generated by a
known finite-dimensional linear system, referred to as the
exosystem. Nevertheless, when the exosystem is uncertain
or unknown, the design of asymptotic regulators for general
multivariable linear systems is still an open problem. Most of
the available results in the field of adaptive regulation have
been obtained in the early 2000s in the context of minimum-
phase single-input-single-output (SISO) normal forms. Un-
certain linear exosystems have been considered for instance
in [4], [5] for nonlinear systems in output feedback form,
with adaptation that is carried out by means of adaptive
backstepping techniques. Nonlinear SISO normal forms in
a semiglobal setting have been considered in [6], [7] and in
[8], [9], where in the latter ones adaptation that is carried out
in a hybrid framework, in which different continuous and
discrete-time system identification techniques can be used.
The same class of systems has been considered also in [10],
where uncertainties in unknown linear exosystems are dealt
with by using immersion arguments, rather than adaptation
(this idea was extended to some nonlinear exosystems in
[11], [12]).

Other adaptive designs for SISO linear systems that do
not need the minimum-phase assumption can be found for
instance in [13], [14] while multivariable linear systems have
been studied in [15], under minimum phase assumptions
and in [16] where, however, only state-feedback tracking
is addressed. Despite the large number of contributions in
the field, the problem of asymptotic regulation for general
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multivariable linear systems in presence of unknown ex-
osystem is thus, at the best knowledge of the authors, still
open. In this paper we make a step toward this goal, by
proposing a solution to deal with parametric uncertainties in
the exosystem. We consider here general multivariable linear
systems, not necessarily minimum-phase with respect to the
regulated errors, and linear exosystems. We suppose to know
an upper bound on the dimension of the exosystem and on
the unknown parameters. The regulator relies on the use of a
discrete-time adaptation law, and the analysis is carried out
in a hybrid systems framework.

Notation: R denotes the set of real numbers, R+ := [0,∞)
and N denotes the set of natural numbers (0 included). We
denote by | · | the vector or matrix 2-norm. With A ⊂ Rn, for
x ∈ Rn we let |x|A := infa∈A |a−x| indicate the usual point-
set distance. For a square matrix A, σ(A) denotes the set of
eigenvalues of A and ϕA(s) its characteristic polynomial.
For a function f : Rn → R and a vector field g : Rn →
Rn, Lgf(x) denotes the Lie derivative of f(·) along g(·) on
x ∈ Rn. For what concerns the notation and basic notions on
hybrid systems the reader is referred to [17], [18], [19]. With
x a hybrid arc defined on a hybrid time domain domx, for
j ∈ N, we let tj = min{t ∈ R : (t, j) ∈ domx}. When the
flow and jump sets are omitted in the definition of a system
they are intended to be the whole state space.

II. PROBLEM FORMULATION

We consider linear systems of the form

ẋ = Ax+Bu+ Pw

y = Cx+Qw
(1)

with state x ∈ Rnx , control input u ∈ Rnu , measured output
y ∈ Rny and with w ∈ Rnw that represents the exogenous
signals acting on the system and that we suppose to be
generated by an unknown linear exosystem of the form

ẇ = Sw . (2)

We associate to (1) the outputs e ∈ Rne , referred to as the
regulation errors and defined by

e = Cex+Qew . (3)

We extend (1), (2) into the hybrid system{
ẇ = Sw
ẋ = Ax+Bu+ Pw

{
w+ = w
x+ = x

(4)

and we consider the following problem:



Definition 1 (Output Regulation Problem) Find a regula-
tor of the form

ẋc ∈ Fc(xc, y) (xc, yc) ∈ Cc
x+
c ∈ Gc(xc, y) (xc, yc) ∈ Dc

(5)

with state xc taking values in an Euclidean space Xc, input
y and output

u = γc(xc, y) ,

such that all the solutions to the closed-loop system (4), (5)
are bounded and satisfy

lim
(t,j)∈dom e
t+j→∞

e(t, j) = 0 .

In the following we assume that the regulation errors
(3) belong to the measured outputs1, i.e. that y can be
decomposed as y = col(e, ym), with ym representing those
outputs that need not to vanish at the steady state but that
might be useful for stabilisation purposes. For what concerns
the exosystem (2), we suppose that its solutions range in a
(arbitrarily large) compact set W ⊂ Rnw , and we suppose
to know an upper bound d of its dimension nw. Finally,
for what concerns the plant, we shall assume that (A,B) is
stabilisable, (C,A) is detectable and that2 rankB = nu ≥
ne = rankCe.

III. REGULATOR STRUCTURE

In this section we construct a regulator of the form (5)
that solves the output regulation problem for system (1),
(2), provided that some mild structural assumptions hold and
that a suitable persistence of excitation condition is fulfilled.
With reference to Figure 1, the regulator is composed of
an internal model block and a stabiliser. The internal model
block is the component of the control system that asymptot-
ically must implement an internal model of the exogenous
signals, and it is where adaptation takes place. The stabiliser
is a dynamical system whose duty is to robustly stabilise
the cascade of the plant and the internal model block. The
internal model block is composed of a continuous-time part,
referred to as the internal model unit, and a discrete-time
part, referred to as the identifier. The internal model unit
consists of a parametrised continuous-time compensator with
the property that, if the matrix S were perfectly known, it
would implement a classical internal model compensator of
the kind proposed in [3]. The identifier is a discrete-time
system that processes the available measures to adapt the
parameters of the internal model unit. The main idea behind
this design consists in using the identifier to learn which are
the optimal parameters that make the internal model unit the
right compensator able to balance the effect of the exogenous
signals. In the following subsections we detail the structure
of the internal model unit and the identifier.

1As readability (in the sense of [20]) of e from y is necessary to obtain a
structurally stable solution, there is not much loss of generality in assuming
that e is directly included in the available measurements.

2In this respect, we note that, whenever the plant is augmented with an
internal model compensator, rankB ≥ rankCe is necessary to obtain
stabilisability of the cascade.

plant

ẇ = Sw

Int. Model Unit

identifier

Int. Model Block

Stabiliser

e
w θ (η, e)

ym

(η, θ)
u

Fig. 1. Block-diagram of the closed-loop system.

A. The Internal Model Unit

With d ∈ N any upper bound of nw = dimw, we define
the internal model unit as a system with state η ∈ Rned
satisfying the following equations

η̇ = Φ(θ)η +Ge
η+ = η

(6)

where

Φ(θ) :=

(
0ne(d−1)×ne Ine(d−1)

θT ⊗ Ine

)
G :=

(
0ne(d−1)×ne

Ine

)
and with θ ∈ Rd that is a parameter which, as it will be
specified later, will be adapted by the identifier subsystem.
The characteristic polynomial of Φ(θ) reads as

ϕΦ(θ)(s) =
(
sd − θdsd−1 − · · · − θ2s− θ1

)ne
. (7)

As a consequence, whenever S is known, (7) can be used
to implement a classical continuous-time internal model
compensator, by choosing θ to be any vector such that the
matrix S solves (7). As in this framework S is not known,
we will use the identifier subsystem to move θ toward the
best value possible. We define the set

Q :=

{
θ ∈ Rd : rank

(
A− λI B
Ce 0

)
< nx + ne,

λ ∈ σ(Φ(θ))

}
,

and, with Θ ⊂ Rd an arbitrary compact set and r > 0 and
arbitrary constant, we let

E :=
{
θ ∈ Rd : |θ|Q ≥ r

}
∩Θ . (8)

Then the following fact holds:

Lemma 1 Let rankCe = ne ≤ nu = rankB. Then the pair((
A 0
GCe Φ(θ)

)
,

(
B
0

))
is stabilisable/controllable for all θ ∈ E if and only if (A,B)
is stabilisable/controllable. Moreover, the pair((

C 0
0 I

)
,

(
A 0
GCe Φ(θ)

))



is detectable/observable for all θ ∈ E if and only if (C,A)
is detectable/observable.

In the forthcoming section, when we will construct the
identifier subsystem, we will constraint θ to range in the
set E . In view of (7), in this way we limit the number of
regulation problems for which asymptotic regulation can be
achieved to those in which the values of θ such that S solves
(1) are in E . Nevertheless, without projecting θ to E , the
controllability of the cascade of the plant and the internal
model unit would strongly depend on the trajectories of θ
and thus, indirectly, from the unknown exogenous signals and
from the state (x, η) itself. As Lemma 1 states, the projection
on E permits breaking this loop by conferring to the cascade
of the plant and the internal model unit stabilisability and
detectability properties that are independent of θ.

B. The Identifier

We introduce the identifier subsystem in a generic form
as a system that solves dynamically an abstract discrete-
time identification problem. This permits stating some of
its general properties that will play a determinant role in
the convergence of e to zero. Later we will interconnect the
identifier to the internal model unit, obtaining the internal
model block. In the following, for a given p ∈ Rned, we let
p1, . . . , pd denote the elements of Rne such that

p = col(p1, . . . , pd), pi ∈ Rne , (9)

namely, the pi’s are defined by taking successive chunks of
ne components from p. Then we define the matrix

γ(p) :=
(
p1 p2 · · · pd

)T ∈ Rd×ne .

Given two inputs α and β with values respectively in Rned
and Rne , we define the identifier subsystem as a discrete-time
system defined on the state space Z := Rd×d×Rd×Rd, with
state z := (R, v, θ) and input (α, β), fulfilling the following
equations Ṙ = 0

v̇ = 0

θ̇ = 0

 R+ = µR+ γ(α)γ(α)T

v+ = µv + γ(α)β
θ+ ∈ pE((R

+)†v+)
(10)

where ·† denotes the Moore-Penrose pseudo inverse, µ ∈
(0, 1) is a design parameter and pE(·) the projection map
θ 7→ pE(θ) := arg infθE∈E |θ − θE |. We endow Rd×d × Rd
with the norm |(R, v)| := |R|+ |v|.

The role of (10) is to find, given an input (α, β), the vector
of parameters θ such that the model

β =

d∑
i=1

θiα
i (11)

fits “at best” the measured samples of (α, β) obtained at
each jump. We make the concept of goodness of a model of
the kind (11) rigorous by introducing the following function.
With A(Rd,R+) the set of hybrid arcs Rd → R+, we as-
sociate to each input (α, β) a function Jα,β : dom(α, β)→

A(Rd,R+) defined by

Jα,β(θ)(t, j) :=

j∑
i=0

µj−i|β(ti, i)− (θT ⊗ Ine)α(ti, i)|2 .

(12)
The function (12) is, at each (t, j) ∈ dom(α, β), the
weighted sum of the squares of the prediction errors of the
model (11) evaluated during the jump times, with µ that plays
the role of a forgetting factor. For this reason, we refer to
(17) as a least squares identifier. We associate to (12) the
following (set-valued) map

θ◦α,β(t, j) := arg min
θ∈Rd

Jα,β(θ)(t, j) , (13)

whose value at each (t, j), contains the “optimal” parameters
θ that minimise (12).

The intuition behind the definition of the identifier (10), in
relation to the minimisation problem induced by (12), resides
in the fact that the optimal trajectory (13) can be proved to
satisfy

θ◦α,β(t, j) =
{
θ ∈ Rd : R?(t, j)θ = v?(t, j)

}
, (14)

being

R?(t, j) :=

j∑
i=0

µj−iγ(α(tj , j))γ(α(tj , j))
T

v?(t, j) :=

j∑
i=0

µj−iγ(α(tj , j))β(t, j)T .

(15)

As stated in more general terms in the forthcoming Propo-
sition, it can be shown that R? and v? satisfy the first two
equations of (10) and such solution is (robustly) asymptot-
ically stable. It is worth noting, moreover, that while the
definition of (12) requires in principle an unbounded number
of samples, the information that is necessary to define (14)
can be encoded in the finite dimensional quantities R? and
v?, and this permits to track the optimal trajectory (13) with
a finite-dimensional system.

We now consider the identifier (10) subject to an input
(α, β) given by α = α∗+δα, β = β∗+δβ , with (α∗, β∗) an
ideal input and (δα, δβ) an additive disturbance. Then (10)
has the following properties.

Proposition 1 For each bounded inputs (α?, β?), (δα, δβ) ∈
Rned × Rne , there exist R? : dom(α?, β?) → Rd×d and
v? : dom(α?, β?)→ Rd such that the following hold

1) ((R?, v?), (α?, β?)) is a solution pair to the subsystem
(R, v) of (10) and the corresponding “unconstrained
output” θ?u := (R?)†v? satisfies

θ?u(t, j) ∈ θ◦α?,β?(t, j) .

2) There exists a differentiable function U : Rd×d×Rd →
R+ and constants λ, λ̄ > 0 such that, with R̃ := R −
R? and ṽ := v − v?, the following hold:

a) λ|(R̃, ṽ)|2 ≤ U(R̃, ṽ) ≤ λ̄|(R̃, ṽ)|2,



b) By letting (α, β) := (α?, β?) + (δα, δβ) and
(R̃+, ṽ+) := (µR + γ(α)γ(α)T , µv + γ(α)β) −
(µR? + γ(α?)γ(α?)T , µv? + γ(α?)β?), then

U(R̃+, ṽ+) ≤ µU(R̃, ṽ) + ρ|(δα, δβ)|2

for all z̃ ∈ Z .

We associate to the input α the following persistence of
excitation concept.

Definition 2 (Persistently exciting input) Let J ∈ N and
ε > 0. A complete hybrid input α : domα → Rned is said
to be (J, ε)-persistently exciting if, for all j ≥ J

minσ

(
j∑
i=0

µj−iγ(α(tj , j))γ(α(tj , j))
T

)
≥ ε . (16)

In the following we will often abbreviate “(J, ε)-persistently
exciting” with “(J, ε)-PE”. The following Lemma relates
persistence of excitation of α with those of α? and, thus, with
single-valuedness of the map θ◦α,β(t, j), when the disturbance
δα is small enough at the jump times.

Lemma 2 Let α be bounded. Then for any ε > 0 there
exists δ̄ > 0 such that, if α is (J, ε)-PE for some J ∈ N and
|δ(tj , j)| ≤ δ̄ for all j ≥ J , then there exists ε′ > 0 such
that α? is (J, ε′)-PE. Moreover, θ◦α?,β?(t, j) is a singleton
for all (t, j) ∈ domα? ∩ N≥J × R.

With the above definitions in mind, we interconnect the
identifier (10) to the internal model unit (6) by letting α = η
and β = (θT ⊗ Ine)η + e, thus obtaining Ṙ = 0

v̇ = 0

θ̇ = 0

 R+ = µR+ γ(η)γ(η)T

v+ = µv + γ(η)((θT ⊗ Ine)η + e)
θ+ ∈ pE((R

+)†v+) .
(17)

C. The Stabiliser

We construct the stabiliser subsystem as the composition
of a continuous-time output feedback controller for the cas-
cade (x, η, z) (designed to ensure global exponential stability
when w = 0) and a clock subsystem that activates the update
law of the identifier periodically. In particular, we define the
following system{

τ̇ = 1

ξ̇ = Hξ(θ)ξ +Hy(θ)y +Hη(θ)η

(τ, ξ, y, η, θ) ∈ [0, T ]× Rnξ+ny+(ne+1)d{
τ+ = 0
ξ+ = ξ

(τ, ξ, y, η, θ) ∈ {T} × Rnξ+ny+(ne+1)d

(18)

with state (τ, ξ) ∈ R× Rnξ , nξ ∈ N and output

u = Dξ(θ)ξ +Dy(θ)y +Dη(θ)η . (19)

The subsystem τ is a periodic clock, with the period T that,
as detailed in Proposition 2, will need to be taken sufficiently

large to achieve closed-loop stability. The subsystem ξ is
instead a continuous-time system that must guarantee a
stable behaviour between two successive updates of θ. The
functions Hξ, Hy , Hη , Dξ, Dy and Dη are chosen such that
P1) They are locally Lipschitz functions of θ.
P2) The matrix

F (θ) =

A+BDy(θ)C BDη(θ) BDξ(θ)
GCe Φ(θ) 0

Hy(θ)C Hη(θ) Hξ(θ)


(20)

is Hurwitz for all θ ∈ E .
We remark that P1 and P2 can be always achieved. As a
matter of fact, the only matrix in the equations of (x, η)
that depends on θ is Φ(θ), whose dependency is smooth.
Moreover, as θ is available for feedback, then in view of
Lemma 1, P2 can be always achieved.

IV. MAIN RESULT

Denote, for convenience, w := col(w, τ), χ := (x, η, ξ),
fw(w) := col(Sw, 1), gw(w) := col(w, 0), Gz(z, χ) :=
{µR+γ(η)γ(η)T }×{µv+γ(η)((θT⊗Ine)η+e)}×pE((µR+
γ(η)γ(η)T )†(µv + γ(η)((θT ⊗ Ine)η + e)) and E(θ) :=
col(P + BDy(θ)Q,GQe, Hy(θ)Q). Then, the closed loop
system reads as follows ẇ = fw(w)

χ̇ = F (θ)χ+ E(θ)w
ż = 0

(w, χ, z) ∈ C w+ = gw(w)
χ+ = χ
z+ ∈ Gz(z, χ)

(w, χ, z) ∈ D

(21)

having defined3 C := W × [0, T ] × Rnχ × Z and D :=
W × {T} × Rnχ ×Z and nχ := nx + ned+ nξ.

As long as nw ≤ d, there exists ω ∈ Rd such that the
exosystem’s state matrix S satisfies

Sd + ω1S
d−1 + · · ·+ ωd−1S + ωdI = 0 . (22)

As mentioned in Section III-A, if the internal model unit (6)
is implemented with θ = −ω, for any ω for which (22) holds,
then asymptotic regulation is achieved. As we constrained θ
to range in E , we make the following assumption

A1) nw ≤ d and at least one ω ∈ Rd for which (22) holds
is in E .

Then the following result holds.

Proposition 2 Let (18) be chosen to satisfy P1 and P2.
Then there exists T ?1 , such that if T ≥ T ?1 , all the maximal
trajectories of (21) are complete and bounded. If in addition
A1 holds, then for each ε > 0 there exists T ?2 ≥ T ?1 such
that, if T ≥ T ?2 , along each complete solution to (21) for

3In the definition of C and D we restricted the flow and jump sets of w to
equal the compact set W . In this way we consider only solutions for which
w(t) ∈W . Since W is assumed to be forward invariant for the exosystem
(2), we maintain completeness of the solutions.



which η is (J, ε)-persistently exciting for some J ∈ N, the
following holds

lim
(t,j)∈dom e
t+j→∞

e(t, j) = 0 . (23)

The proposed regulator ensures boundedness of all the tra-
jectories if T is chosen larger than a quantity that depends
only on the closed-loop system data. Convergence of the
regulation errors to zero is though more complex. It is in
fact guaranteed only along the trajectories for which η is
(J, ε)-PE, for some (J, ε) ∈ N × R>0, and only if T is
larger than a constant that, in general, depends on ε (but
that is common for all the (J, ε)-PE trajectories). Moreover,
we stress that there is no uniformity in the convergence
(23). In fact, the convergence rate is determined by the
particular J for which the (J, ε)-PE condition holds. This,
however, matches with the intuition that the outcome of the
identifier (17) becomes “meaningful“ only after such jump
time. In conclusion, uniformity in the choice of T ?2 and in the
convergence (23) is possible only inside the class of solutions
to the closed-loop system that are (J, ε)-PE with the same J
and ε.

As a final remark we want to underline that Proposition
2 results from a delicate interplay between identification
and feedback, and in this respect it is interesting to make
a connection to the theory of “iterative identification and
control” [21] and “dual control” [22]. The identifier (10) is
constructed to robustly solve a generic identification problem
(cast as the optimization problem of minimizing (12)) defined
on generic input-output pairs (α, β). The stabilizer, on the
other hand, is built to stabilize a system parametrized by
θ without caring about its updates. What makes their in-
terconnection to work is that a) for each constant θ, if the
flow times are large enough, the stabiliser ensures that the
closed-loop system eventually gets close to a steady state
(parametrized by θ) before the successive jump; b) when the
jump comes, the identifier thus works on input-output pairs
that are very close to steady-state quantities and c) under
the PE condition of Definition 16, the identification problem
associated to such steady state quantities has a single solution
that does not depend on the particular θ and, thus, the update
always points towards the “right direction”.

V. A NUMERICAL EXAMPLE

In this section we apply the regulator developed in the
previous sections to a system of the form (1) with

A =

1 0 1
0 1 1
1 0 0

 , B =

0 0
2 0
1 2

 , C =

(
0 1 0
0 0 1

)
.

The control goal is to drive y1 = x2 to zero and y2 = x3 to
a set point y∗2 ∈ R, despite the disturbance Pw. We suppose
that the signal w is generated by an exosystem of the form
(2) with S := blkdiag(S1, S2, S3), where

S1 =

(
0 1
−γ2

1 0

)
, S2 =

(
0 1
−γ2

2 0

)
, S3 = 0
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Fig. 2. Simulation results: The first plot depicts the time evolution of the
state x, the second one the regulation error e and the third one the evolution
of the parameters θ.
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Fig. 3. Simulation results: zoom on the regulation errors e.

and with γ1, γ2 ∈ R unknown parameters. We let

Q =

(
0 0 0 0 0
0 0 0 0 −1

)
and we define the regulation errors as e = y, so that the
exosystem with w3(0) = y∗2 models the desired reference
signal and a disturbance Pw that is given by the composition
of a constant term and two harmonics at frequencies γ1 and
γ2 whose amplitude are defined by the initial condition of
w and on the matrix P .

It is worth noting that if we let x∗ := Πw and u∗ := Γw
be the corresponding steady state functions such that e∗ :=
Cx∗+Qw = 0, then, by letting x̃ := x−x∗, we obtain that
e = 0 implies4

˙̃x1 = x̃1 ,

so that the plant considered is not minimum phase relative to
the graph of Π. As a consequence this example does not fit
in the frameworks addressed in the existing literature. Figure
2 shows the result of a simulation of the proposed control
system implemented with d = 5, µ = 0.8 and with T = 30s.
Figure 3 shows instead a zoom on the regulation errors. In
the simulation we let y∗2 = −5, γ1 = 1, γ2 = 2, w(0) =

4This can be verified by noting that Π and Γ fulfil the regulator equations
ΠS = AΠ + BΓ + P and 0 = CΠ + Q, and that e = 0 implies x̃2 =
x̃3 = 0.



col(2,−1, 1,−1, y∗2), x(0) = col(10, 21,−22) and

P =

1 0 1 0 1
2 1 1 0 0
0 0 1 1 1

 .

VI. CONCLUSIONS AND FUTURE WORKS

In this paper we proposed a control design to address a
class of output regulation problems for linear systems in
presence of uncertainties in the exosystem. The proposed
regulator combines a continuous-time system, implementing
a canonical internal model-based output-feedback compen-
sator, and a discrete-time identifier that adapts the internal
model parameters. We presented a result saying that the regu-
lator ensures boundedness of the closed-loop trajectories and,
along the solutions that satisfy a persistence of excitation
condition, asymptotic regulation is achieved. Future research
will focus on a) the analysis and extension of this control
paradigm to the cases of more general plants modelled
by nonlinear differential inclusions, b) The integration in
the framework of more general identifiers, by eventually
introducing the support for stochastic identifiers and c) The
analysis of the system behaviour in presence of exosystems
with unknown order and along trajectories that are not
persistently exciting.
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