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CLASSIFICATION OF SIMPLE LINEARLY COMPACT KANTOR TRIPLE SYSTEMS

OVER THE COMPLEX NUMBERS

NICOLETTA CANTARINI, ANTONIO RICCIARDO, AND ANDREA SANTI

Abstract. Simple finite-dimensional Kantor triple systems over the complex numbers are
classified in terms of Satake diagrams. We prove that every simple and linearly compact Kan-
tor triple system has finite dimension and give an explicit presentation of all the classical and
exceptional systems.
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1. Introduction

Let (A, ·) be an associative algebra. Then the commutative product

a ◦ b =
1

2
(a · b + b · a)

1

http://arxiv.org/abs/1710.05375v3


2 NICOLETTA CANTARINI, ANTONIO RICCIARDO, AND ANDREA SANTI

and the skew-commutative product

[a,b] =
1

2
(a · b − b · a)

define on A a Jordan algebra and a Lie algebra structure, respectively. A deep relationship
between these two kinds of algebras is given by the so-called Tits-Kantor-Koecher construc-
tion (TKK) [25, 30, 47], which establishes a bijection between isomorphism classes of Jordan
algebras and isomorphism classes of Lie algebras endowed with a short grading induced by
an sl(2)-triple.

Motivated by the work of Koecher on bounded symmetric domains [31], Meyberg ex-
tended the TKK correspondence to Jordan triple systems [37]. These are in fact particular
examples of the so-called Kantor triple systems:

Definition 1.1. [26] A Kantor triple system (shortly, KTS) is a complex vector spaceV endowed
with a trilinear map (·, ·, ·) : ⊗3V → V satisfying the following axioms:

(i) (uv(xyz)) = ((uvx)yz) − (x(vuy)z) + (xy(uvz)),
(ii) KKuv(x)y = K(yxu)v − K(yxv)u,

where u, v, x,y, z ∈ V and Kxy : V → V is defined by Kxy(z) = (xzy) − (yzx).

Kantor triple systems are also known as generalized Jordan triple systems of the second
kind or (−1, 1)-Freudenthal-Kantor triple systems. In this paper we will deal with linearly
compact systems which may have infinite dimension. In this case we also assume that the
triple product is continuous. We will refer to Kxy as the “Kantor tensor” associated to x,y ∈
V . Note that a Jordan triple system is precisely a KTS all of whose associated Kantor tensors
vanish.

Definition 1.2. A subspace I ⊂ V of a Kantor triple system V is called:

(i) an ideal if (VVI) + (VIV) + (IVV) ⊂ I,
(ii) a K-ideal if (VVI) + (IVV) ⊂ I,

(iii) a left-ideal if (VVI) ⊂ I.

If V is linearly compact, we also assume that I is closed in V .

We say that V is simple (resp. K-simple, resp. irreducible) if it has no non-trivial ideals (resp.
K-ideals, resp. left-ideals).

Simple finite-dimensional Jordan triple systems over an algebraically closed field were
classified by Loos [34]. The main aim of this paper is to systematically address the case
where not all Kantor tensors are trivial. We remark that such a KTS is either K-simple or it is
polarized, i.e., it has a direct sum decomposition V = V+ ⊕ V− satisfying (V±V∓V±) ⊂ V±

and (V±V±V) = 0 (see, e.g., [3]). The classification problem is thus reduced to the study of
K-simple linearly compact KTS, that is the primary object of study in this paper.

Definition 1.3. Let V andW be two KTS. A bijective linear map ϕ : V →W is called:

(i) an isomorphism if ϕ(xyz) = (ϕxϕyϕz) for all x,y, z ∈ V ,
(ii) a weak-isomorphism if there exists another bijective linear map ϕ ′ : V → W such that

ϕ(xyz) = (ϕxϕ ′yϕz) for all x,y, z ∈ V .

If V andW are linearly compact, we also assume that ϕ and ϕ ′ are continuous.

Starting from a (finite-dimensional) Kantor triple systemV , Kantor constructed aZ-graded
Lie algebra g = g−2⊕· · ·⊕g2 with g−1 ≃ V and endowed with a C-linear grade-reversing in-
volution σ : g → g (see §2.2 for the definition). The Lie algebra g is defined as an appropriate
quotient of a subalgebra of the (infinite-dimensional) universal graded Lie algebra gener-
ated by V (see also e.g. [24, §3]) and if V is a Jordan triple system then g−2 = g2 = 0. Kantor
then used this correspondence to classify the K-simple finite-dimensional KTS, up to weak-
isomorphisms [26]. Dealing with weak-isomorphisms instead of isomorphisms amounts
to the fact that triple systems associated to the same grading but with different involutions
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are actually regarded as equivalent. The structure theory of Kantor triple systems (up to
weak-isomorphisms) has been the subject of recent investigations, see [3, 16, 41, 14, 27].

The classification problem of K-simple KTS up to isomorphisms has been completely
solved only in the real classical case by H. Asano and S. Kaneyuki [6, 24]. The exceptional
case is more intricate and an interesting class of models has been constructed in the com-
pact real case by D. Mondoc in [39, 38], making use of the structure theory of tensor products
of composition algebras pioneered in [2]. Upon complexification, the finite-dimensional K-
simple KTS obtained in [38] correspond exactly to the class of KTS of extended Poincaré type
that we introduce in this paper in terms of spinors and Clifford algebras.

Although various examples of K-simple KTS are available in literature, a complete list
is still missing. Our work aims to fill this gap and it provides the classification of linearly
compact complex K-simple KTS up to isomorphisms.

We depart in §2 with a simplified version of Kantor’s original correspondence V ⇔ (g,σ),
which makes use of Tanaka’s approach to transitive Lie algebras of vector fields [45, 46] and
can easily be adapted to linearly compact KTS — reducing the problem of classifying KTS to
the problem of classifying such pairs. Furthermore, in §3 we develop a structure theory of
grade-reversing involutions which holds for all finite-dimensional simpleZ-graded complex
Lie algebras and establish in this way an intimate relation with real forms (see Theorem 3.8).

The isomorphism classes of finite-dimensional K-simple KTS can be deduced by an ana-
lysis of the Satake diagrams, which is carried out in §3 and summarized in Corollary 3.10.
In Theorem 3.11 we show that also the Lie algebra of derivations of any finite-dimensional
K-simple KTS can be easily read off from the associated Satake diagram.

It is worth pointing out that the results contained in section §3 hold for gradings of finite-
dimensional simple Lie algebras of any depth and therefore provide an abstract classification
of all the so-called generalized Jordan triple systems of any kind ν > 1 (ν = 1 are the Jordan
triple systems, ν = 2 the Kantor triple systems).

A complete list of simple, linearly compact, infinite-dimensional Lie algebras consists, up
to isomorphisms, of the four simple Cartan algebras, namely, W(m), S(m), H(m) and K(m),
which are respectively the Lie algebra of all formal vector fields in m indeterminates and
its subalgebras of divergence free vector fields, of vector fields annihilating a symplectic
form (form even), and of vector fields multiplying a contact form by a function (form odd)
[11, 17]. It can be easily shown using [22, 23] that none of these algebras admits a non-
trivial Z-grading of finite length and hence, by the TKK construction for linearly compact
KTS (Theorem 2.8 and Theorem 2.9), we immediately arrive at the following result.

Theorem 1.4. Any K-simple linearly compact Kantor triple system has finite dimension.

Note that, consistently, a similar statement holds for simple linearly compact Jordan al-
gebras, see [43].

In the finite-dimensional case a complete list, up to isomorphisms, of K-simple KTS con-
sists of eight infinite series, corresponding to classical Lie algebras, and 23 exceptional cases,
corresponding to exceptional Lie algebras.

The classical KTS are described in §4 and they are the complexifications of the compact
simple KTS classified in [24] (see Theorem 4.6).

The KTS of exceptional type can be divided into three main classes, depending on the
graded component g−2 of the associated Tits-Kantor-Koecher algebra g = g−2 ⊕ · · · ⊕ g2.
(Some authors refer to this Lie algebra simply as the Kantor algebra.) We say that V is:

(i) of contact type if dim g−2 = 1;
(ii) of extended Poincaré type if g−2 = U and g0 is the Lie algebra direct sum of so(U), of

the grading element CE and of a reductive subalgebra acting trivially on g−2;
(iii) of special type otherwise.

We determine these KTS in §5, §6 and §7 respectively; we start with those of extended Poin-
caré type as this requires some preliminaries on Clifford algebras, which turn out to be useful
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for some KTS of contact type too. Our description of the products of extended Poincaré type
in terms of spinors gives an alternative realization of the KTS studied by D. Mondoc and it is
inspired by the appearance of triple systems in connection with different kinds of symmet-
ries in supergravity theories (see e.g. [18, 28]). In particular, we use some results from [4, 5]
and rely on Fierz-like identities which are deduced from the Lie bracket in the exceptional
Lie algebras. The KTS of contact type are all associated to the unique contact grading of a
simple complex Lie algebra and they are supported over S3C2, Λ3

0C
6, Λ3C6, the semispinor

module S+ in dimension 12 and the 56-dimensional representation F of E7. We shall stress
again that a contact grading has usually more than one associated KTS; for instance F ad-
mits two different products, with algebras of derivations E6 ⊕ C and sl(8,C), respectively.
Finally, there are two KTS of special type, which are supported over V = Λ2(C5)∗ ⊗ C2 and
V = Λ3(C7)∗, and associated to the Lie algebras E6 and E7, respectively.

All details on products, including their explicit expressions, are contained in the main
results ranging from Theorem 5.5 in §5.1 to Theorem 7.3 in §7.2.

Before concluding, we would like to briefly discuss the role of KTS in Physics. Nonlin-
ear realizations of 3-graded Lie algebras associated via the TKK correspondence to Jordan
triple systems have been usually referred to as “conformal realizations”, in analogy with the
natural decomposition of the d-dimensional conformal algebra so(2,d). “Quasi-conformal”
geometric realizations of 5-graded Lie algebras g = g−2 ⊕ · · · ⊕ g2 arise naturally within the
framework of N = 2 Maxwell-Einstein supergravity in four dimensions [19] and they have
been considered in e.g. [18, 41]. An explicit characterization of the triple products appears
to be crucial to construct exceptional hidden symmetries, such as the so-called Freudenthal
duality [8]; we hope that the classification obtained in this paper will be useful for further
applications in this area. Recently, special examples of irreducible N = 5 3-algebras relev-
ant to the dynamics of multiple M2-branes have been constructed by Kim and Palmkvist
[28], using a generalized TKK correspondence with 5-graded Lie superalgebras. A system-
atic study of the N = 5 3-algebras that parallels the classification of the KTS obtained in
this paper will be the content of a future work. In sharp contrast to Theorem 1.4, several
infinite-dimensional examples are to be expected.

Acknowledgements. We would like to thank the referee for carefully reading the paper and
for useful comments and suggestions.

2. Triple systems and the Tits-Kantor-Koecher construction

2.1. Basic definitions and results.

2.1.1. Kantor triple systems. Let us first recall some basic facts about Kantor triple systems.

Lemma 2.1. If a KTS V is irreducible, then it is K-simple. If it is K-simple, then it is simple.

The center Z of a KTS V is

Z = {v ∈ V | (xvy) = 0 for all x,y ∈ V} . (2.1)

We remark that if V is linearly compact then Z is closed in V . If Z = 0, we say that V is
centerless (some authors refer to this condition as “condition (A)”, cf. [24]).

Lemma 2.2. The center Z is an ideal of V . In particular, any simple KTS is centerless.

Proof. If v ∈ Z then (x(vuy)z) = 0 by Definition 1.1(i), i.e., (vuy) ∈ Z for all u,y ∈ V ; one
similarly shows that (uyv) ∈ Z for all u,y ∈ V . Since (VZV) = 0 by the definition of center,
the first claim follows. The second claim is clear. �

In order to formulate the main Theorem 2.8 of this section, we first need to recall some
basic notions, in the form suitable for our purposes.
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2.1.2. The Tanaka prolongation. A (possibly infinite-dimensional) Lie algebra g with direct
product decomposition g = Πp∈Zgp satisfying [gp, gq] ⊂ gp+q for all p,q ∈ Z is called a
Z-graded Lie algebra.

Definition 2.3. A Z-graded Lie algebra g = Πgp with negatively graded part g− = Πp<0gp
is called:

(i) fundamental if g− is generated by g−1,
(ii) transitive if for any D ∈ gp with p > 0 the condition [D, g−1] = 0 implies D = 0.

It has finite depth d if gp = 0 for all p < −d and g−d 6= 0, where d is some positive integer.

We recall that the maximal transitive prolongation (in the sense of N. Tanaka) of a negatively
graded fundamental Lie algebra m = Πp<0mp of finite depth is a Z-graded Lie algebra

g∞ = Πp∈Zg
∞
p (2.2)

such that:

(i) g∞− = m as Z-graded Lie algebras;
(ii) g∞ is transitive;

(iii) g∞ is maximal with these properties, i.e., if g is another Z-graded Lie algebra which
satisfies (i) and (ii), then g ⊂ g∞ as a Z-graded subalgebra.

The existence and uniqueness of g∞ is proved in [45] (the proof is for finite-dimensional Lie
algebras but it extends verbatim to the infinite-dimensional case).

The maximal transitive prolongation (2.2) is easily described as follows. First g∞0 = der0(m)

is the Lie algebra of all 0-degree derivations of m and [D, x] := Dx for all D ∈ g∞0 and x ∈ m.
The spaces g∞p for all p > 0 are defined inductively: the component

g∞p =
{
D : m → (m⊕ g∞0 ⊕ · · · ⊕ g∞p−1) s.t. (i) D[x,y] = [Dx,y] + [y,Dx] for all x,y ∈ m

(ii) D(mq) ⊂ g∞q+p for all q < 0
}

(2.3)

is the space of p-degree derivations of m with values in the m-module m ⊕ g∞0 ⊕ · · · ⊕ g∞p−1.
Again [D, x] := Dx, for all D ∈ g∞p , p > 0, and x ∈ m. The brackets between non-negative
elements of (2.2) are determined uniquely by transitivity; for more details and their explicit
expression, we refer to the original source [45, §5].

In the infinite-dimensional linearly compact case the prolongation can be constructed in
complete analogy, provided we take continuous derivations.

2.2. The Tits-Kantor-Koecher construction revisited.

Definition 2.4. Let g = Πgp be a Z-graded Lie algebra. An automorphism σ : g → g of Lie
algebras is a (grade-reversing) involution if

(i) σ2(x) = x for all x ∈ g,
(ii) σ(gp) = g−p for all p ∈ Z.

If g is linearly compact, we also assume that g = Πp∈Zgp is the topological direct product of
(closed, hence linearly compact) subspaces gp and that σ is continuous.

From now on we will be interested in 5-graded Lie algebras, i.e., with g = g−2 ⊕ · · · ⊕ g2.
We say that two linearly compact Z-graded Lie algebras with involutions (g,σ) and (g ′,σ ′)

are isomorphic if there exists a continuous grade-preserving isomorphism of Lie algebras
φ : g → g ′ such that φ ◦ σ = σ ′ ◦ φ.

Proposition 2.5. Let (g,σ) be a pair consisting of a 5-graded Lie algebra g = g−2 ⊕ · · · ⊕ g2 and a
(grade-reversing) involution σ : g → g. Then:

(1) g−1 with the triple product

(xyz) := [[x,σ(y)], z] , x,y, z ∈ g−1 , (2.4)

is a KTS, which we denote by K = K(g,σ),
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(2) if g is transitive, then K is centerless,
(3) if g is linearly compact, then so is K.

Furthermore, if (g ′,σ ′) is isomorphic to (g,σ) then K(g ′,σ ′) and K(g,σ) are isomorphic.

Proof. We first compute

(uv(xyz)) = [[u,σ(v)], [[x,σ(y)], z]]

= [[[[u,σ(v)], x],σ(y)], z] + [[x, [[u,σ(v)],σ(y)]], z] + [[x,σ(y)], [[u,σ(v)], z]]

= ((uvx)yz) + [[x,σ[[σ(u), v],y]], z] + (xy(uvz))

= ((uvx)yz) − (x(vuy)z) + (xy(uvz)) ,

for all u, v, x,y, z ∈ g−1. This proves axiom (i) in Definition 1.1. We now turn to describe the
Kantor tensor associated to x,y ∈ g−1, i.e.,

Kxy(z) = (xzy) − (yzx) = [[x,σ(z)],y] − [[y,σ(z)], x]

= [[x,σ(z)],y] + [x, [y,σ(z)]]

= [[x,y],σ(z)] ,

for all z ∈ g−1; axiom (ii) in Definition 1.1 follows directly from this fact and the following
chain of equations

KKuv(x)y = [[[u, v],σ(x)],y] = [[u, v], [σ(x),y]] + [[[u, v],y],σ(x)]

= [[u, v], [σ(x),y]] = [u, [v, [σ(x),y]]] + [[u, [σ(x),y]], v]

= −[[[y,σ(x)], v],u] + [[[y,σ(x)],u], v]

= K(yxu)v − K(yxv)u ,

for all u, v, x,y ∈ g−1. Note that we used g−3 = 0 at the third step, so that [[u, v],y] = 0. The
proof of (1) is completed.

Let v ∈ Z be an element of the center (2.1) of K. Then [[x,σ(v)],y] = 0 for all x,y ∈ g−1 and
σ(v) = 0, if g is transitive. In other words v = 0 and (2) is proved. If g is linearly compact
then g−1 is a closed subspace of g, hence linearly compact; the triple product (2.4) is clearly
continuous. This proves (3). The last claim is straightforward. �

We shall now associate to a centerless Kantor triple system V , a 5-graded Lie algebra

g = g(V) = g−2 ⊕ · · · ⊕ g2

with an involution σ : g → g such that K(g,σ) = V and the following properties are satisfied:

(P1) g is transitive and fundamental,
(P2) [g−1, g1] = g0.

In the following, we will introduce certain spaces of operators. In the infinite-dimensional
linearly compact case, we will tacitly take the closure of such spaces (see [10, Lemma 2.1]).

We start with the negatively graded m = m−2 ⊕m−1 defined by

m−1 = V , m−2 = 〈Kxy | x,y ∈ V〉 , (2.5)

where the only non-trivial bracket is [x,y] = Kxy, for all x,y ∈ m−1 (if V is a Jordan triple
system, thenm−2 = 0 andm = m−1 is trivially fundamental). The Lie algebra g = g−2⊕· · ·⊕g2
we are after is a subalgebra of the maximal prolongation g∞ of m.

We set gp = 0 for all |p| > 2, gp = mp for p = −1,−2, introduce linear maps Lxy : m → m,
ϕx : m → m−1 ⊕ g∞0 and Dxy : m → g∞0 ⊕ g∞1 given by

[Lxy, z] = (xyz) , [ϕx, z] = Lzx , [Dxy, z] = −ϕKxy(z) ,

[Lxy,Kuv] = KKuv(y)x , [ϕx,Kuv] = Kuv(x) , [Dxy,Kuv] = LKuv(y)x − LKuv(x)y ,
(2.6)

where u, v, x,y, z ∈ V . Here g0 = 〈Lxy |x,y ∈ V〉, g1 = 〈ϕx | x ∈ V〉 and g2 = 〈Dxy | x,y ∈ V〉.
By definition the maps Lxy, ϕx and Dxy are linear in each of their subscripts.
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Proposition 2.6. The vector space g = g−2 ⊕ · · · ⊕ g2 defined above is a subalgebra of g∞ satisfying
(P1)-(P2). It is finite-dimensional (resp. linearly compact) if and only if V is finite-dimensional (resp.
linearly compact).

Proof. By axiom (ii) of Definition 1.1, we have

[Lxy, [u, v]] = [Lxy,Kuv] = KKuv(y)x = K(xyu)v − K(xyv)u

= [[Lxy,u], v] + [u, [Lxy, v]] ,

hence Lxy ∈ g∞0 . We also note that, by axiom (i) of Definition 1.1,

[[Luv,Lxy], z] = [Luv, (xyz)] − [Lxy, (uvz)] = (uv(xyz)) − (xy(uvz))

= ((uvx)yz) − (x(vuy)z) = [L(uvx)y − Lx(vuy), z]

for all z ∈ V , hence, by transitivity,

[Luv,Lxy] = L(uvx)y − Lx(vuy) , (2.7)

for all u, v, x,y ∈ V and g0 is a subalgebra of g∞0 . In a similar way

[ϕx, [u, v]] = [ϕx,Kuv] = Kuv(x) = (uxv) − (vxu)

= [[ϕx,u], v] + [u, [ϕx, v]]

and ϕx ∈ g∞1 ; we note that the inclusion [g1, g−2] ⊂ g−1 and the equality [g1, g−1] = g0 hold
by construction. Furthermore

[[Luv,ϕx], z] = [Luv,Lzx] − [ϕx, (uvz)] = L(uvz)x − Lz(vux) − L(uvz)x

= −Lz(vux) = −[ϕ(vux), z]

for all z ∈ V , hence
[Luv,ϕx] = −ϕ(vux) , (2.8)

for all u, v, x ∈ V and [g1, g0] ⊂ g1 as well.
To prove Dxy ∈ g∞2 , it is first convenient to observe that [ϕx,ϕy] ∈ g∞2 and then compute

[[ϕx,ϕy], z] = [ϕx, [ϕy, z]] + [[ϕx, z],ϕy] = [ϕx,Lzy] + [Lzx,ϕy]

= ϕyzx −ϕxzy = −ϕKxy(z)

and

[[ϕx,ϕy],Kuv] = [ϕx, [ϕy,Kuv]] + [[ϕx,Kuv],ϕy] = [ϕx,Kuv(y)] + [Kuv(x),ϕy]

= LKuv(y)x − LKuv(x)y ,

where u, v, x,y, z ∈ V . In other words

[ϕx,ϕy] = Dxy , (2.9)

hence Dxy ∈ g∞2 and [g1, g1] = g2. We also note that

[Luv,Dxy] = [Luv, [ϕx,ϕy]] = [[Luv,ϕx],ϕy] + [ϕx, [Luv,ϕy]]

= −[ϕ(vux),ϕy] − [ϕx,ϕ(vuy)] = −D(vux)y −Dx(vuy)

(2.10)

for all u, v, x,y ∈ V ; in particular [g0, g2] ⊂ g2.
Finally, we consider [ϕu,Dxy] ∈ g∞3 and compute

[[ϕu,Dxy], z] = [ϕu, [Dxy, z]] + [[ϕu, z],Dxy] = [ϕKxy(z),ϕu] + [Lzu,Dxy]

= DKxy(z)u −D(uzx)y −Dx(uzy) ,

for all u, x,y, z ∈ V . Applying both sides to v ∈ V immediately yields [[[ϕu,Dxy], z], v] = ϕw,
where

w = −KKxy(z)u(v) + K(uzx)y(v) − K(uzy)x(v)

= 0 ,

by axiom (ii) of Definition 1.1. In summary [ϕu,Dxy] = 0 by a repeated application of trans-
itivity, [g1, g2] = 0 and [g2, g2] = [g2, [g1, g1]] = 0. The first claim of the proposition is proved.
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The second claim is straightforward. We only note here that if V is linearly compact then
g is linearly compact too. This can be shown by the same arguments as [10, Lemma 2.1]. �

Now we define σ : g → g by

σ(Kxy) = Dxy , σ(x) = −ϕx ,

σ(Lxy) = −Lyx and

σ(ϕx) = −x , σ(Dxy) = Kxy ,

(2.11)

where x,y ∈ V . It can be easily checked that it is a well defined map as the center of V is
zero; using (2.5)-(2.6) one gets the following.

Lemma 2.7. σ is a grade reversing involution of g.

It is straightforward to show that K(g,σ) = V . If V and V ′ are isomorphic centerless KTS,
then the corresponding pairs (g,σ) and (g ′,σ ′) described in Proposition 2.6 and Lemma 2.7
are isomorphic. Indeed, if ϕ : V → V ′ is an isomorphism then φ : m → m ′, φ(x) = ϕ(x),
φ(Kxy) = K

′
ϕ(x)ϕ(y) extends to a unique grade-preservingφ : g → g ′ satisfyingφ◦σ = σ ′ ◦φ.

Theorem 2.8. There exists a one-to-one correspondence between isomorphism classes of centerless
KTS and isomorphism classes of pairs (g,σ), where g = g−2 ⊕ · · · ⊕ g2 is a transitive fundamental
5-graded Lie algebra such that [g−1, g1] = g0 and σ a grade-reversing involution of g.

Proof. Let K be the KTS associated to (g,σ). To prove the theorem, it remains only to show
that the pair (g̃, σ̃) constructed from K is isomorphic to (g,σ). The required isomorphism is
given by

φ :

g2
g1
g0
g−1

g−2

∣∣∣∣∣∣∣∣∣∣

[σ(x),σ(y)] 7→ Dxy

σ(y) 7→ −ϕy

[x,σ(y)] 7→ Lxy
x 7→ x

[x,y] 7→ Kxy

, (2.12)

where x,y ∈ K = g−1 = g̃−1. It is not difficult to check that φ is well defined and invertible.
For instance, Lxy = 0 if and only if [Lxy, z] = (xyz) = [[x,σ(y)], z] = 0 by transitivity of g̃,
hence if and only if [x,σ(y)] = 0 by transitivity of g; this proves that φ|g0 is well defined and
injective. One can also directly check that φg0 = φ[g−1, g1] = [φg−1,φg1] = [g̃−1, g̃1] = g̃0,
hence φ|g0 : g0 → g̃0 is invertible. The proof for non-zero degrees is similar, we give details
for g−2: Kxy(z) = 0 implies (xzy) = (yzx) for every z ∈ K, so [[x,σ(z)],y] = [[y,σ(z)], x] and
hence by the Jacobi identity [[x,y],σ(z)] = 0. The rest follows from transitivity since σ is an
involution. The facts that φ is a Lie algebra morphism and φ ◦ σ = σ̃ ◦ φ are immediate by
construction. �

2.3. Simplicity in the Tits-Kantor-Koecher construction. Let V be a centerless KTS and
(g,σ) the associated pair, see Theorem 2.8.

Theorem 2.9. The Kantor triple system V is K-simple if and only if g is simple.

Theorem 2.9 was originally proved by Kantor in the finite-dimensional case, cf. [26]. We
provide here a streamlined presentation of an alternative proof which works also in the
linearly compact case. The result is a direct consequence of Propositions 2.10, 2.11 and 2.12.

We begin with some preliminary observations on Lie triple systems and Z2-graded Lie
algebras. We recall that a Lie triple system (shortly, LTS) is a complex vector space T with a
trilinear map [·, ·, ·] : ⊗3T → T satisfying the following axioms (see e.g. [37]):

(i) [xyz] = −[yxz],
(ii) [xyz] + [yzx] + [zxy] = 0,

(iii) [xy[zwu]] = [[xyz]wu] + [z[xyw]u] + [zw[xyu]],
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for all x,y, z,w,u ∈ T . A subspace J ⊂ T is an ideal if [JTT ] ⊂ J (the inclusion [TJT ]+[TTJ] ⊂ J

is then automatic by (i) and (ii)) and T is called simple if it has no non-trivial ideals. It is well
known that for any Z2-graded Lie algebra g = g0̄ ⊕ g1̄ the space T = g1̄with product

[xyz] := [[x,y], z]

is a LTS.
Let now V be a centerless KTS, with associated pair (g,σ). The 5-graded Lie algebra g

admits the coarser Z2-grading

g = g0̄ ⊕ g1̄ , g0̄ = g−2 ⊕ g0 ⊕ g2 , g1̄ = g−1 ⊕ g1 , (2.13)

and T = g1̄ = g−1⊕g1 inherits the natural structure of LTS. We note that (2.13) coincides with
the so-called “standard embedding” of T , as the action of g0̄ on g1̄ is faithful and [g1̄, g1̄] = g0̄.

Proposition 2.10. Let V be a centerless KTS, with associated (g,σ) and T = g−1 ⊕ g1. Then g is
simple if and only if T is a simple Lie triple system.

Proof. We first consider Z2-graded ideals of g, along the lines of [37]. A direct computation
shows that a Z2-graded subspace

k = k0̄ ⊕ k1̄ , k0̄ ⊂ g0̄ , k1̄ ⊂ g1̄ ,

of g is an ideal if and only if

(i) k0̄ is an ideal of the Lie algebra g0̄,
(ii) k1̄ is an ideal of the Lie triple system T , and

(iii) [k1̄, g1̄] ⊂ k0̄ ⊂ stab(g1̄, k1̄),

where stab(g1̄, k1̄) = {x ∈ g0̄ | [x, g1̄] ⊂ k1̄}. Using (i)-(iii), one can readily check that [k1̄, g1̄]⊕ k1̄
and stab(g1̄, k1̄)⊕ k1̄ are (Z2-graded) ideals of g exactly when k1̄ is an ideal of T . In particular,
T is simple if and only if g does not have any non-trivial Z2-graded ideal, see e.g. [37, p. 49].

We have seen that g simple implies T simple. To finish the proof, it is convenient to con-
sider the involutive automorphism θ : g → g associated to the decomposition g = g0̄ ⊕ g1̄ of
g; note that Z2-graded ideals of g are the ideals stable under θ.

Let T be simple and let us assume by contradiction that there exists a non-trivial ideal k
of g; by the previous result, k is not Z2-graded. The ideals θ(k)∩ k and θ(k)+ k are Z2-graded,
hence θ(k) ∩ k = 0, θ(k) + k = g, and

g = k⊕ θ(k)

≃ k⊕ k
(2.14)

is the direct sum of two ideals isomorphic to k. It is immediate to see that k is simple: if i is
a non-zero ideal of k then i⊕ θ(i) is a Z2-graded ideal of g, i⊕ θ(i) = g = k⊕ θ(k) and i = k.

The Z-grading of g induces the Z2-grading

g0̄ = g−2 ⊕ g0 ⊕ g2 = {(x,θ(x)) | x ∈ k} ,

g1̄ = g−1 ⊕ g1 = {(x,−θ(x)) | x ∈ k} ,

and therefore sits diagonally with respect to (2.14). This is a contradiction, as every simple
ideal of a Z-graded semisimple Lie algebra is itself Z-graded. Note that if S is a simple,
infinite-dimensional linearly compact Lie algebra, then der(S⊕ S) = der(S)⊕ der(S). In sum-
mary, if T is simple then g is simple and the proof is completed. �

In order to relate the simplicity of V with that of T , we first introduce an auxiliary notion
of ideal, motivated by the decomposition T = g−1 ⊕ g1 and the identification g1 ≃

σ
g−1 (see

also [16] for the more general framework of “Kantor pairs”). We say that a pair I = (I+, I−)

of subspaces I± ⊂ V constitutes a P-ideal of V if

(IεVV) + (VI−εV) + (VVIε) ⊂ Iε , (2.15)

where ε = ±1.
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Proposition 2.11. The Kantor triple system V is K-simple if and only if it does not admit any non-
trivial P-ideal.

Proof. (=⇒) Let V be K-simple and I = (I+, I−) a non-zero P-ideal; without loss of generality,
we may assume I+ 6= 0. By (2.15) with ε = 1, it is clear that I+ is a K-ideal of V hence I+ = V .
If I− = 0, then (VI+V) = 0 by (2.15) with ε = −1 and I+ = 0, as V is centerless. This implies
that I− too is non-zero, hence I− = V and I = (V,V).

(⇐=) We assume that V does not have non-trivial P-ideals and let I be a non-zero K-ideal
of V . Consider the pair I = (I+, I−), where

I+ = I ,

I− = {v ∈ V | (VvV) ⊂ I} .
(2.16)

We want to show to I = (I+, I−) is a P-ideal.
Identity (2.15) with ε = 1 is satisfied by construction. To prove (2.15) with ε = −1, we first

recall that

(x(vuy)z) = ((uvx)yz) + (xy(uvz)) − (uv(xyz)) , (2.17)

for all u, v, x,y, z ∈ V , by axiom (i) in Definition 1.1. If v ∈ I−, the r.h.s. of (2.17) is in I, by the
definition of I− and the fact that I is a K-ideal, therefore (I−VV) ⊂ I−; one similarly shows
the inclusion (VVI−) ⊂ I−. Finally, the r.h.s. of (2.17) is in I if u ∈ I, hence (VI+V) ⊂ I− too.

It follows that I = (I+, I−) as in (2.16) is a non-zero P-ideal, hence I± = V . In particular
I = I+ = V and V is K-simple. �

The following result finally relates P-ideals with ideals of T ; it can be regarded as the
version for KTS of [16, Lemma 1.6, Proposition 1.7].

Proposition 2.12. Let V be a centerless KTS, with associated (g,σ) and T = g−1 ⊕ g1. Then:

(1) If I = (I+, I−) is a P-ideal, then J = I− ⊕ σ(I+) is an ideal of T ;
(2) If J is an ideal of T , then

J ∩ V := (J ∩ g−1,σ(J ∩ g1)) ,

π(J) := (π−1(J),σ(π+1(J))) ,
(2.18)

are P-ideals, where π±1 : T → g±1 are the natural projections from T to g±1;
(3) T is simple if and only if V does not admit non-trivial P-ideals.

Proof. (1) We compute

[I−g−1g−1] = 0 ,

[I−g1g−1] = (I−VV) ⊂ I− ,

[I−g1g1] = [g1I
−g1] = σ((VI

−V)) ⊂ σ(I+) ,

[I−g−1g1] ⊂ [I−g1g−1] + [g−1g1I
−] = (I−VV) + (VVI−) ⊂ I− ,

(2.19)

since g−3 = 0 and I is a P-ideal. Similar identities hold for σ(I+), hence J is an ideal of T .

(2) We omit the direct computations for the sake of brevity.

(3) If T is simple, then V does not admit any non-trivial P-ideal by (1). Conversely, let us
assume V does not have non-trivial P-ideals and consider a non-zero ideal J of T . We have
π(J) = (V,V) by (2) and

0 6= (VVV) = (Vσ(π+1(J))V)

= [g−1π
+1(J)g−1]

= [g−1Jg−1] ⊂ J ∩ g−1 ,

since J ⊂ π−1(J)⊕ π+1(J) and [g−1π
−1(J)g−1] = 0. It follows that J∩ V is a non-zero P-ideal,

hence J ∩ V = (V,V), J = T and T is simple. �
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3. Finite dimensional Kantor triple systems

3.1. Preliminaries on real and complex Z-graded Lie algebras. We recall the following rel-
evant result, see e.g. [46, Lemma 1.5].

Proposition 3.1. A finite-dimensional simple Z-graded Lie algebra g =
⊕

p∈Z
gp over F (F = C or

F = R) always admits a grade-reversing Cartan involution.

In other words, there exists a grade-reversing involution θ : g → g such that the form

Bθ(x,y) = −B(x,θy) , x,y ∈ g , (3.1)

is positive-definite symmetric (F = R) or positive-definite Hermitian (F = C), where B is the
Killing form of g. Note that θ : g → g is antilinear when F = C — for uniformity of exposition
in this section, we will still refer to any R-linear involutive automorphism of a complex Lie
algebra as an “involution”.

Due to Theorems 2.8 and 2.9, our interest is in a related but slighly different problem, i.e.,
classifying grade-reversing C-linear involutions of Z-graded complex simple Lie algebras, up
to zero-degree automorphisms. We will shortly see that the solution of this problem is tightly
related to suitable real forms of complex Lie algebras.

We begin with an auxiliary result – the Z-graded counterpart of a known fact in the classi-
fication of real forms. Here and in the following section, we denote by (g,σ) a pair consisting
of a (finite-dimensional) Z-graded simple Lie algebra g =

⊕
p∈Z

gp over F = R or C and a
grade-reversing involution σ : g → g. We let G0 be the connected component of the group of
inner automorphisms of g of degree zero.

Proposition 3.2. For any pair (g,σ) and a grade-reversing Cartan involution θ : g → g, there exists
φ ∈ G0 such that φ ◦ θ ◦φ−1 commutes with σ.

This result is proved in a similar way as in [29, Lemma 6.15, Theorem 6.16] and we omit
details for the sake of brevity. The following corollary is proved as in [29, Corollary 6.19].

Corollary 3.3. Any two grade-reversing Cartan involutions of a simple g =
⊕

p∈Z
gp are conjugate

by some φ ∈ G0.

3.2. Grade-reversing involutions and aligned pairs. We now introduce the main source of
grade-reversing C-linear involutions on complex simple Lie algebras. Let

go =
⊕

p∈Z

gop (3.2)

be a real absolutely simple Z-graded Lie algebra and θ : go → go a grade-reversing Cartan
involution. The complexification g of go is a simple Z-graded Lie algebra g =

⊕
p∈Z

gp and
the C-linear extension of θ a grade-reversing involution σ : g → g.

Definition 3.4. The pair (g,σ) is the (complexified) pair aligned to go and θ.

Definition 3.5. Two aligned pairs (g,σ) and (g ′,σ ′) are isomorphic if there is a zero-degree
Lie algebra isomorphism φ : g → g ′ such that φ ◦ σ = σ ′ ◦ φ.

Proposition 3.7 below says that the isomorphism class of an aligned pair does not depend
on the choice of the Cartan involution but only on the real Lie algebra. To prove that, we
first need a technical but useful result.

Lemma 3.6. Let go and g̃o be Z-graded real forms of a Z-graded simple complex Lie algebra g. If the
grade-reversing Cartan involutions

θ : go → go , θ̃ : g̃o → g̃o , (3.3)

have equal C-linear extensions σ, σ̃ : g → g then go and g̃o are isomorphic as Z-graded Lie algebras.



12 NICOLETTA CANTARINI, ANTONIO RICCIARDO, AND ANDREA SANTI

Proof. Let go = k⊕p and g̃o = k̃⊕ p̃ be the Cartan decompositions associated to (3.3). In other

words, the real forms uo = k⊕ ip and ũo = k̃⊕ ip̃ are compact and

ϑgo = ϑuo ◦ σ = σ ◦ ϑuo ,

ϑg̃o = ϑũo ◦ σ̃ = σ̃ ◦ ϑũo ,
(3.4)

where ϑgo , . . . ,ϑũo are the antilinear involutions of g associated to the real forms go, . . . , ũo.
It follows that ϑuo and ϑũo are grade-reversing Cartan involutions of g and ϑũo = φ◦ϑuo ◦φ−1

for some zero-degree automorphism φ of g, by Corollary 3.3.
We replace g̃o with the isomorphic Z-graded real Lie algebra

ĝo := φ−1(g̃o)

with grade-reversing Cartan involution θ̂ = φ−1 ◦ θ̃ ◦ φ : ĝo → ĝo. By construction the
compact real form ûo = φ−1(ũo) coincides with uo and it is therefore stable under the action

of both σ and the C-linear extension σ̂ of θ̂. We also note that σ̂ = φ−1 ◦ σ̃ ◦ φ = φ−1 ◦ σ ◦ φ,
where the last identity follows from our hypothesis σ̃ = σ.

The Lie algebra g0 = Lie(G0) of the connected component G0 of the group of zero-degree
inner automorphisms of g decomposes into

g0 = (g0 ∩ uo)⊕ (g0 ∩ iu
o) ,

as ϑuo(g0) = g0. We denote byU the analytic subgroup ofG0 with Lie algebra Lie(U) = g0∩uo

and note that the mapping

Φ : (g0 ∩ iu
o)×U→ G0 , Φ(X,u) = (expX)u ,

where X ∈ g0 ∩ iuo, u ∈ U, is a diffeomorphism, cf. [20, Theorem 1.1, p. 252] and [29,
Theorem 6.31]. In particular φ−1 = p ◦ u, for some u ∈ U and an element p ∈ exp(g0 ∩ iu

o)

which commutes with u ◦ σ ◦ u−1, cf. a standard argument in the proof of [20, Proposition
1.4, p. 442]. It follows that

σ̂ = u ◦ σ ◦ u−1

and u|go : go → ĝo is the required isomorphism of Z-graded real Lie algebras. �

We now deal with the isomorphism classes of aligned pairs.

Proposition 3.7. Let (g = go ⊗ C,σ) and (g ′ = g ′o ⊗ C,σ ′) be aligned pairs with underlying real
Lie algebras

go =
⊕

p∈Z

gop , g ′o =
⊕

p∈Z

g ′o
p . (3.5)

Then (g,σ) and (g ′,σ ′) are isomorphic if and only if go and g ′o are isomorphic as Z-graded Lie
algebras.

Proof. (⇐=) If the Z-graded real Lie algebras go and g ′o are isomorphic, then, without any
loss of generality, we may assume that they coincide. Hence σ,σ ′ : g → g are the C-linear
extensions of grade-reversing Cartan involutions θ,θ ′ : go → go and, by Corollary 3.3, there
exists a zero-degree automorphism ψ : go → go such that ψ ◦ θ = θ ′ ◦ ψ. The C-linear
extension φ : g → g of ψ is the required isomorphism of aligned pairs.

(=⇒) Let φ : g → g ′ be a zero-degree Lie algebra isomorphism such that φ ◦ σ = σ ′ ◦ φ.
We replace g ′o by the isomorphic Z-graded real Lie algebra g̃o := φ−1(g ′o) with grade-

reversing Cartan involution θ̃ = φ−1 ◦ θ ′ ◦ φ|g̃o : g̃o → g̃o. The C-linear extension of θ̃ is
σ = φ−1 ◦ σ ′ ◦ φ : g → g, hence Lemma 3.6 applies and go and g̃o are isomorphic. �

In summary, we have proved most of the following.

Theorem 3.8. Let (g,σ) be a pair consisting of a Z-graded simple complex Lie algebra g =
⊕

p∈Z
gp

and a grade-reversing involution σ : g → g. Then (g,σ) is the aligned pair associated to a Z-graded
real form go =

⊕
p∈Z

gop of g. Isomorphic pairs correspond exactly to isomorphic Z-graded real forms.
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Proof. In view of Proposition 3.7, it remains only to show that (g,σ) is an aligned pair. By
Proposition 3.2, there exists a grade-reversing Cartan involution ϑ : g → g which commutes
with σ, we denote by uo the associated compact real form of g. We note that σ(uo) = uo and
let uo = k⊕ ip be the ±1-eigenspace decomposition of σ|uo .

Let go = k ⊕ p be the real form of g with Cartan involution θ = σ|go : go → go and E the
grading element of g, that is, the unique element E ∈ g satisfying [E, x] = px for all x ∈ gp.
We have

σE = −E =⇒ E ∈ p⊕ ip,

ϑE = −E =⇒ E ∈ ik⊕ p,

hence E ∈ p ⊂ go. It follows that go is aZ-graded real form of g and σ is theC-linear extension
of the grade-reversing Cartan involution θ : go → go. �

3.3. Classification of finite dimensional Kantor triple systems. In this section, we describe
all fundamental 5-gradings g = g−2 ⊕ · · · ⊕ g2 of finite dimensional complex simple Lie
algebras and their real forms. When dim g±2 = 1, such gradings are usually called of contact
type; in the general case we call them admissible. Admissible real gradings are in one-to-one
correspondence with finite dimensional K-simple complex KTS, cf. Theorems 2.8, 2.9, 3.8.

We first recall the description of Z-gradings of complex simple Lie algebras (see e.g. [40]).
Let g be a complex simple Lie algebra. Fix a Cartan subalgebra h ⊂ g, denote by ∆ = ∆(g, h)

the root system and by

gα =
{

X ∈ g | [H,X] = α(H)X for all H ∈ h
}

the associated root space of α ∈ ∆. Let hR ⊂ h be the real subspace where all the roots are
real valued; any element λ ∈ (h∗

R
)∗ ≃ hR with λ(α) ∈ Z for all α ∈ ∆ defines a Z-grading

g =
⊕

p∈Z

gp on g by setting:

g0 = h⊕
⊕

α∈∆
λ(α)=0

gα , gp =
⊕

α∈∆
λ(α)=p

gα , for all p ∈ Z×,

and all possible gradings of g are of this form, for some choice of h and λ. We refer to λ(α)
as the degree of the root α.

There exists a set of positive roots ∆+ ⊂ ∆ such that λ is dominant, i.e., λ(α) > 0 for all
α ∈ ∆+. Let Π = {α1, . . . ,αℓ} be the set of positive simple roots, which we identify with the
nodes of the Dynkin diagram. The depth of g is the degree d = λ(αmax) of the maximal root

αmax =
∑ℓ

i=1miαi. A grading is fundamental if and only if λ(α) ∈ {0, 1} for all simple roots
α ∈ Π. Fundamental gradings on g are denoted by marking with a cross the nodes of the
Dynkin diagram of g corresponding to simple roots α with λ(α) = 1.

The Lie subalgebra g0 is reductive; the Dynkin diagram of its semisimple ideal is obtained
from the Dynkin diagram of g by removing all crossed nodes, and any line issuing from
them.

Proposition 3.9. There exists a bijection from the isomorphism classes of fundamental Z-gradings of
complex simple Lie algebras and the isomorphism classes of marked Dynkin diagrams. In particular
admissible gradings correspond to Dynkin diagrams with either one marked root αi with Dynkin label
mi = 2 or two marked roots αi,αj with Dynkin labels mi = mj = 1.

Table 1 below lists the Dynkin diagrams of all complex simple Lie algebras together with
the Dynkin labelmi for each simple rootαi and the group of outer automorphisms. Proposi-
tion 3.9 together with a routine examination of the diagrams gives the admissibleZ-gradings
of each complex simple Lie algebra. Their overall number is illustrated in Table 1.
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g Dynkin diagram # nodes Out(g) # admissible gradings

sl(ℓ+ 1,C)

1 1

· · ·
1

ℓ > 1
1 if ℓ = 1

Z2 if ℓ > 1

ℓ2 − 1

4
if ℓ is odd

ℓ2

4
if ℓ is even

so(2ℓ+ 1,C)

1 2

· · ·
2 2

ℓ > 2 1 ℓ− 1

sp(ℓ,C)

2 2

· · ·
2 2 1

ℓ > 3 1 ℓ− 1

so(2ℓ,C)

1 2

· · ·
2 2

1

1 ℓ > 4
S3 if ℓ = 4

Z2 if ℓ > 4

2 if ℓ = 4

ℓ− 1 if ℓ > 4

G2

3 2

2 1 1

F4

2 3 4 2

4 1 2

E6

1 2 3 2 1

2

6 Z2 3

E7

2 3 4 3 2 1

2

7 1 3

E8

2 4 6 5 4 3

3

2

8 1 2

Table 1. Dynkin diagrams with labels of complex simple Lie algebras, their
group of outer automorphisms and number of admissible gradings.

We now recall the description of Z-gradings of real simple Lie algebras, cf. [13]. Let go be
a real simple Lie algebra. Fix a Cartan decomposition go = k⊕p, a maximal abelian subspace
h◦ ⊂ p and a maximal torus h• in the centralizer of h◦ in k. Then ho = h• ⊕ h◦ is a maximally
noncompact Cartan subalgebra of go.

Denote by ∆ = ∆(g, h) the root system of g = go ⊗ C with respect to h = ho ⊗ C and
by hR = ih• ⊕ h◦ ⊂ h the real subspace where all the roots have real values. Conjugation
ϑ : g −→ g of g with respect to the real form go leaves h invariant and induces an involution
α 7→ ᾱ on h∗

R
, trasforming roots into roots. We say that a root α is compact if ᾱ = −α and

denote by ∆• the set of compact roots. There exists a set of positive roots ∆+ ⊂ ∆, with
corresponding system of simple roots Π, and an involutive automorphism ε : Π → Π of the
Dynkin diagram of g such that ᾱ = −α for all α ∈ Π ∩ ∆•, ε(Π \ ∆•) ⊆ Π \ ∆• and

ᾱ = ε(α) +
∑

β∈Π∩∆•

bα,ββ for all α ∈ Π \ ∆• .

The Satake diagram of go is the Dynkin diagram of g with the following additional data:

(1) nodes in Π ∩ ∆• are painted black;
(2) if α ∈ Π \ ∆• and ε(α) 6= α then α and ε(α) are joined by a curved arrow.

A list of Satake diagrams can be found in e.g. [40].
Let λ ∈ (h∗

R
)∗ ≃ hR be an element such that the induced grading on g is fundamental. Then

the grading on g induces a grading on go if and only if λ̄ = λ [13, Theorem 3], or equivalently

the following two conditions on the set Φ =
{

α ∈ Π | λ(α) = 1
}

are satisfied:

1) Φ ∩ ∆• = ∅ ; 2) if α ∈ Φ then ε(α) ∈ Φ .
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go Satake diagram # nodes # white nodes # admissible gradings

sl(ℓ+ 1,R) · · · ℓ > 1 ℓ

ℓ2 − 1

4
if ℓ is odd

ℓ2

4
if ℓ is even

sl(m+ 1,H) · · · ℓ > 3

ℓ = 2m+ 1 odd

m

m2 − 1

4
if m is odd

m2

4
if m is even

su(p, ℓ+ 1− p)

1 6 p 6 [
ℓ

2
] · · · · · · · · ·

ℓ > 2 2p p

su(p+ 1,p+ 1)
· · · · · ·

ℓ > 3

ℓ = 2p+ 1 odd
ℓ p

so(p, 2ℓ+ 1− p)

1 6 p 6 ℓ
· · · · · · ℓ > 2 p p− 1

sp(ℓ,R) · · · ℓ > 3 ℓ ℓ− 1

sp(p, ℓ−p)

1 6 p 6 [
ℓ− 1

2
]

· · · · · · ℓ > 3 p p

sp(p,p) · · ·
ℓ > 4

ℓ = 2p even
p p− 1

so(ℓ, ℓ)

· · ·

ℓ > 4 ℓ
2 if ℓ = 4

ℓ− 1 if ℓ > 4

so(ℓ− 1, ℓ+ 1)

· · ·

ℓ > 4 ℓ
2 if ℓ = 4

ℓ− 2 if ℓ > 4

so(p, 2ℓ− p)

1 6 p 6 ℓ− 2

· · · · · ·

ℓ > 4 p p− 1

so∗(2ℓ)

· · ·
ℓ > 6

l = 2m even
m m− 1

so∗(2ℓ)

· · ·
ℓ > 5

ℓ = 2m+ 1 odd
m+ 1 m

Table 2. Satake diagrams of absolutely simple non-compact real Lie algebras
of classical type and their number of admissible gradings.
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go Satake diagram # nodes # white nodes # admissible gradings

G2

split
2 2 1

F I 4 4 2

F II 4 1 1

EI
6 6 3

EII 6 6 2

EIII 6 3 2

EIV 6 2 1

EV 7 7 3

EVI 7 4 2

EVII 7 3 2

EVIII 8 8 2

EIX 8 4 2

Table 3. Satake diagrams of absolutely simple non-compact real Lie algebras
of exceptional type and their number of admissible gradings.

There exists a bijection from the isomorphism classes of fundamental Z-gradings of real
simple Lie algebras and the isomorphism classes of marked Satake diagrams. In the real
case too, the Lie subalgebra g0 is reductive and the Satake diagram of its semisimple ideal
is the Satake diagram of go with all crossed nodes and any line issuing from them removed.
A grading of go is admissible if and only if the induced grading on g is admissible.



CLASSIFICATION OF KANTOR TRIPLE SYSTEMS 17

Table 2 and Table 3 above list the Satake diagrams of all real absolutely simple Lie algebras;
compact real forms do not admit any gradings, hence their diagrams are not displayed. A
routine examination yields the admissible Z-gradings, their overall number is illustrated.

Theorem 3.8 and a simple computation using Tables 2 and 3 gives the enumeration of the
finite dimensional KTS with given Tits-Kantor-Koecher Lie algebra.

Corollary 3.10. Let g be a complex simple Lie algebra. Then the number K(g) of the K-simple KTS
up to isomorphism with associated Tits-Kantor-Koecher Lie algebra g is:

(1) g = sl(ℓ+ 1,C) with ℓ > 1:

- if ℓ = 2m + 1 is odd withm even then K(g) = 7m2+10m
4 ;

- if ℓ = 2m + 1 is odd withm odd then K(g) = 7m2+10m−1
4 ;

- if ℓ = 2m is even then K(g) = 3m2+m
2 ;

(2) g = so(2ℓ+ 1,C) with ℓ > 2 then K(g) = ℓ(ℓ−1)
2 ;

(3) g = sp(ℓ,C) with ℓ > 3:

- if ℓ = 2m + 1 is odd then K(g) = m2+5m
2 ;

- if ℓ = 2m is even then K(g) = m2+5m−4
2 ;

(4) g = so(2ℓ,C) with ℓ > 4:
- if ℓ = 2m + 1 is odd then K(g) = 2m2 + 2m;
- if ℓ = 4 then K(g) = 5;
- if ℓ = 2m is even withm > 2 then K(g) = 2m2 − 1;

(5) if g = G2 then K(g) = 1;
(6) if g = F4 then K(g) = 3;
(7) if g = E6 then K(g) = 8;
(8) if g = E7 then K(g) = 7;
(9) if g = E8 then K(g) = 4.

3.4. The algebra of derivations. In this section we study the Lie algebra

der(V) = {δ : V → V | δ(xyz) = ((δx)yz) + (x(δy)z) + (xy(δz))}

of derivations of a KTS V . This is an important invariant of a K-simple KTS and, as we will
shortly prove, it can easily be described a priori by means of Theorem 3.8.

In §2.2 we saw that isomorphisms of V correspond to those of (g,σ). It follows that der(V)
consists of (the restriction to V = g−1 of) the 0-degree derivations of g commuting with σ.
If V is K-simple, then g is simple, any derivation is inner and der(V) = {D ∈ g0 | σ(D) = D}.
Now note that g0 is σ-stable reductive with the center which is at most 2-dimensional. When
the grading corresponds to a positive subalgebra that is maximal parabolic, the center of g0
is 1-dimensional and generated by the grading element E. Clearly σ(E) = −E. Otherwise,
the marked Dynkin diagram of g has two crossed nodes, this happens for all admissible
gradings of sl(ℓ+ 1,C), two of so(2ℓ,C) and one of E6.

In summary, both the center and the semisimple part gss0 = [g0, g0] of g0 decompose into
the direct sum of ±1-eigenspaces of σ and

der(V) = {D ∈ gss0 | σ(D) = D} ,

possibly up to a 1-dimensional central subalgebra.
Let go be a real form of g compatible with the grading and (go0 )

ss = k0 ⊕ p0 the Cartan
decomposition of the semisimple part of go0 . The following result holds since σ : g → g is the
C-linear extension of the Cartan involution θ : go → go of go, whose restriction

θ|(go
0
)ss : (go0 )

ss → (go0 )
ss

to (go0 )
ss is still a Cartan involution, see e.g. [7, Lemma 1.5].

Theorem 3.11. Let V be a K-simple KTS and (g = go ⊗ C,σ) the associated aligned pair. Then

der(V) = k0 ⊗ C

possibly up to a 1-dimensional central subalgebra.
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The list of Cartan decompositions of real semisimple Lie algebras can be found in [40].
Theorem 3.11 and an a priori identification of the algebra of derivations as the following
example shows will be crucial ingredients to classify the KTS of exceptional type.

Example 3.12. By Corollary 3.10, there is just one KTSVwith associated Tits-Kantor-Koecher
algebra g = G2. The aligned real form go is the split form with marked Satake diagram

×

see Tables 1 and 3. It follows (go0 )
ss ≃ sl(2,R), the maximal compact subalgebra k0 ≃ so(2,R),

and der(V) ≃ so(2,C).

4. Classical Kantor triple systems

In this section we first give explicit constructions of KTS based on matrix algebras and
then classify the K-simple KTS associated to classical complex Lie algebras. The section ends
with an observation on subsystems of generalized Jordan triple systems of higher kinds.

4.1. Main examples. The following examples detail general constructions of KTS over the
field F of complex or real numbers, generalizing similar results for special Jordan triple sys-
tems, see [21]. We introduce some notation for the complex KTS in view of §4.2.

Example 4.1 (Ksl(m,n, r)). Let A be an associative algebra and ∗ : A→ A an anti-involution
of A, i.e., for every x,y ∈ A, (x∗)∗ = x and (xy)∗ = y∗x∗. Then A⊕Awith the 3-product

((
x1
x2

)
,

(
y1
y2

)
,

(
z1
z2

))
=

(
x1y

∗
1z1 + z1y

∗
1x1 − y

∗
2x2z1

x2y
∗
2z2 + z2y

∗
2x2 − z2x1y

∗
1

)
(4.1)

is a KTS.
For instance, if A = Mn(F) is the space of n × n matrices with entries in F and ∗ is the

usual transposition t : x 7→ xt, then A⊕Awith the 3-product (4.1) is a KTS. The same holds
if n = 2k is even and ∗ is the symplectic transposition

st : x 7→ J2kx
tJ−1

2k , (4.2)

where

J2k =

(
0 Sk

−Sk 0

)
(4.3)

and Sk is the k× k matrix with 1 on the anti-diagonal and 0 elsewhere.
More generally, one can considerMm,n(F)⊕Mr,m(F) and an invertible linear map

∗ :Mm,n(F)⊕Mr,m(F) →Mn,m(F)⊕Mm,r(F)

compatible with the two direct sum decompositions and which satisfies the properties:

(x1y
∗
1z1)

∗ = z∗1y1x
∗
1 , (x2y

∗
2z2)

∗ = z∗2y2x
∗
2 ,

(x∗2y2z1)
∗ = z∗1y

∗
2x2 , (z2y1x

∗
1)

∗ = x1y
∗
1z

∗
2 ,

(4.4)

for x1,y1, z1 ∈Mm,n(F), x2,y2, z2 ∈Mr,m(F). ThenMm,n(F)⊕Mr,m(F) with 3-product (4.1)
is a KTS. Note that ifm = n = r, then property (4.4) precisely says that ∗ is an anti-involution.

As main examples over F = C we introduce the triple systems Ksl(m,n, r; t), given by the
vector spacesMm,n(C)⊕Mr,m(C) with 3-product (4.1) and

∗ :

(
x1
x2

)
7→

(
xt1
xt2

)
.

Likewise, if m = 2h, n = 2k and r = 2l are even, it is easy to see that the map

∗ :

(
x1
x2

)
7→

(
J2k x

t
1 J

−1
2h

J2h x
t
2 J

−1
2l

)
,

satisfies (4.4) and we denote the corresponding KTS by Ksl(m,n, r; st).
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Example 4.2 (Ksl(m,n)). Let ϕ : Mm,n(F) → Mm,n(F) and ψ : Mn,m(F) → Mn,m(F) be any
invertible linear maps of the form

ϕ(x) = BxA , ψ(x) = AxB ,

for some A ∈ GLn(F) and B ∈ GLm(F) such that B2 = ±Id. Then Mm,n(F) ⊕Mn,m(F) with
the 3-product

((
x1
x2

)
,

(
y1
y2

)
,

(
z1
z2

))
=

(
x1ψ(y2)z1 + z1ψ(y2)x1 −ϕ(y1)x2z1
x2ϕ(y1)z2 + z2ϕ(y1)x2 − z2x1ψ(y2)

)

is a KTS.
In particular, we will use the notation Ksl(m,n;k) for the KTS over F = C associated to

A = Id and B = diag(−Idk, Idm−k).

We note that the Tits-Kantor-Koecher Lie algebras associated to the KTS Ksl(m,n, r; t),
Ksl(m,n, r; st) and Ksl(m,n;k) are all isomorphic to sl(N,C), for some N, but with different
gradings and involutions. In particular the involution is outer in the first two cases.

The Tits-Kantor-Koecher Lie algebras associated to the KTS described in the next two
examples are all of orthogonal, respectively, symplectic type.

Example 4.3 (Kso(m,n)). Let A ∈ GLn(F), B ∈ GLm(F) be such that B2 = εId, ε = ±1, and let
us consider the associated KTS structure onMm,n(F)⊕Mn,m(F) described in Example 4.2.

For any x ∈Mm,n(F) we define
x ′ = Snx

tSm , (4.5)

where Sk is the k× k matrix with 1 on the anti-diagonal and 0 elsewhere, and set

M = {

(
x1
x2

)
∈Mm,n(F)⊕Mn,m(F) | x2 = x ′1} .

One can check that M is a subsystem of Mm,n(F) ⊕Mn,m(F) whenever A ′ = εA, B ′ = εB.
(Note that A ′ = Ameans that A is reflexive while A ′ = −A anti-reflexive.) If this is the case,
projecting onto the first component yields a KTS structure on Mm,n(F) with 3-product

(xyz) = xAy ′Bz+ zAy ′Bx− ByAx ′z ,

for all x,y, z ∈Mm,n(F).
The reflexive matrices

A = Id , B =




0 0 Sk
0 Idm−2k 0

Sk 0 0


 ,

give rise to a family of KTS over F = C which we denote by Kso(m,n;k). Another natural
class is obtained when n = 2j, m = 2l are both even and A,B anti-reflexive; we let

A = J2jS2j , B = iJ2lS2l ,

where J2k is as in (4.3), and denote the associated KTS by Kso(m,n; JS).

Example 4.4 (Ksp(2m, n)). Let A ∈ GLn(F), B ∈ GL2m(F) be such that B2 = εId, ε = ±1, and
consider the associated KTS structure onM2m,n(F)⊕Mn,2m(F) of Example 4.2.

We define ξ(x) = SnxtJ
−1
2m for all matrices x ∈M2m,n(F) and set

M = {

(
x1
x2

)
∈M2m,n(F)⊕Mn,2m(F) | x2 = ξ(x1)} .

If A ′ = −εA and Bst = εB (recall (4.2), (4.5)), thenM is a subsystem ofM2m,n(F)⊕Mn,2m(F)

and upon projecting onto the first factor M2m,n(F) one gets a KTS with 3-product

(xyz) = xAξ(y)Bz+ zAξ(y)Bx− ByAξ(x)z ,

for all x,y, z ∈M2m,n(F).
We note that the matrices A = Id and B = J2m satisfy the required conditions with ε = −1

and denote the corresponding KTS over F = C by Ksp(2m,n; J).
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If n = 2l is even, we may also consider A = J2lS2l and B = diag(−Idk, Id2m−2k,−Idk), as
they satisfy the conditions with ε = 1. The associated KTS is denoted by Ksp(2m,n;k).

Example 4.5 (Kar(n)). We let Kar(n) = Cn ⊕Arefn(C) be the KTS with triple product
((
x1
x2

)(
y1
y2

)(
z1
z2

))
=

(
x1y

t
1z1 + z1y

t
1x1 − y

t
2x2z1

x2y
t
2z2 + z2y

t
2x2 − z2x1y

t
1 − (y ′

1)
t
x ′1z2

)

where Arefn(C) is the space of complex anti-reflexive n× n matrices (recall (4.5)) .
The Tits-Kantor-Koecher Lie algebra associated to the triple system Kar(n) is so(2n+2,C)

with the grading given by marking the first and last node. The grade-reversing involution
is the Chevalley involution.

4.2. The classification of classical Kantor triple systems. The list, up to isomorphism, of
all K-simple classical KTS over R is due to Kaneyuki and Asano, see [24, 6]. We give here the
classification over C, written accordingly to the examples and conventions of §4.1.

Theorem 4.6. A K-simple KTS over C with classical Tits-Kantor-Koecher Lie algebra is isomorphic
to one of the following list:

• Ksl(r,m,n −m− r; t), n > 3, 1 6 m 6 [(n− 1)/2], 1 6 r 6 n −m− 1;

• Ksl(2r, 2m, 2(n −m− r); st), n > 3, 1 6 m 6 [(n− 1)/2], 1 6 r 6 n −m− 1;

• Ksl(n− 2m,m;k), n > 3; 1 6 m 6 [(n− 1)/2], 0 6 k 6 [(n− 2m)/2];

• Kso(n− 2m,m;k), n > 7, n 6= 6, 2 6 m 6 [(n− 1)/2], 0 6 k 6 [(n− 2m)/2];

• Kso(2(n− 2m), 2m; JS), n > 4; 2 6 2m 6 n − 1;

• Ksp(2(n−m),m; J), n > 3, 1 6 m 6 n− 1;

• Ksp(2(n− 2m), 2m;k), n > 3, 2 6 2m 6 n − 1, 0 6 k 6 [(n− 2m)/2];

• Kar(n), n > 4 .

The ranges of natural numbers are chosen so that there are no isomorphic KTS in the above list.

Proof. By Theorem 3.8 specialized to 5-gradings, complexification of the classical KTS of
compact type classified in [24] exactly gives the classification of all classical KTS over C. �

Remark 4.7. We remark that from the description of classical KTS in §4.1, there are natural
embeddings of triple systems

Kso(m,n) ⊂ Ksl(m,n) ,

Ksp(2m,n) ⊂ Ksl(2m,n) .

The system Kar(n) has a different interesting embedding, which is dealt with in the final
remark of this section.

We recall that the so-called generalized Jordan triple systems of the ν-th kind are those
systems with associated Tits-Kantor-Koecher Lie algebra that is (2ν+1)-graded. In particular
those of the 1-st and 2-nd kind are the usual Jordan and, respectively, Kantor triple systems.

An interesting phenomenon happens for some JTS. The 3-graded Lie algebras associated
to the JTS 4, 5, 11, 13 of Table III, [24, p. 110], i.e., the orthogonal Lie algebras with only
the first node marked, are in a natural way graded subalgebras of some sl(N,C) with a 5-
grading. This gives rise to an embedding of the associated JTS in a special KTS. In other
words, simple KTS admit suitable subsystems which are of the 1-st kind and yet simple.

A similar fact holds forKar(n), which admits a natural embedding in a simple generalized
Jordan triple system of higher kind.
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Remark 4.8. Let A =Mn2,n1
(C)⊕Mn3,n2

(C)⊕Mn4,n3
(C) with the 3-product





x1
x2
x3






y1
y2
y3






z1
z2
z3




 =



x1y

t
1z1 + z1y

t
1x1 − y

t
2x2z1

x2y
t
2z2 + z2y

t
2x2 − z2x1y

t
1 − y

t
3x3z2

x3y
t
3z3 + z3y

t
3x3 − z3x2y

t
2


 .

It can be shown that the product satisfies only condition (i) of Definition 1.1 and that it is a
generalized JTS of the 3-rd kind. We are interested in the case

n1 = n4 = 1 , n2 = n3 = n , (4.6)

for which the associated Tits-Kantor-Koecher Lie algebra is sl(2n+ 2,C) with the 7-grading
given by marking the nodes {1,n + 1, 2n + 1}.

Let n1, . . . ,n4 as above and consider the subspace of A given by

M =
{



x1
x2
x3


 ∈ A | x3 = −x ′1, x

′
2 = −x2

}
.

The space M is a simple subsystem of A of the 2-nd kind and it is isomorphic to Kar(n).
To see this, it is sufficient to consider the subalgebra so(2n+2,C) of anti-reflexive matrices

of sl(2n+2,C) and note that so(2n+2,C) inherits a grading from sl(2n+2,C) that is actually
a 5-grading, the one mentioned in Example 4.5. Finally, the Chevalley involution of sl(2n +

2,C) restricts to the Chevalley involution of so(2n + 2,C) and our claim follows.

5. The exceptional Kantor triple systems of extended Poincaré type

This section relies on the so-called gradings of extended Poincaré type, see [5, Theorem 3.1],
which have been extensively investigated by third author both in the complex and real case.
We recall here only the facts that we need and refer to [4, 5] for more details.

Let (U,η) be a finite-dimensional complex vector spaceU endowed with a non-degenerate
symmetric bilinear form η and Cℓ(U) = Cℓ(U)0̄⊕Cℓ(U)1̄ the associated Clifford algebra with
its natural parity decomposition. We will make use of the notation of [33] and also of [1]; in
particular, we adopt the following conventions:

• the product in Cℓ(U) satisfies uv + vu = −2η(u, v)1 for all u, v ∈ U.
• the symbol S denotes the complex spinor representation, i.e., an irreducible complex
Cℓ(U)-module, and Clifford multiplication on S is denoted by “◦”.

• the cover with fiber Z4 = {±1,±i} of the orthogonal group O(U) is the Pin group

Pin(U), with covering map given by the twisted adjoint action Ãd : Pin(U) → O(U).
• if dimU is even, then S is so(U)-reducible and we denote by S+ and S− its irreducible
so(U)-submodules (the semispinor representations).

• we identify Λ•U with Cℓ(U) (as vector spaces) via the isomorphism

u1 ∧ · · ·∧ uk 7→
1

k!

∑

π∈Sk

sgn(π)uπ(1) · · ·uπ(k)

and let any α ∈ Λ•U act on S via Clifford multiplication, i.e. α ◦ s for all s ∈ S.
• we identify so(U) with Λ2U via (u ∧ v)(w) = η(u,w)v − η(v,w)u, where u, v,w ∈ U.

We recall that the spin representation of so(U) on S is half its action as a 2-form:

(u∧ v) · s =
1

2
(u∧ v) ◦ s

for all s ∈ S.

We will sometimes need the usual concrete realization of the representation of the Clifford
algebra on the spinor module in terms of Kronecker products of matrices. Let us consider
the 2× 2 matrices

E =

(
1 0

0 1

)
, T =

(
0 −i

i 0

)
, g1 =

(
i 0

0 −i

)
, g2 =

(
0 i

i 0

)
,
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and set

α(j) =

{
1 if j is odd;

2 if j is even.

If dimU = 2k is even then a Clifford representation is given by the action of

Cℓ(U) ≃M2(C)⊗ · · · ⊗M2(C)
︸ ︷︷ ︸

k−times

= End(S)

on S = C2 ⊗ · · · ⊗ C2
︸ ︷︷ ︸

k−times

with the elements of a fixed orthonormal basis (ej)
2k
j=1 of U realized as

ej 7→ E⊗ · · · ⊗ E⊗ gα(j) ⊗ T ⊗ · · · ⊗ T
︸ ︷︷ ︸

[ j−1

2
]−times

, (5.1)

for all j = 1, . . . , 2k. Note that the basis elements satisfy e2j = −1 as η(ei, ej) = δij for all i, j.

It follows that the volume vol = e1 · · · e2k squares to (−1)k so that S± are the ±1-eigenspaces
of the involution ik vol. In this paper, we will not need a concrete realization for dimU odd.

Definition 5.1. [1] A nondegenerate bilinear form β : S⊗ S → C is called admissible if there
exist τ,σ ∈ {±1} such that β(u ◦ s, t) = τβ(s,u ◦ t) and β(s, t) = σβ(t, s) for all u ∈ U, s, t ∈ S.

Admissible forms are automatically so(U)-equivariant. If S = S+ ⊕ S−, we also require
S+ and S− to be either isotropic or mutually orthogonal w.r.t. β (in the former case we set
ı = −1, in the latter ı = 1). The numbers (τ,σ), or (τ,σ, ı), are the invariants associated with β.

Set m−2 = U , m−1 = S, m = m−2 ⊕ m−1. If τσ = −1 we define on m a structure of graded
Lie algebra with Lie bracket given by the so-called “Dirac current”

η([s, t],u) = β(u ◦ s, t) ,

for s, t ∈ S, u ∈ U.

Definition 5.2. Any graded Lie algebra as defined above is called an extended translation
algebra.

The main result of [4, 5] is the classification of maximal transitive prolongations

g∞ =
⊕

p∈Z

gp

of extended translation algebras. The following result is also important.

Proposition 5.3. [5, Theorem 2.3] If dimU > 3 then for all p > 0 and X ∈ gp, if [X, g−2] = 0 then
X = 0. In other words, elements of gp, p > 0, are uniquely determined by their action on g−2.

5.1. The case g = F4.

There are 3 inequivalent KTS with Tits-Kantor-Koecher pair (g = F4,σ), cf. Corollary 3.10.
In particular the grading of F4 with marked Dynkin diagram

×

has two grade-reversing involutions, corresponding to real forms FI and FII, cf. Table 3.
In this case (U,η) is 7-dimensional and S is the 8-dimensional spinor module. (There are

two such modules up to isomorphism, and they are equivalent as so(V)-representations. We
have chosen the module for which the action of the volume element vol ∈ Cℓ(U) is vol ◦s = s
for all s ∈ S.)

More explicitly the graded components of the 5-grading of g = F4 are g0 ≃ so(U)⊕CE and
g±2 ≃ U, g±1 ≃ S as so(U)-modules. The negatively graded part m = g−2⊕g−1 is an extended
translation algebra w.r.t. a bilinear form β : S⊗ S → C with the invariants (τ,σ) = (−1, 1).



CLASSIFICATION OF KANTOR TRIPLE SYSTEMS 23

For any s ∈ S we introduce a linear map ŝ : m → g−1 ⊕ g0 of degree 1 by

[ŝ, t] = −Γ (2)(s, t) +
1

2
β(s, t)E ,

[ŝ,u] = u ◦ s ,
(5.2)

where t ∈ S, u ∈ U and
Γ (2) : S⊗ S → so(U) ,

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) .

Using Proposition 5.3 (see also [5, Lemma 2.5]) one can directly check that g1 = 〈ŝ | s ∈ S〉.
Similarly we define a map û : m → g0 ⊕ g1 of degree 2 for any u ∈ U by

[û, s] = −û ◦ s ,

[û, v] = λ(u∧ v) + µη(u, v)E ,
(5.3)

where s ∈ S, v ∈ U and where λ,µ ∈ C are constants to be determined.

Lemma 5.4. If λ = 2 and µ = −1 then û ∈ g2 for all u ∈ U.

Proof. By so(U)-equivariance and transitivity, the action of g2 on m is necessarily of the above
form for some λ,µ. We then compute

0 = [û, [s, v]] = [[û, s], v] + [s, [û, v]]

= −[û ◦ s, v] − λ[u∧ v, s] + µη(u, v)s

= (−1+
λ

4
−
µ

2
)v ◦ u ◦ s − (

λ

4
+
µ

2
)u ◦ v ◦ s ,

for u, v ∈ U, s ∈ S. The claim follows from the fact that the two terms vanish separately. �

The Lie brackets between elements of non-negative degrees are directly computed using
transitivity and (5.2)-(5.3). They are given by the natural structure of Lie algebra of g0 and

[A, ŝ] = Âs , [A, û] = Âu ,

[E, ŝ] = ŝ , [E, û] = 2û , [ŝ, t̂] = [̂s, t] ,
(5.4)

where A ∈ so(U), ŝ, t̂ ∈ g1 and û ∈ g2. We give details only for the third and last bracket.
First compute

[[A, û], v] = [A, [û, v]] − [û,Av]

= 2[A,u ∧ v] − [û,Av]

= 2Au∧ v− η(Au, v)E

= [Âu, v]

and

[[ŝ, t̂],u] = [ŝ,u ◦ t] − [̂t,u ◦ s]

≡
1

2
β(s,u ◦ t)E−

1

2
β(t,u ◦ s)E mod so(U)

≡ β(s,u ◦ t)E = −η([s, t],u)E mod so(U)

≡ [[̂s, t],u] mod so(U) ,

for all A ∈ so(U), s, t ∈ S, u, v ∈ U. The brackets follow from these identities, Proposition 5.3
and the fact that the action of û on g−2 is fully determined by its component on E, cf. (5.3).

The algebras of derivations of the two KTS on S are the complexifications of the maximal
compact subalgebras of so(7,R) and so(3, 4), respectively (see Table 3 and Theorem 3.11):

der(S) ≃ so(7,C) for FII ,

der(S) ≃ so(3,C) ⊕ so(4,C) for FI .

The following main result describes both triple systems in a uniform fashion.
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Theorem 5.5. Let U be a 7-dimensional complex vector space with a non-degenerate symmetric
bilinear form η and S the associated 8-dimensional spinor Cℓ(U)-module. Let β : S ⊗ S → C be the
unique (up to constant) admissible bilinear form on S and Γ (2) : S⊗ S → so(U) the operator given by

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,

where s, t ∈ S and u, v ∈ U. Fix an orthogonal decomposition

U =W ⊕W⊥

of U with dimW = 7 (i.e. with W⊥ = 0, W = U) or dimW = 3 and let I = volW ∈ Cℓ(U) be the
volume ofW. (I acts on S as the identity if dimW = 7 and as a paracomplex structure if dimW = 3).

Then S with the triple product

(rst) = −Γ (2)(r, I ◦ s) · t+
1

2
β(r, I ◦ s)t , r, s, t ∈ S , (5.5)

is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra g = F4 and derivation algebra

der(S) = stabso(U)(I) =

{
so(U) if dimW = 7 ,

so(W)⊕ so(W⊥) if dimW = 3 .

Proof. It is immediate to see that I ∈ Pin(U) covers the opposite of the orthogonal reflection

rW : U→ U across W, that is ÃdI = −rW , and that β(I ◦ s, t) = β(s, I ◦ t) for all s, t ∈ S.
Let σ : g → g be the grade-reversing map defined by

σ(u) = r̂Wu , σ(s) = Î ◦ s ,
σ(A) = rWArW , σ(E) = −E ,

σ(ŝ) = I ◦ s , σ(û) = rWu ,

(5.6)

where u ∈ U, s ∈ S and A ∈ so(U). Clearly σ2 = 1 and we now show that σ is a Lie algebra

morphism. First note that σ[A, s] = Î ◦As and [σ(A),σ(s)] = t̂,

t = [rWArW , I ◦ s]

= I ◦A(I ◦ I ◦ s)

= I ◦As ,

hence σ[A, s] = [σ(A),σ(s)] for allA ∈ so(U), s ∈ S. Identityσ[A, ŝ] = [σ(A),σ(ŝ)] is analogous.
Similarly σ[û, s] = −σ(û ◦ s) = −I ◦ u ◦ s while

[σ(û),σ(s)] = −[Î ◦ s, rWu]

= −(rWu) ◦ I ◦ s = ÃdI(u) ◦ I ◦ s

= −I ◦ u ◦ s ,

proving σ[û, s] = [σ(û),σ(s)] and, in the same way, σ[u, ŝ] = [σ(u),σ(ŝ)] for all u ∈ U, s ∈ S.
The remaining identities are straightforward, except for σ[ŝ, t] = [σ(ŝ),σ(t)], s, t ∈ S, which
we now show. We have

η(σ[ŝ, t]u, v) = −η(σ(Γ (2)(s, t))u, v) + β(s, t)η(u, v)

= −η(Γ (2)(s, t)rWu, rWv) + β(s, t)η(u, v)

= −β((rWu)∧ (rWv) ◦ s, t) + β(s, t)η(u, v)

and

η([σ(ŝ),σ(t)]u, v) = −η([Î ◦ t, I ◦ s]u, v)

= +η(Γ (2)(I ◦ t, I ◦ s)u, v) + β(I ◦ t, I ◦ s)η(u, v)

= β(I ◦ u∧ v ◦ I ◦ t, s) + β(s, t)η(u, v)

= β((rWu) ∧ (rWv) ◦ t, s) + β(s, t)η(u, v)

= η(σ[ŝ, t]u, v)
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for all u, v ∈ U so that σ[ŝ, t] = [σ(ŝ),σ(t)].
The triple product (5.5) is the usual formula (rst) = [[r,σ(s)], t] and the rest is clear. �

5.2. The case g = E6.

The grading of g = E6 associated to

× ×

is of extended Poincaré type and all the 4 real forms of E6 are compatible with this grading,
leading to 4 non-isomorphic KTS with algebra of derivations equal to

der(S) ∼=






so(4,C) ⊕ so(4,C) for EI ,

so(5,C) ⊕ so(3,C) for EII ,

so(7,C) for EIII ,

so(8,C) for EIV ,

(5.7)

possibly up to a 1-dimensional center. We note that this is the unique 5-grading of a simple
exceptional Lie algebra whose associated parabolic subalgebra is not maximal. The fact
that the center of g0 is 2-dimensional makes our previous (and usual) approach to describe
KTS practically inconvenient. In this subsection, we will use another approach and exploit
the root space decomposition of E6 to describe the KTS associated to EIV . The remaining
products will be reduced to this case by a direct argument.

Let U be an 8-dimensional complex vector space, η a non-degenerate symmetric bilinear
form on U and S = S+ ⊕ S− the spinor module, where each semispinor representation S±

is 8-dimensional. Let E be the grading element and F the operator acting as the volume
vol ∈ Cℓ(U) on S and trivially on U. It clearly commutes with E and so(U). The grading of
g = E6 is then given by

g±1 = S , g0 = so(U)⊕ CE⊕ CF , g±2 = U .

We shall fix an isotropic decomposition of U = W ⊕ W∗ and consider the natural so(U)-
equivariant isomorphisms S+ ∼= ΛevenW∗ and S− ∼= ΛoddW∗. With these conventions, the
action of the Clifford algebra on S reads as

w ◦ α = −2ıwα ,

w∗ ◦ α = w∗ ∧ α ,
(5.8)

for all w ∈ W, w∗ ∈ W∗ and α ∈ S. There is an admissible bilinear form on S with the
invariants (τ,σ, ı) = (+,+,+); to avoid confusion with the elements of S we simply denote it
by

α • β = (−1)[
1

2
(deg(α)+1)]iω(α∧ β) ,

where α,β ∈ S, [·] is the ”ceiling” of a rational number, i.e., its upper integer part, deg(α) the
degree of α as a differential form and ω ∈ Λ4W a fixed volume.

We depart with the KTS of type EIV. Throughout the section, we denote the unit constant
in S by 1 and consider a basis ( ∂

∂x1 , . . . ,
∂

∂x4 ) of W, with associated dual basis (dx1, . . . ,dx4)

of W∗ and induced Hodge star operator ⋆ : S → S.

Theorem 5.6. Let U be an 8-dimensional complex vector space with a non-degenerate symmetric
bilinear form η and fix an isotropic decomposition U =W⊕W∗. Then the associated 16-dimensional
spinor representation S ∼= Λ•W∗ is a K-simple Kantor triple system with the triple product given by

(S±,S∓,S) = 0 ,

(1,dx1234,dxi) = (dx1234,1,dxjkl) = (dxjkl,dxi,dx1234) = (dxi,dxjkl,1) = 0 ,
(5.9)
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and, for all other homogeneous differential forms, by

(α,β,γ) =






(α • β)γ+ (β • γ)α− (α • γ)β if α,β,γ ∈ S±

(−1)[
1

2
(deg(α)+2)] ⋆ (⋆(α∧ γ)∧ ⋆β) if α,β ∈ S±, γ ∈ S∓,

deg(α) + deg(γ) 6 4,

(−1)[
1

2
(deg(α)+1)] ⋆ (⋆α∧ ⋆γ)∧ β if α,β ∈ S±, γ ∈ S∓,

deg(α) + deg(γ) > 4.

(5.10)

The product is so(U)-equivariant and its associated Tits-Kantor-Koecher Lie algebra is E6.

Proof. Identities (i) and (ii) of Definition 1.1 can be checked by tedious but straightforward
computations, using the root space decomposition of E6 and so(U)-equivariance of (5.9)-
(5.10). We here simply record that so(U) is generated by the two abelian parabolic subal-
gebras which exchangeW andW∗ so that so(U)-equivariance follows from the equivariance
under the action of these subalgebras. The latter can be directly checked using (5.8). �

To proceed further, we first note that any KTS of type EI, EII, EIII is a modification, in
Asano’s sense [6], of the KTS of type EIV . In other words, we consider new triple products
of the form

(α,β,γ)Φ = (α,Φ(β),γ) , (5.11)

where the product on the r.h.s. is the EIV product described in Theorem 5.6 and Φ : S → S

an involutive automorphism of it. It is known that a modification of a KTS is still a KTS.
Note that Φ has to be der(S)-equivariant, where der(S) is detailed in (5.7) for all cases.

Furthermore, since any endomorphism of S is realized by the action of some element in the
Clifford algebra, we are led to consider der(S)-equivariant elements in Cℓ(U), which are also
involutive automorphisms of the triple product of type EIV.

We introduce the required maps

Φ(α) =






⋆̃α for EI ,

i(dx1 ∧ (⋆̃α) − ı ∂
∂x1

(⋆̃α)) for EII ,

i(dx1 ∧ α− ı ∂
∂x1

α) for EIII ,

(5.12)

where ⋆̃ is the modified Hodge star operator given by ⋆̃α = ǫ(α) ⋆ α with ǫ(α) = −α when
deg(α) = 1, 2 and ǫ(α) = α when deg(α) = 0, 3, 4. It is easy to see that any Φ is the volume,
up to some constant, of a non-degenerate subspace ofU of appropriate dimension and hence
realized as the action of an involutive and der(S)-equivariant element of the Pin group. As
an aside, we note that conjugation by Φ in case EIII is nothing but the outer automorphism
of so(U) associated to the symmetry of the Dynkin diagram exchanging S+ and S−.

Theorem 5.7. Let U be an 8-dimensional complex vector space with a non-degenerate symmetric
bilinear form η and fix an isotropic decomposition U =W⊕W∗. Then the associated 16-dimensional
spinor representation S ∼= Λ•W∗ is a K-simple Kantor triple system with the modification

(α,β,γ)Φ = (α,Φ(β),γ) , α,β,γ ∈ S , (5.13)

of the triple product described in Theorem 5.6 by any of the three endomorphisms (5.12) of S. Each
product is der(S)-equivariant, see (5.7), and its associated Tits-Kantor-Koecher Lie algebra is E6.

Proof. The KTS described in Theorem 5.6 is so(U)-equivariant, hence equivariant under the
action of the connected component of the identity of Pin(U). It immediately follows that the
mapΦ in case EI is an automorphism of the KTS. A similar statement is directly checked for
EIII and, consequently, for EII too. Hence, general properties of modifications apply. �
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5.3. The case g = E7.

The grading

×

of g = E7 is of extended Poincaré type. Let (U,η) be a 10-dimensional complex vector space
with a non-degenerate symmetric bilinear form and S = S+ ⊕ S− the decomposition into
semispinors of the 32-dimensional spinor so(U)-module S. We have g0 ≃ so(U)⊕sl(2,C)⊕CE,
where E is the grading element, and

g−1 = S+ ⊠ C2, g1 = S− ⊠ C2 ,

g−2 = U , g2 = U ,

with their natural structure of g0-modules. There are 3 compatible real forms EV , EVI, EVII,
and the derivation algebras of the corresponding triple systems are respectively given by
so(5,C) ⊕ so(5,C)⊕ so(2,C), so(3,C) ⊕ so(7,C) ⊕ sl(2,C) and so(9,C)⊕ so(2,C).

We recall that in our convention (5.1) the Clifford algebra Cℓ(U) acts on

S = C2 ⊗ · · · ⊗ C2
︸ ︷︷ ︸

k−times

, k = 5 ,

and that S± are the±1-eigenspaces of the involution ivol = T⊗· · ·⊗T . There is a unique (up to
constant) admissible bilinear form β : S⊗ S → C on S with invariants (τ,σ, ı) = (−1,−1,−1).
It is given by

β(x1 ⊗ · · · ⊗ x5,y1 ⊗ · · · ⊗ y5) = ω(x1,y1) < x2,y2 > · · ·ω(x5,y5) , (5.14)

where < −,− > (resp. ω) is the standard C-linear product (resp. symplectic form) on C2

and xi,yi ∈ C2, i = 1, . . . , 5. We note that semispinors S± are isotropic and (S±)∗ ≃ S∓.
We consider so(U)-equivariant operators

Γ : S⊗ S → U ,

η(Γ(s, t),u) = β(u ◦ s, t) ,
(5.15)

and
Γ (2) : S⊗ S → so(U) ,

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,
(5.16)

where s, t ∈ S, u, v ∈ U. They are symmetric and satisfy Γ(S±,S∓) = Γ (2)(S±,S±) = 0.

The structure of graded Lie algebra on m = g−2⊕g−1 is a mild variation of the usual Dirac
current:

[s⊗ c, t⊗ d] = Γ(s, t)ω(c,d) ,

where s, t ∈ S+, c,d ∈ C2. The Lie algebra g0 acts naturally on m by 0-degree derivations and
we now in turn describe g1 and g2. The general form of the adjoint action on m of positive
degree elements of g is constrained due to g0-equivariance: for any r ∈ S−, c ∈ C2 and u ∈ U,
we have that r⊗ c ∈ g1 and û ∈ g2 act as

[r⊗ c, t⊗ d] = c1 Γ
(2)(r, t)ω(c,d)

︸ ︷︷ ︸
element of so(U)

+ c2 β(r, t)ω(c,d)E
︸ ︷︷ ︸

element of CE

+ c3 β(r, t)c⊙ d
︸ ︷︷ ︸

element of sl(2,C)

,

[r⊗ c, v] = v ◦ r⊗ c ,

(5.17)

and respectively

[û, t⊗ d] = −u ◦ t⊗ d ,

[û, v] = c4 u∧ v︸ ︷︷ ︸
element of so(U)

+ c5 η(u, v)E
︸ ︷︷ ︸

element of CE

, (5.18)

for all t ∈ S+, d ∈ C2 and v ∈ U. The values of the constants c1, . . . , c5 are now determined.
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Proposition 5.8. c1 = −1, c2 = 1
2 , c3 = −1 and c4 = 2, c5 = −1.

Proof. We let r ∈ S−, t ∈ S+, u ∈ U, c,d ∈ C2 as above and depart with

0 = [r⊗ c, [t⊗ d,u]]

= [[r⊗ c, t⊗ d],u] + [t⊗ d, [r⊗ c,u]]

= ω(c,d)(c1Γ
(2)(r, t)u− 2c2β(r, t)u − Γ(t,u ◦ r)) .

Abstracting ω(c,d) and taking the inner product with any v ∈ U yields

0 = c1β(u∧ v ◦ r, t) − 2c2β(r, t)η(u, v) + β(u ◦ v ◦ t, r)

= (c1 + 1)β(u∧ v ◦ r, t) + (−2c2 + 1)β(r, t)η(u, v) ,

where we used u ◦ v = u ∧ v − η(u, v). Since S+ ≃ (S−)∗ and End(S−) ≃ Λ4U ⊕ Λ2U ⊕Λ0U

acts faithfully on S−, the two terms vanish separately and the values of c1 and c2 follow.
The proof of c3 = −1 relies on the explicit realization (5.1) of the Clifford algebra. Let

r ∈ S−, t ∈ S+ and choose c,d ∈ C2 satisfying ω(c,d) = 1, then

[r⊗ d, [t⊗ c, t⊗ d]] = Γ(t, t) ◦ r⊗ d

and
[r⊗ d, [t⊗ c, t⊗ d]] = [[r⊗ d, t⊗ c], t⊗ d] + [t⊗ c, [r⊗ d, t⊗ d]]

= −c1Γ
(2)(r, t) · t⊗ d+ c2β(r, t)t⊗ d + 3c3β(r, t)t⊗ d .

Abstracting d, substituting the values of c1 and c2 already determined and rearranging
terms, we are left with the Fierz-like identity

Γ(t, t) ◦ r = Γ (2)(r, t) · t+ β(r, t)(12 + 3c3)t . (5.19)

We now choose suitable spinors

t =

(
1

+i

)⊗5

, r =

(
1

−i

)⊗5

and use (5.1) and (5.14) to get β(r, t) = 32i and Γ(t, t) = 0. A similar but longer computation
says that

Γ (2)(r, t) = −
1

2

∑

l,m

β(r, el ∧ em ◦ t)el ∧ em

= −
∑

l odd

β(r, el ∧ el+1 ◦ t)el ∧ el+1

= i
∑

l odd

β(r, t)el ∧ el+1

= −32
∑

l odd

el ∧ el+1 ,

from which Γ (2)(r, t) ·t = i80t. In summary, identity (5.19) turns into 0 = i80t+ i32(12 +3c3)t,
so that c3 = −1. The values of the constants c4, c5 relative to the adjoint action of g2 on m are
determined by similar but easier computations, which we omit. �

The description of the Lie brackets of g = E7 is completed, with the exception of the Lie
bracket of two elements r⊗ c, s ⊗ d ∈ g1 = S− ⊠ C2, which is

[r⊗ c, s⊗ d] = ω(c,d)Γ̂(r, s) .

To prove this identity, it is sufficient to note that elements of g2 are fully determined by their
adjoint action on g−2 by (5.18) and check that the l.h.s. and r.h.s. yield the same result there.

Theorem 5.9 gives 3 different KTS associated with the graded Lie algebra just described.
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Theorem 5.9. Let U be a 10-dimensional complex vector space with a non-degenerate symmetric
bilinear form η and S = S+ ⊕ S− the associated 32-dimensional spinor module. Let β : S⊗ S → C be
the admissible bilinear form on S with invariants (τ,σ, ı) = (−1,−1,−1) and

Γ : S⊗ S → U , Γ (2) : S⊗ S → so(U) ,

the so(U)-equivariant operators defined in (5.15)-(5.16). Fix an orthogonal decomposition

U =W ⊕W⊥

of U with dimW = 1, dimW = 3 or dimW = 5 and let I = volW ∈ Cℓ(U) be the volume of W. (I
acts on S as a complex structure if dimW = 1, 5 and as a paracomplex structure when dimW = 3.)
Let J : C2 → C2 be the standard complex structure on C2, except for dimW = 3 where we set J := Id.

Then S+ ⊗ C2 with the triple product

(xyz) = (−Γ (2)(r, I ◦ s) · t + 1
2β(r, I ◦ s)t)⊗ω(b, Jc)d

− β(r, I ◦ s)t⊗ (ω(b,d)Jc+ω(Jc,d)b) ,
(5.20)

for all elements x = r ⊗ b, y = s ⊗ c and z = t ⊗ d of S+ ⊗ C2, is a K-simple Kantor triple system
with Tits-Kantor-Koecher Lie algebra g = E7 and derivation algebra

der(S+ ⊗ C2) = stabg0(I, J) ≃






so(9,C) ⊕ so(2,C) if dimW = 1 ,

so(3,C) ⊕ so(7,C) ⊕ sl(2,C) if dimW = 3 ,

so(5,C) ⊕ so(5,C) ⊕ so(2,C) if dimW = 5 .

Proof. It follows from the fact that the involution

σ(û) = rWu , σ(r⊗ d) = I ◦ r⊗ Jd ,

σ(A) =

{
rWArW if A ∈ so(U)

JAJ−1 if A ∈ sl(2,C)
, σ(E) = −E ,

σ(s⊗ c) = I ◦ s⊗ Jd , σ(u) = r̂Wu ,

(5.21)

where u ∈ U, r ⊗ d ∈ S− ⊠ C2, s ⊗ c ∈ S+ ⊠ C2, is a Lie algebra morphism. The proof is
analogous to that of Theorem 5.5, making use of the explicit expressions of the Lie brackets
of g = E7, the fact that I ∈ Pin(U) covers the opposite of the orthogonal reflection rW : U→ U

across W and the identity β(I ◦ s, I ◦ t) = β(s, t) for all s, t ∈ S. �

5.4. The case g = E8.

The grading

×

of g = E8 is of extended Poincaré type, with g0 = so(U) ⊕ CE and the other graded com-
ponents given by g±1 = S∓, g±2 = U. Here (U,η) is a 14-dimensional complex vector space
with a non-degenerate symmetric bilinear form and S = S+ ⊕ S− the decomposition into
semispinors of the corresponding 128-dimensional spinor so(U)-module S.

There is an admissible bilinear form β : S ⊗ S → C with invariants (τ,σ, ı) = (−1,+1,−1)

and usual operators
Γ : S⊗ S → U ,

η(Γ(s, t),u) = β(u ◦ s, t) ,
(5.22)

and
Γ (2) : S⊗ S → so(U) ,

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,
(5.23)

s, t ∈ S, u, v ∈ U. We note that (S±)∗ ≃ S∓ and that (5.22)-(5.23) are both so(U)-equivariant
and skewsymmetric. They also satisfy Γ(S±,S∓) = Γ (2)(S±,S±) = 0.
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The arguments used in §5.1 for F4 extend almost verbatim to E8. In particular the non-
trivial Lie brackets of g = E8 are given by the natural action of g0 on each graded component
and

[s1, s2] = Γ(s1, s2) , [t1, v] = v ◦ t1 , [t1, s1] = −Γ (2)(t1, s1) +
1
2β(t1, s1)E ,

[û, v] = 2u∧ v− η(u, v)E , [û, s1] = −u ◦ s1 , [t1, t2] = ̂Γ(t1, t2) ,

for all s1, s2 ∈ g−1 ≃ S+, t1, t2 ∈ g+1 ≃ S−, v ∈ g−2 ≃ U and û ∈ g2 ≃ U. The proof of the
following result is similar to the proof of Theorem 5.5 and therefore omitted.

Theorem 5.10. Let U be a 14-dimensional complex vector space with a non-degenerate symmetric
bilinear form η and S = S+ ⊕ S− the associated 128-dimensional spinor module. Let β : S⊗ S → C

be the unique (up to constant) admissible bilinear form on S with invariants (τ,σ, ı) = (−1,+1,−1)

and (5.22)-(5.23) the naturally associated operators. Fix an orthogonal decomposition

U =W ⊕W⊥

of U with dimW = 3 or dimW = 7 and let I = volW ∈ Cℓ(U) be the volume of W. (I acts on S as a
paracomplex structure.) Then S+ with the triple product

(rst) = −Γ (2)(r, I ◦ s) · t+
1

2
β(r, I ◦ s)t , r, s, t ∈ S+ , (5.24)

is aK-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra g = E8 and derivation algebra

der(S+) = stabso(U)(I) ≃

{
so(3,C) ⊕ so(11,C) if dimW = 3 ,

so(7,C) ⊕ so(7,C) if dimW = 7 .

6. The exceptional Kantor triple systems of contact type

6.1. The case g = G2.

We now determine the Kantor triple system V with Tits-Kantor-Koecher pair (g = G2,σ),
see also Example 3.12. To this aim, we consider a symplectic formω on C2 and a compatible
complex structure J : C2 → C2, i.e., such that ω(Jx, Jy) = ω(x,y) for all x,y ∈ C2.

Theorem 6.1. The vector space S3C2 with the triple product given by

(x3y3z3) = −
3

2
(ω(x, Jy))2(ω(x, z)Jy⊙ z2 +ω(Jy, z)x⊙ z2) +

1

2
(ω(x, Jy))3z3

for all x,y, z ∈ C2 is a K-simple Kantor triple system. Its associated Tits-Kantor-Koecher pair (g,σ)
is the unique pair with g = G2 and its derivation algebra is der(S3C2) = so(2,C).

The proof of Theorem 6.1 will occupy the remaining part of the section. We first recall
that the unique fundamental 5-grading ofG2 is associated with the marked Dynkin diagram

×
, with g0 ≃ sl(2,C)⊕ CE, where E is the grading element, and

g±2 ≃ C , g±1 ≃ S3C2 ,

as sl(2,C)-modules, by a routine examination of the roots of G2. We fix a basis 1 of g−2 and
denote decomposable elements of g−1 by x3, y3, where x,y ∈ C2. The negatively graded part
m = g−2 ⊕ g−1 of g has non-trivial Lie brackets

[x3,y3] = (ω(x,y))31 , (6.1)

and g0 acts naturally on m by 0-degree derivations. In particular m can be extended to the
non-positively Z-graded Lie algebra g60 = m ⊕ g0 and it is well known that G2 is precisely
the maximal transitive prolongation of g60, see e.g. [48].

For any x3 ∈ S3C2 we introduce a linear map x̂3 : m → g−1 ⊕ g0 of degree 1 by

[x̂3,y3] = 1
2(ω(x,y))2 (x⊗ω(y,−) + y⊗ω(x,−))

︸ ︷︷ ︸
element of sl(2,C)

−1
2(ω(x,y))3E ,

[x̂3,1] = x3 ,

(6.2)
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where y3 ∈ g−1. A straightforward computation tells us that x̂3 is an element of the first

prolongation g1 of g60 for all x3 ∈ S3C2, therefore g1 =
〈
x̂3 | x3 ∈ S3C2

〉
. Similarly g2 = C1̂,

where 1̂ : m → g0 ⊕ g1 is given by

[1̂,y3] = ŷ3 , [1̂,1] = −E , (6.3)

where y3 ∈ g−1. The remaining Lie brackets of G2 can be directly computed using transitiv-
ity and (6.2)-(6.3). They are given by the natural structure of Lie algebra of g0 and

[A, ŷ3] = ̂[A,y3] , [E, ŷ3] = ŷ3 , [x̂3, ŷ3] = (ω(x,y))31̂ ,

[A, 1̂] = 0 , [E, 1̂] = 21̂ ,
(6.4)

where A ∈ sl(2,C) and x̂3, ŷ3 ∈ g1.
Now we define a linear map σ : g → g by

σ(1) = 1̂ , σ(x3) = Ĵx3 ,

σ(A) = −At , σ(E) = −E ,

σ(x̂3) = −Jx3 , σ(1̂) = 1 ,

(6.5)

where we denoted the natural extension of J to a complex structure on S3C2 by the same
symbol. Using (6.1)-(6.4), one sees that (6.5) is a Lie algebra morphism, therefore a grade-
reversing involution of G2.

The associated triple product is given by the usual formula and it is invariant under the
action of the stabilizer stabsl(2,C)(J) = so(2,C) of J in sl(2,C) – this is indeed the associated
algebra of derivations, see Example 3.12.

6.2. The case g = F4.

The grading with marked Dynkin diagram × admits one grade-reversing in-
volution, the complexification of the Cartan involution of the split real form, see Table 3.
By Theorem 3.11, the derivation algebra of the associated KTS is the complexification of the
maximal compact subalgebra u(3) of sp(6,R), i.e. gl(3,C).

To describe the triple system, we consider a symplectic form ω on C6 and set V = Λ3
0C

6

to be the space of primitive 3-forms (kernel of natural contraction ıω : Λ3C6 → C6 by ω).
Let J : C6 → C6 be a complex structure on C6 compatible with ω and denote the natural
extension to a complex structure on V by the same symbol.

We will tacitly identify S2C6 with sp(6,C) by means of the symplectic form

x⊙ y : z 7→ ω(x, z)y +ω(y, z)x ,

where x,y, z ∈ C6, and introduce sp(6,C)-equivariant operators

• : Λ2V → C , (6.6)

∨ : S2V → sp(6,C) , (6.7)

on V . The first operator is the non-degenerate skewsymmetric bilinear form on V given by

α∧ β = (α • β) vol ,

where α,β ∈ V and vol = 1
3!ω

3 ∈ Λ6C6 is the normalized volume. The second operator is
symmetric on V and given by (a multiple of) the projection to S2C6 w.r.t. the decomposition

S2V ≃ (V ⊚ V)⊕ S2C6

into sp(6,C)-irreducible submodules of S2V . In our conventions this operator is normalized
so that

α∨ β =

3∑

i=1

pi ⊙ qi

when α = p1 ∧ p2 ∧ p3 and β = q1 ∧ q2 ∧ q3, where {pi,qi | i = 1, 2, 3} is a fixed basis of C6

satisfying ω(pi,pj) = ω(qi,qj) = 0, ω(pi,qj) = δij.
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Theorem 6.2. The vector space V = Λ3
0C

6 with the triple product given by

(αβγ) =
1

2
(α • Jβ)γ+

1

2
(α∨ Jβ) · γ

for allα,β,γ ∈ V is aK-simple Kantor triple system with derivation algebra der(V) = stabsp(6,C)(J) ≃
gl(3,C) and Tits-Kantor-Koecher Lie algebra g = F4.

Proof. The graded components of the 5-grading of g = F4 are g0 ≃ sp(6,C)⊕CE and g±2 ≃ C,
g±1 ≃ V as sp(6,C)-modules. The negatively graded part m = g−2 ⊕ g−1 of g has non-trivial
Lie brackets

[α,β] = (α • β)1 , (6.8)

where1 is a fixed basis of g−2. In particularm can be extended to the non-positivelyZ-graded
Lie algebra g60 = m⊕ g0 and F4 is the maximal transitive prolongation of g60 [48].

For any α ∈ V we introduce a linear map α̂ : m → g−1 ⊕ g0 by

[α̂,β] = λα∨ β+ µ(α • β)E ,

[α̂,1] = α ,
(6.9)

for all β ∈ g−1, where λ,µ ∈ C are constants to be determined imposing α̂ ∈ g1:

0 = [α̂, [β,1]] = [[α̂,β],1] + [β, [α̂,1]]

= µ(α • β)[E,1] + [β,α]

= (−2µ − 1)(α • β)1 .

Hence µ = −1
2 and a similar computation with α̂ acting on g−2 = [g−1, g−1] yields λ = −1

2 . In

other words we just showed that g1 = 〈α̂ |α ∈ V〉 when µ = λ = −1
2 ; similarly g2 = C1̂, where

1̂ : m → g0 ⊕ g1 is given by

[1̂,β] = β̂ , [1̂,1] = −E , (6.10)

for all β ∈ g−1. The remaining Lie brackets of F4 can be directly computed using transitivity
and (6.9)-(6.10). They are given by the natural structure of Lie algebra of g0 and

[A, α̂] = [̂A,α] , [E, α̂] = α̂ , [α̂, β̂] = (α • β)1̂ ,

[A, 1̂] = 0 , [E, 1̂] = 21̂ ,
(6.11)

where A ∈ sp(6,C) and α̂, β̂ ∈ g1.
Using (6.8)-(6.11), one can directly check that the map σ : g → g defined by

σ(1) = 1̂ , σ(α) = Ĵα ,

σ(A) = −At , σ(E) = −E ,

σ(α̂) = −Jα , σ(1̂) = 1 ,

(6.12)

is a grade-reversing involution of F4. �

6.3. The case g = E6.

The KTS with Tits-Kantor-Koecher pair (g = E6,σ) are 8, associated with 3 gradings. We
already saw 4 of them in §5.2 and we study here those associated with the grading of contact
type

×

There are 3 non-equivalent grade-reversing involutions, related to the real forms EI,EII and
EIII, with derivation algebras respectively so(6,C), (sl(3,C)⊕ sl(3,C)) ⊕ C and sl(5,C) ⊕ C.

Let V = Λ3C6 and vol ∈ Λ6C6 a fixed volume. As for the case F4 in §6.2 we introduce the
sl(6,C)-equivariant operators

• : Λ2V → C ,

∨ : S2V → sl(6,C)
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with the • defined via wedge product as in §6.2 and ∨ defined by

(α∨ β)(x) = iα•(β∧ x) + iβ•(α∧ x),

for all α,β ∈ V , where iα• is the contraction by α• ∈ V∗ ∼= Λ3(C6)∗. We denote by M1, M2,
the endomorphism of C6 represented by the matrices

M1 =




0 0 0 0 0 1

0 0 0 0 −1 0

0 0 0 1 0 0

0 0 1 0 0 0

0 −1 0 0 0 0

1 0 0 0 0 0




, M2 =




0 0 0 0 0 −1

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

−1 0 0 0 0 0




(6.13)

and by η the scalar product on C6 of signature (+ − + − +−). We let ⋆ : ΛpC6 → Λ6−pC6

be the corresponding Hodge star operator.

Theorem 6.3. The vector space V = Λ3C6 with triple product

(αβγ) =
1

2
(α • ⋆β)γ−

1

2
(α∨ ⋆β) · γ

for allα,β,γ ∈ V is a K-simple Kantor triple system with derivation algebra der(V) = stabsl(6,C)(η) ≃
so(6,C) and Tits-Kantor-Koecher Lie algebra g = E6.

Proof. The graded components of g are g0 ≃ sl(6,C) ⊕ CE, g±1 ≃ V and g±2 ≃ C. Direct
arguments similar to those made for the contact grading of F4 show that the Lie brackets are
given by the natural action of the Lie algebra g0 and

[α,β] = (α • β)1 , [α̂, β̂] = (α • β)1̂ ,

[α̂,β] = 1
2α∨ β− 1

2(α • β)E , [α̂,1] = α ,

[1̂,β] = β̂ , [1̂,1] = −E ,

[A, α̂] = [̂A,α] , [A, 1̂] = 0 ,

with α,β ∈ g−1, α̂, β̂ ∈ g1, 1 ∈ g−2, 1̂ ∈ g2 and A ∈ sl(6,C). The grade reversing involution
is given by

σ(1) = 1̂ , σ(α) = ⋆̂α ,

σ(A) = −At , σ(E) = −E ,

σ(α̂) = ⋆α , σ(1̂) = 1 .

(6.14)

and the triple product follows at once. �

Theorem 6.4. The vector space V = Λ3C6 with triple product

(αβγ) =
1

2
(α •Mβ)γ−

1

2
(α∨Mβ) · γ

for all α,β,γ ∈ V andM =M1 or M2 as in (6.13) is a K-simple Kantor triple system with

der(V) = stabsl(6,C)(M) ≃

{
sl(3,C) ⊕ sl(3,C) ⊕ C if M =M1

sl(5,C) ⊕ C if M =M2

and Tits-Kantor-Koecher Lie algebra g = E6.

Proof. The restriction of the involution σ to sl(6,C) is either the complexification of the Cartan
involution of su(3, 3) or su(1, 5). By [40], one has that σ(A) = MAM−1 for any A ∈ sl(6,C),
whereM ∈ GL(6,C) is conjugated to eitherDiag(Id3,−Id3) orDiag(Id5,−1). In the first case
we setM =M1 and in the secondM =M2.

If we extend the natural action of M on g±1 to a grade-reversing involution of g then
necessarily

σ[α̂,β] = [σ(α̂),σ(β)] = [Mα, M̂β] = −1
2 (Mα •Mβ)E− 1

2(Mα∨Mβ)

= 1
2(α • β)E+ 1

2M(α∨ β)M ,
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where we used that (Mα •Mβ) = −(α • β) and (Mα ∨Mβ) = −M(α ∨ β)M. In particular
σ(α ∨ β) = M(α ∨ β)M−1, hence σ(A) = MAM−1 for all A ∈ sl(6,C) and we arrive at the
involution

σ(1) = −1̂ , σ(α) = M̂α ,

σ(A) =MAM−1 , σ(E) = −E ,

σ(α̂) =Mα , σ(1̂) = −1 ,

(6.15)

The claim on the algebra of derivations follows from stabsl(6,C)(M) ≃ sl(k,C)⊕sl(6−k,C)⊕C

where k = 3, 1 for M is conjugate toM1 and M2, respectively. �

6.4. The case g = E7.

The Kantor triple systems with Tits-Kantor-Koecher pair (g = E7,σ) are 7, associated to 3

different 5-gradings. The contact grading

×

of E7 admits 3 grade-reversing involutions, corresponding to the real forms EV , EVI and
EVII, with derivation algebras respectively so(6,C)⊕so(6,C), gl(6,C) and so(2,C)⊕so(10,C).

The corresponding systems are close to those of extended Poincaré type studied in §5.
Indeed g0 ≃ so(U) ⊕ CE and g±2 ≃ C, g±1 ≃ S+ as so(U)-modules. Here (U,η) is a 12-
dimensional complex vector space U with a non-degenerate symmetric bilinear form η and

S = S+ ⊕ S−

the decomposition into semispinors of the 64-dimensional spinor so(U)-module S.
In this section, we will make extensive use of the explicit realization (5.1) of the Clifford

algebra Cℓ(U) as endomorphisms of

S = C2 ⊗ · · · ⊗ C2
︸ ︷︷ ︸

k−times

, k = 6 .

We note that in our conventions S± are the ±1-eigenspaces of the involution

ik vol = T ⊗ · · · ⊗ T ,

that is the opposite of vol, as k = 6. There exists an admissible bilinear form β : S ⊗ S → C

with the invariants (τ,σ, ı) = (−1,−1, 1). It can be easily described using (5.1): if < −,− >

(resp. ω) is the standard C-linear product (resp. symplectic form) on C2, then

β(x1 ⊗ · · · ⊗ x6,y1 ⊗ · · · ⊗ y6) =< x1,y1 > ω(x2,y2) < x3,y3 > · · ·ω(x6,y6) , (6.16)

where xi,yi ∈ C2, i = 1, . . . , 6. In particular S± are orthogonal. As in §5.1, there exists an
operator

Γ (2) : S⊗ S → so(U) ,

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,

where s, t ∈ S and u, v ∈ U. It is a symmetric so(U)-equivariant operator.

We fix a basis 1 of g−2 and write the graded Lie algebra structure on m = g−2 ⊕ g−1 as

[s, t] = β(s, t)1 ,

for all s, t ∈ S+. We now turn to describe the positively-graded elements of g. For any s ∈ S+

we introduce the linear map ŝ : m → g−1 ⊕ g0 of degree 1 by

[ŝ, t] = λΓ (2)(s, t) + µβ(s, t)E ,

[ŝ,1] = s ,
(6.17)

where t ∈ S+ and λ,µ ∈ C are constants to be determined. We note that the equations (6.17)
are not identitical to those encountered in the extended Poincaré case, see e.g. (5.2), as here
there is no Clifford multiplication of elements from g−2 with g−1.
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Proposition 6.5. The map ŝ ∈ g1 for all s ∈ S+ if and only if λ = 1
2 , µ = −1

2 .

Proof. We compute

0 = [ŝ, [t,1]] = [[ŝ, t],1] + [t, [ŝ,1]]

= −2µβ(s, t)1 + β(t, s)1

for all s, t ∈ S+ and directly infer µ = −1
2 . The proof of λ = 1

2 is more involved and it relies
on the explicit realization (5.1). We depart with

[ŝ, [t, r]] = β(t, r)s

and note that
[ŝ, [t, r]] = [[ŝ, t], r] + [t, [ŝ, r]]

= λΓ (2)(s, t) · r − λΓ (2)(s, r) · t

+ 1
2β(s, t)r −

1
2β(s, r)t

for all s, t, r ∈ S+. We now choose suitable spinors

s = r =

(
1

+i

)⊗6

, t =

(
1

−i

)⊗6

and use (6.16) to get β(s, r) = 0, β(s, t) = 64i. Longer but straightforward computations
similar to those of Proposition 5.8 yield

Γ (2)(s, t) = 64
∑

l odd

el ∧ el+1

and Γ (2)(s, s) = 0.
We are therefore left with the identity

−64is = λΓ (2)(s, t) · s + 32is

= 64λ
∑

l odd

el ∧ el+1 · s+ 32is

= −
6i

2
64λs + 32is ,

from which λ = 1
2 follows. �

Finally we consider the generator 1̂ : m → g0 ⊕ g1 of the 1-dimensional component g2 of g
defined by

[1̂, t] = t̂ , [1̂,1] = −E , (6.18)

and note that [ŝ, t̂] = β(s, t)1̂ for all s, t ∈ S+. This completes the description of Lie brackets of
g = E7. We now turn to the KTS associated with the 3 different grade-reversing involutions.

The proof of Theorem 6.6 is similar but not identical to that of Theorem 5.5 and we there-
fore outline its main steps.

Theorem 6.6. Let U be a 12-dimensional complex vector space with a non-degenerate symmetric
bilinear form η and S = S+ ⊕ S− the associated 64-dimensional spinor module. Let β : S ⊗ S → C

be the admissible bilinear form on S with invariants (τ,σ, ı) = (−1,−1, 1) and Γ (2) : S⊗ S → so(U)

the operator given by

η(Γ (2)(s, t)u, v) = β(u∧ v ◦ s, t) ,

where s, t ∈ S and u, v ∈ U.

(1) Fix an orthogonal decomposition

U =W ⊕W⊥
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of U with dimW = 6 or dimW = 2 and let I = i volW , where volW ∈ Cℓ(U) is the volume
ofW. (I acts on S as a paracomplex structure in both cases.) Then the semispinor module S+

with the triple product

(rst) = −
1

2
Γ (2)(r, I ◦ s) · t+

1

2
β(r, I ◦ s)t , r, s, t ∈ S+ , (6.19)

is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra g = E7 and

der(S+) = stabso(U)(I) ≃

{
so(6,C) ⊕ so(6,C) if dimW = 6 ,

so(2,C) ⊕ so(10,C) if dimW = 2 .

(2) Fix a split decomposition U =W⊕W∗ ofU into the direct sum of two isotropic 6-dimensional
subspaces and let

It = exp(tX) ∈ Spin(U) , X =

(
IdW 0

0 −IdW∗

)
,

be the complex 1-parameter subgroup of the spin group generated by X ∈ so(U) ≃ spin(U).
If we set I = It for t = iπ2 then the semispinor module S+ with the triple product

(rst) = −
i

2
Γ (2)(r, I ◦ s) · t+

i

2
β(r, I ◦ s)t , r, s, t ∈ S+ , (6.20)

is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra g = E7 and

der(S+) = stabso(U)(I) ≃ gl(W) .

Proof. (1) Let σ : g → g be the grade-reversing map defined by

σ(1) = −1̂ , σ(s) = Î ◦ s ,
σ(A) = rWArW , σ(E) = −E ,

σ(ŝ) = I ◦ s , σ(1̂) = −1 ,

(6.21)

where s ∈ S+ andA ∈ so(U). It is a Lie algebra involution, as I ∈ Spin(U) covers the opposite

of the orthogonal reflection rW : U→ U acrossW, i.e., ÃdI = −rW and β(I◦s, t) = −β(s, I◦ t)
for all s, t ∈ S.

(2) First note that I acts as a complex structure onU via the spin cover Ãd : Spin(U) → SO(U).
In particular I2 ∈ Spin(U) sits in the twisted center

twcenCℓ(U) = {a ∈ Cℓ(U) | a ◦ v = −v ◦ a for all v ∈ V}

of Cℓ(U), which is known to be generated by vol, as dimU is even. It follows that I2 = αvol

for some fourth root of unity α and a direct computation with exponentials reveals that
I2 ◦ s = −s for the positive-chirality spinor

s =

(
1

+i

)⊗6

∈ S+ .

In other words, I2 = vol in the Clifford algebra (recall that S+ = +1-eigenspace of − vol) and
I acts as a complex structure both on U and S+.

Let σ : g → g be the grade-reversing map defined by

σ(1) = −1̂ , σ(s) = iÎ ◦ s ,
σ(A) = IAI−1 , σ(E) = −E ,

σ(ŝ) = iI ◦ s , σ(1̂) = −1 ,

(6.22)

and note that σ2 = 1 by the above arguments. Using the expressions of the Lie brackets of
g = E7 and the equivariance properties

β(I ◦ s, I ◦ t) = β(s, t) , Γ (2)(I ◦ s, I ◦ t) = IΓ (2)(s, t)I−1

for all s, t ∈ S, we get that σ is a Lie algebra involution, with associated KTS (6.20). �
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6.5. The case g = E8.

Let

×

(6.23)

be the contact grading of g = E8, with even graded components g0 = CE ⊕ E7, g±2 = C and
where g±1 is given by the defining 56-dimensional representation of E7.

There are two inequivalent associated KTS, which correspond to the split real form EVIII

and the real form EIX. The first has derivation algebra the (complexification of the) maximal
compact subalgebra su(8) of EV , the second the maximal compact subalgebra of EVII:

der(V) ≃

{
sl(8,C) or

E6 ⊕ C .
(6.24)

We anticipate that the KTS with der(V) = E6⊕C is a variation of the triple system historically
first introduced by Freudenthal to describe the defining representation of E7 [15]. We will
introduce a paracomplex structure I : V → V which relates the triple system of Freudenthal
with ours, making evident that the KTS product is not equivariant under the whole E7 (as
for the Freudenthal product).

We note that g = E8 with the grading (6.23) is the only 5-graded simple Lie algebra with
g0 of exceptional type. Due to this, instead of looking for a uniform description of g and
in particular of the adjoint action of g0 on g−1, we shall use two different presentations, for
each one of the two KTS. We begin with some introductory background on Jordan algebras.

6.5.1. Preliminaries on cubic Jordan algebras and associated structures. We recall that a Jordan
algebra J is a complex vector space equipped with a bilinear product satisfying

A ◦ B = B ◦A , (A ◦ B) ◦A2 = A ◦ (B ◦A2) ,

for all A,B ∈ J. An important class of Jordan algebras is given by the cubic Jordan algebras
developed in [44, 35]; we here sketch their construction, following the presentation of [36].

Definition 6.7. A cubic norm on a complex vector space V is a homogeneous map of degree
three N : V → C such that its full symmetrization

N(A,B,C) :=
1

6
(N(A+ B+ C) −N(A+ B) −N(A+ C) −N(B+ C) +N(A) +N(B) +N(C))

is trilinear.

We say that c ∈ V is a basepoint if N(c) = 1. If V is a vector space equipped with a cubic
norm and a fixed base point, one can define the following three maps:

(1) the trace form,
Tr(A) = 3N(c, c,A), (6.25a)

(2) a bilinear map,
S(A,B) = 6N(A,B, c), (6.25b)

(3) a trace bilinear form,

(A,B) = Tr(A)Tr(B) − S(A,B). (6.25c)

A Jordan algebra J with multiplicative identity 1 = c may be derived from any such vector
space V if N is Jordan.

Definition 6.8. A cubic norm is Jordan if

(1) the trace bilinear form (6.25c) is non-degenerate;
(2) the quadratic adjoint map ♯ : J → J defined by

(A♯,B) = 3N(A,A,B)

satisfies (A♯)♯ = N(A)A for all A ∈ J.
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We define the linearization of the adjoint map by

A× B := (A+ B)♯ −A♯ − B♯ (6.26)

and note that A ×A = 2A♯. (We remark that other authors define A × B with an additional
factor 1

2 , in their conventions A × A = A♯.) Every vector space with a Jordan cubic norm
gives rise to a Jordan algebra with unit 1 = c and Jordan product

A ◦ B :=
1

2
(A× B+Tr(A)B+Tr(B)A− S(A,B)1). (6.27)

We conclude with the definition of reduced structure group; for more details on cubic Jordan
algebras, we refer the reader to the original sources [44, 35, 36], see also e.g. [32, §2].

Definition 6.9. The reduced structure group of a cubic Jordan algebra Jwith product (6.27) is
the group

Str0(J) = {τ : J→ J | N(τA) = N(A) for all A ∈ J}

of linear invertible transformations of J preserving the cubic norm.

It is well known that over the field of complex numbers, there is a unique simple finite-
dimensional exceptional Jordan algebra, called Albert algebra. It is a cubic Jordan algebra of
dimension 27. The underlying vector space V is the space H3(U) of 3× 3 Hermitian matrices
over the complex Cayley algebra U (=complex octonions) and the cubic normN : H3(U) → C

the usual determinant of a matrix A ∈ H3(U), the only proviso being that the order of the
factors and the position of the brackets in multiplying elements from U is important. The
interested reader may find the explicit expression of N in e.g. [32, eq. (16)]. The trace forms
(6.25a) and (6.25c) associated to the identity matrix as basepoint coincide in this case with
the regular trace,

(A,B) =
1

2
Tr(AB+ BA) ,

whereas the adjoint A♯ of A ∈ H3(U) is the transpose of the cofactor matrix [32, pag. 934].
The reduced structure group Str0(H3(U)) of J = H3(U) is a simply connected simple Lie

group of type E6 and the natural action on J its 27-dimensional defining representation.
Elements τ ∈ Str0(H3(U)) can be equally characterized by the following identity

τ(A)× τ(B) = (τ∗)−1(A× B) ,

for all A,B ∈ H3(U), where τ∗ is the transposed of τ relative to the trace bilinear form (6.25c).
We recall that the defining representation J of E6 and its dual J∗ are not equivalent; in our
conventions J∗ is still represented by the set J but the action of Str0(H3(U)) is τ 7→ (τ∗)−1. We
will not distinguish between J and J∗ if the action of Str0(H3(U)) is clear from the context.

We now turn to recall Freudenthal’s construction of the 56-dimensional defining repres-
entation of the Lie algebra E7 from the 27-dimensional Albert algebra [15]. It is a special
case of a more general construction by Brown in [9] which departs from any cubic Jordan
algebra, but for our purposes it is enough to assume J = H3(U) from now on.

We consider a vector space F = F(J) constructed from J in the following way

F(J) = C⊕ C⊕ J⊕ J∗

and write an arbitrary element x ∈ F as a “2× 2 matrix”

x =

(
α A

B β

)
, where α,β ∈ C and A ∈ J,B ∈ J∗ . (6.28)

We note that the Lie algebra E7 admits a 3-grading of the form

E7 = J⊕ (E6 ⊕ CG)⊕ J∗ ,

deg(J) = −1 , deg(E6 ⊕ CG) = 0 , deg(J∗) = 1 ,
(6.29)
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where G is the corresponding grading element, and following [42] we will use the shortcut

Φ = Φ(φ,X,Y,ν) ∈ E7

(φ ∈ E6, X ∈ J, Y ∈ J∗, ν ∈ C) ,

to denote elements of E7. The action of E7 on F is as follows, see [15] and also [42, §2.1].

Proposition 6.10. The representation of the Lie algebra E7 on F is given by

Φ(φ,X,Y,ν)

(
α A

B β

)
=

(
αν+ (X,B) φA− 1

3νA+ Y × B+ βX

−φ∗B+ 1
3νB+ X×A+ αY −βν+ (Y,A)

)
.

In particular the grading element of (6.29) is given by G = Φ(0, 0, 0,−3
2 ).

Decomposing the tensor product F ⊗ F into irreducible representation of E7, one readily
sees that there exist unique (up to multiples) E7-equivariant maps

{·, ·} : F⊗ F → C

and

× : F⊗ F → E7.

The first map is the standard symplectic form

{x,y} = αδ− βγ+ (A,D) − (B,C) , (6.30)

where

x =

(
α A

B β

)
, y =

(
γ C

D δ

)
, (6.31)

are elements of F. The second is the so-called Freudenthal product, an appropriate extension
of the operation (6.26) on J to the whole F, see e.g. [42, §2].

Proposition 6.11. For x,y ∈ F as in (6.31), the Freudenthal product is given by x×y := Φ(φ,X,Y,ν),
where

φ = −1
2(A∨D+ C∨ B)

X = −1
4(B×D− αC− γA)

Y = 1
4(A× C− βD− δB)

ν = 1
8((A,D) + (C,B) − 3(αδ + βγ)),

(6.32)

and A ∨ B ∈ E6 is defined by (A ∨ B)C = 1
2(B,C)A + 1

6 (A,B)C − 1
2B × (A × C). The group of

automorphism of the Freudenthal product is a connected simple Lie group of type E7.

We are now ready to describe the KTS with derivation algebra E6 ⊕ C.

6.5.2. The first product. In the following, we denote by I : F → F the paracomplex structure
on F defined by

I

(
α A

B β

)
=

(
α A

−B −β

)
.

Note that I is invariant under the subalgebra E6 ⊕ CG of E7 (6.29).

Theorem 6.12. The vector space F with the triple product given by

(xyz) = −4x× Iy(z) +
1

2
{x, Iy} z

for all x,y, z ∈ F is a K-simple Kantor triple system with Tits-Kantor-Koecher Lie algebra E8 and
derivation algebra der(F) = E6 ⊕ CG.
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Proof. The Lie algebra g = E8 with the 5-grading (6.23) has negatively graded part

m = g−2 ⊕ g−1

= C1⊕ F

with Lie brackets [x,y] = {x,y}1 for all x,y ∈ F. Clearly g0 = E7 ⊕ CE acts on m by 0-degree
derivations and it is known that E8 is the maximal transitive prolongation of g60 [48].

We will denote elements of g1 ≃ F by x̂, ŷ : m → g−1⊕g0 and fix a generator 1̂ : m → g0⊕g1
of g2. By E7-equivariance, the adjoint action on m is necessarily of the following form:

[x̂,y] = c1(x× y) + c2 {x,y} E , [x̂,1] = x ,

and

[1̂,y] = ŷ , [1̂,1] = c3E ,

for some constants c1, c2, c3 to be determined. First of all

0 = [1̂, [x,1]] = [[1̂, x],1] + [x, [1̂,1]]

= [x̂,1] + c3[x,E] = x+ c3x ,

and similarly
0 = [x̂, [y,1]] = [c2 {x,y}E,1] − {x,y}1

= −(2c2 + 1) {x,y}1 ,

for all x,y ∈ F, whence c3 = −1, c2 = −1
2 . On the other hand

[x̂, [y, z]] = {y, z} x (6.33)

and

[[x̂,y], z] + [y, [x̂, z]] = [c1(x× y) + c2 {x,y} E, z] − [c1(x× z) + c2 {x, z}E,y]

= c1x× y(z) +
1

2
{x,y} z− c1x× z(y) −

1

2
{x, z}y .

(6.34)

Choose x = y =

(
1 0

0 1

)
and z =

(
1 0

0 −1

)
so that x × y = Φ(0, 0, 0,−3

4 ), {x,y} = x × z = 0,

{x, z} = {y, z} = −2 and get c1 = 4 equating (6.33) with (6.34). The adjoint action of the
positively-graded part of g on m has been described. The remaining non-trivial Lie brackets

of g are given by the natural adjoint action of g0 and [x̂, ŷ] = {x,y} 1̂ for all x,y ∈ F.
Using the explicit expressions of the Lie brackets, it is a straightforward task to check that

σ(1) = −1̂ , σ(x) = Îx ,

σ(Φ(φ,A,B,ν)) = Φ(φ,−A,−B,ν) , σ(E) = −E ,

σ(x̂) = Ix , σ(1̂) = −1 ,

is a grade-reversing involution of g and compute the triple product. �

6.5.3. The second product. To get the second KTS associated to the contact grading of E8, we
emply a description of E7 dating back to Cartan [12].

The Lie algebra E7 admits a symmetric irreducible decomposition

E7 = sl(8,C) ⊕Λ4(C8)∗ ,

where the Lie subalgebra sl(8,C) acts in the natural way onΛ4(C8)∗. To describe the brackets
of two elements in Λ4(C8)∗, it is convenient to fix a volume vol ∈ Λ8(C8), let ♯ : Λk(C8)∗ →
Λ8−k(C8) be the map which sends any ξ to iξ(vol) and ♭ : Λ8−k(C8) → Λk(C8)∗ its inverse.
The maps ♯ and ♭ are sl(8,C)-equivariant and can be thought as the analogs of the usual
musical isomorphisms when only a volume is assigned. Let also

• : Λk(C8)⊗Λk(C8)∗ → sl(8,C)
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be the unique sl(8,C)-equivariant map for any k = 1, . . . , 7, which in our conventions is
normalized so that

e1···k • e1···k =
8− k

8

k∑

i=1

ei ⊗ e
i −

k

8

8∑

j=k+1

ej ⊗ e
j ,

where (ei) is the standard basis of C8 and (ei) the dual basis of (C8)∗. With this in mind,
the Lie bracket of α,β ∈ Λ4(C8)∗ is the element

[α,β] = α♯ • β

of sl(8,C).
The contact grading of g = E8 is given by g0 = E7 ⊕ CE, g±2 ≃ C and

g±1 ≃ Λ2(C8)⊕Λ2(C8)∗ ,

where the negatively graded part m = g−2 ⊕ g−1 of g has the Lie brackets

[X,Y] = (x∗(y) − y∗(x))1

for all X = (x, x∗), Y = (y,y∗) in g−1 = Λ2(C8)⊕Λ2(C8)∗. The action of g0 as derivations of m
is the natural one of sl(8,C) ⊕ CE together with

[α,X] = ((α∧ x∗)♯, ix(α)) ,

where α ∈ Λ4(C8)∗ and X ∈ g−1.
The next result follows from the fact that g = E8 is the maximal prolongation of m ⊕ g0

[48] and from direct computations using sl(8,C)-equivariance.

Proposition 6.13. For all X = (x, x∗) ∈ Λ2(C8)⊕Λ2(C8)∗, the operator X̂ : m → g−1⊕g0 given by

[X̂,Y] = (x • y∗ + y • x∗)
︸ ︷︷ ︸

element of sl(8,C)

+(x∗ ∧ y∗ − (x∧ y)♭)
︸ ︷︷ ︸

element of Λ4(C8)∗

−
1

2
(x∗(y) − y∗(x))E
︸ ︷︷ ︸

element of CE

,

[X̂,1] = X ,

where Y ∈ g−1, is an element of the first prolongation g1. Similarly 1̂ : m → g0 ⊕ g1 given by

[1̂,Y] = Ŷ , [1̂,1] = −E ,

is a generator of g2.

It is not difficult to see that the remaining Lie brackets of g are given by the action of E and

[A, X̂] = [̂A,X] , [α, X̂] = [̂α,X] , [X̂, Ŷ] = [̂X,Y] (6.35)

where A ∈ sl(8,C), α ∈ Λ4(C8)∗ and X,Y ∈ Λ2(C8)⊕Λ2(C8)∗.

Theorem 6.14. The vector space Λ2(C8)⊕Λ2(C8)∗ with the triple product

(XYZ) = i

(
ız∗(x∧ y) +

1
2(x

∗(y) + y∗(x))z+ (x • y∗ − y • x∗) · z+ (x∗ +∧y∗ ∧ z∗)♯

ız(x
∗ ∧ y∗) + 1

2(x
∗(y) + y∗(x))z∗ + (x • y∗ − y • x∗) · z∗ + (x∧ y∧ z)♭

)

for all X = (x, x∗), Y = (y,y∗), Z = (z, z∗) in Λ2(C8)⊕Λ2(C8)∗ is a K-simple Kantor triple system
with Tits-Kantor-Koecher Lie algebra E8 and derivation algebra sl(8,C).

Proof. The map defined by

σ(1) = 1̂ , σ(X) = ̂(ix,−ix∗) ,

σ(A) = A , σ(α) = −α , σ(E) = −E ,

σ(X̂) = (−ix, ix∗) , σ(1̂) = 1 ,

for all X = (x, x∗), A ∈ sl(8,C), α ∈ Λ4(C8)∗, is a grade-reversing involution of E8. �
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7. The exceptional Kantor triple systems of special type

7.1. The case g = E6.

The Lie algebra E6 admits a special 5-grading which is not of contact or of extended Poin-
caré type. It is described by the crossed Dynkin diagram

×

and its graded components are g0 = sl(5,C)⊕ sl(2,C)⊕CE, where E is the grading element,
and

g−1 = Λ2(C5)∗ ⊠ C2 , g1 = Λ2C5
⊠ C2 ,

g−2 = Λ4(C5)∗ , g2 = Λ4C5 ,

with their natural structure of g0-modules. In the following, we denote forms in Λ2(C5)∗

(resp. Λ4(C5)∗) by α,β,γ (resp. ξ,φ,ψ) and polyvectors by α̃ ∈ Λ2C5, ξ̃ ∈ Λ4C5, etc. Finally
a,b, c ∈ C2 and we use the standard symplectic formω on C2 to identify sl(2,C) with S2C2.

In order to describe the Lie brackets of E6, we note that for k = 1, . . . , 4 there exists a
(unique up to constant) sl(5,C)-equivariant map

• : ΛkC5 ⊗Λk(C5)∗ → sl(5,C) .

In our conventions, it is normalized so that

e1···k • e1···k =
5− k

5

k∑

i=1

ei ⊗ e
i −

k

5

5∑

j=k+1

ej ⊗ e
j ,

where (ei) is the standard basis of C5 and (ei) the dual basis of (C5)∗. The structure of
graded Lie algebra on m = g−2 ⊕ g−1 is given by

[α⊗ a,β⊗ b] = ω(a,b)α∧ β ,

while the adjoint action on m of positive-degree elements is of the form

[α̃⊗ a,β⊗ b] = c1 ıα̃βa⊙ b
︸ ︷︷ ︸

element of sl(2,C)

+ c2 ıα̃βω(a,b)E
︸ ︷︷ ︸
element of CE

+ c3 ω(a,b)α̃ • β
︸ ︷︷ ︸

element of sl(5,C)

,

[α̃⊗ a,ψ] = ıα̃ψ⊗ a ,

(7.1)

and

[ξ̃,β⊗ b] = −ıβξ̃⊗ b ,

[ξ̃,ψ] = c4 ıξ̃ψE
︸ ︷︷ ︸

element of CE

+ c5 ξ̃ •ψ︸ ︷︷ ︸
element of sl(5,C)

, (7.2)

for some constants c1, . . . , c5 to be determined.

Proposition 7.1. The constants in (7.1)-(7.2) are c1 = 1
2 , c2 = − 3

10 , c3 = −1, c4 = 3
5 and c5 = 1.

Proof. As usual, elements of the first and second prolongation act as derivations on m.
First, let us choose a,b ∈ C2 such that ω(a,b) = 1 and compute

0 = [α̃⊗ a, [β⊗ b,ξ]] = [[α̃⊗ a,β⊗ b],ξ] + [β⊗ b, [α̃⊗ a,ξ]]

= −2c2(ıα̃β)ξ+ c3(α̃ • β) · ξ− β∧ ıα̃ξ

for all α̃ ∈ Λ2C5, β ∈ Λ2(C5)∗, ξ ∈ Λ4(C5)∗. Choosing suitable forms and polyvectors yields
a regular non-homogeneous linear system in c2, c3. For instance if α̃ = e12, β = e

12 one gets

−2c2 −
2
5c3 = 1 , −2c2 +

3
5c3 = 0 ,

taking ξ = e
1234 and ξ = e

2345, respectively. In other words c2 = − 3
10 , c3 = −1. The adjoint

action of g1 on g−2 = [g−1, g−1] gives c1 = 1
2 with an analogous computation.
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We now note that

0 =[ξ̃, [β⊗ b,ψ]] = [[ξ̃,β⊗ b],ψ] + [β⊗ b, [ξ̃,ψ]]

= −[ıβξ̃⊗ b,ψ] + c5[β⊗ b, ξ̃ • ψ] + c4(ıξ̃ψ)β⊗ b

= −ı
(ıβξ̃)

ψ⊗ b− c5(ξ̃ •ψ) · β⊗ b+ c4(ıξ̃ψ)β⊗ b

holds for all b ∈ C2. Choosing ξ̃ = e1234, ψ = e
1234 and, in turn, β = e

12 and then β = e
45,

yields a system of linear equations

2
5c5 + c4 = 1 , −3

5c5 + c4 = 0 ,

whose unique solution is c4 = 3
5 , c5 = 1. �

The remaining Lie brackets follows easily, as g = E6 is the maximal prolongation of m =

g−2 ⊕ g−1. They are given by the natural action of g0 on gp, p > 0, and by

[α̃⊗ a, β̃⊗ b] = −ω(a,b)α̃∧ β̃

for all α̃, β̃ ∈ Λ2C5 and a,b ∈ C2.
By the results of §3.3 there is only one grade-reversing involution, namely the Chevalley

involution with derivation algebra so(5,C) ⊕ so(2,C). To describe the associated KTS, we
denote by η the standard non-degenerate symmetric bilinear form on Cp for p = 2, 5 and
extend the musical isomorphisms

♭ : Cp → (Cp)∗ , ♮ : (Cp)∗ → Cp ,

to forms and polyvectors in the obvious way. When p = 2 we also consider the compatible
complex structure J : C2 → C2 given by η(a,b) = ω(a, Jb) for all a,b ∈ C2.

Theorem 7.2. The vector space V = Λ2(C5)∗ ⊗ C2 with triple product

((α⊗ a) (β⊗ b) (γ⊗ c)) = −
1

2
η(α,β)(ω(a, c)γ⊗ Jb+ω(Jb, c)γ⊗ a)

+
3

10
η(α,β)η(a,b)γ⊗ c− η(a,b)(β♯ • α) · γ⊗ c

for all α,β,γ ∈ Λ2(C5)∗, a,b, c ∈ C2, is a K-simple Kantor triple system with derivation algebra
der(V) = so(5,C)⊕ so(2,C) and Tits-Kantor-Koecher Lie algebra g = E6.

Proof. Let σ : g → g be the grade-reversing map defined by

σ(ξ) = −ξ♮ , σ(α⊗ a) = α♮ ⊗ Ja ,

σ(A) = −At , σ(E) = −E ,

σ(α̃⊗ a) = −α̃♭ ⊗ Ja , σ(ξ̃) = −ξ̃♭ ,

(7.3)

for allA ∈ sl(2,C)⊕sl(5,C) and forms ξ,α, polyvectors ξ̃, α̃, a ∈ C2. Clearly σ2 = 1 and by the
explicit expressions of the Lie brackets of E6, one checks that σ is a Lie algebra morphism. �

7.2. The case g = E7.

The Lie algebra g = E7 admits a special grading similar to that of E6 in §7.1, i.e.,

×

with graded components g0 ≃ sl(7,C) ⊕ CE, g−1 ≃ Λ3(C7)∗, g1 ≃ Λ3C7, g−2 ≃ Λ6(C7)∗ and
g2 ≃ Λ6C7. There is only one grade-reversing involution, i.e., the Chevalley involution. The
symmetry algebra of the associated KTS is so(7,C).

Let η be the standard non-degenerate symmetric bilinear form on C7, which we extend
naturally to any ΛkC7, k > 0. As in §7.1 we consider the sl(7,C)-equivariant projection

• : ΛkC7 ⊗Λk(C7)∗ → sl(7,C)
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normalized so that

e1···k • e1···k =
7− k

7

k∑

i=1

ei ⊗ e
i −

k

7

5∑

j=k+1

ej ⊗ e
j ,

where (ei) is the standard basis of C7 and (ei) the dual basis of (C7)∗. We denote by ♮ and ♭

the musical isomorphisms, inverse to each other, associated to η.

Theorem 7.3. The vector space V = Λ3(C7)∗ with triple product

(αβγ) =
2

7
η(α,β)γ− (β♯ • α) · γ

for allα, β, γ ∈ V is a K-simple Kantor triple system with symmetry algebra der(V) = stabsl(7,C)(η) ≃
so(7,C) and Tits-Kantor-Koecher Lie algebra g = E7.

Proof. The Lie brackets are given by the natural action of the grading element E, the standard
action (resp. dual action) of the Lie algebra sl(7,C) on ΛkC7 (resp. Λk(C7)∗) for k = 3, 6 and

[α,β] = α∧ β , [α̃, β̃] = −α̃∧ β̃ ,

[α̃,β] = −2
7 ıα̃βE − (α̃ • β) , [α̃,ξ] = iα̃ξ ,

[ξ̃,α] = iαξ̃ , [ξ̃,ψ] = −4
7 ıξ̃ψE + (ξ̃ •ψ) ,

with α,β ∈ g−1, α̃, β̃ ∈ g1, ξ,ψ ∈ g−2, ξ̃, ψ̃ ∈ g2. The grade reversing involution is

σ(ξ) = −ξ♮ , σ(α) = −α♮ ,

σ(A) = −At , σ(E) = −E ,

σ(α̃) = −α̃♭ , σ(ξ̃) = −ξ̃♭
(7.4)

and the triple product follows as usual. �
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