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Abstract. In this paper, we present the preliminary steps conducted in the 

framework of the research project Mitigating Negative Impacts of Monitoring 

high levels of Automation (MINIMA). The main objectives of MINIMA are i) 

to develop vigilance and attention neuro-physiological indexes, and ii) to im-

plement them in a system that can adapt its behavior and guide the operator’s 

attention. The goal is to mitigate negative impacts of the foreseen increasing au-

tomation in future Air Traffic Control (ATC) scenarios on Air Traffic Control-

ler (ATCo) performance. The first step of research activities consists of better 

comprehension of Out-Of-The-Loop (OOTL) phenomena and of current meth-

ods to measure and compensate such effects. Based on this State of the Art, we 

propose the MINIMA concept, i.e. a dynamic adaptation of the task environ-

ment which is foreseen as a major requirement to keep the human ‘in the loop’, 

perfectly aware of the traffic situation. In the second part of this paper, we give 

details about the highly automated Terminal Manoeuvring Area selected as case 

study. Additionally, we describe the adaptation mechanisms that are planned to 

be implemented into this task environment and analyzed in the MINIMA pro-

ject. Finally, the document provides information about the technical implemen-

tation of the vigilance and attention measurement that will be used to trigger 

adaptation of the task environment.  

 

Keywords: Air Traffic Controller; Terminal Manoeuvring Area; Automation; 

Vigilance; Attention; Adaptive Task and Support Activation; Attention Guid-

ance; Electroencephalography 

1 Introduction 

Over the past few years the global air traffic growth has exhibited a fairly stable posi-

tive trend, even through economic immobility, financial crisis and increased security 

concerns. According to a prevailing opinion, this trend is unlikely to change in the 



future, although a number of contextual factors, such as political climate, economy, 

environmental issues, safety issues and security issues may affect its actual rate. Fur-

ther, according to the ‘Free Flight’ and the ‘4D Trajectory Management’ concepts, 

different types of aircraft, such as manned, unmanned, and autonomous aircraft, as 

well as all kinds of rotorcrafts, will operate simultaneously in a ‘structure-less’ and 

‘time based’ environment [1-2] allowing for much more direct and continuous trajec-

tories to be used. Also, brand new airspace designs, possibly dynamic, may be re-

quired. 

Within this picture, traffic flow patterns will become more complex, making con-

flicts and situations harder to identify for a human operator, putting immense pressure 

on the air traffic control system. Several solutions have been proposed for moderniz-

ing air traffic control and meet the demands for enhanced capacity, efficiency, and 

safety. As envisaged by both SESAR JU and HALA! Research Network, higher levels 

of automation will help ATCos to deal with increasingly complex airspace scenarios, 

enabling them to manage complex situations in a safe and efficient way. 

In the present case, the changes in the ATC environment will also cause a shift of 

Air Traffic Controllers’ (ATCo) tasks from active managing of aircraft to monitoring 

[3]. In the future, ATCos’ actions will only be necessary if an aircraft deviates from 

its scheduled plan. However, ATCos being less actively involved in the ATC task 

may be affected by the Out-Of-The-Loop phenomena including performance degrada-

tion during their work. Such a new ATCo may show a “diminished ability both to 

detect system errors, and subsequently to perform manual tasks in facing automation 

failures, compared with operators who normally perform the same tasks manually” 

[4].  

MINIMA will address these performance issues. Its aim is to identify thresholds in 

future ATM scenarios identifying out-of-the-loop behavior and to find solutions to 

minimize the negative impact of monitoring high levels of automation on the human 

operator’s performance. In the following parts, we will first describe the performance 

consequences of the OOTL phenomenon and discussed how to explain such degrada-

tion. Then, we will present solutions described in the literature to mitigate OOTL 

phenomenon. Finally, we will propose a technical solution to detect and compensate 

this OOTL phenomenon. 

2 OOTL Characterization  

Increasing the automation of ATM will result in new roles for ATCo. They will main-

ly monitor highly automated system and intervene seldom. Such change (from manual 

to supervisory control) is far from trivial. The key difference between passive infor-

mation processing and direct action on the process is that the former involves func-

tions similar to those maintained during process monitoring (e.g., scanning infor-

mation sources); whereas, the latter involves manual control functions including pro-

cess planning, decision making, selecting responses and implementing strategies. The 

problems due to automation are related to these new roles that are created for opera-

tors when their tasks are changed from manual to supervisory control. 



Indeed, empirical data suggest that human operator is not always very efficient in 

supervisory task [5-6]. Particularly, several incidents highlight that when the automat-

ic equipment fails, supervisors seem dramatically helpless for diagnosing the situation 

and determining the appropriate solution because they are not aware of the system 

state prior to the failure. Numerous experimental results confirm such difficulties. For 

example, Endsley and Kiris [5] provided evidence that performance during failure 

mode following a fully automated period were significantly degraded, as compared to 

a failure mode following a fully manual control. Merat and Jamson (2009) reported 

similar conclusions. In a driving simulation task, they demonstrated that drivers’ re-

sponses to critical events were slower in the automatic driving condition than in the 

manual condition. 

This so called Out-Of-The-Loop (OOTL) performance problem represents a key 

challenge for both systems designers and human factor society. However, after dec-

ades of research, this phenomenon remains difficult to grasp and treat. In the follow-

ing section, we aim to bring a better understanding of this crucial phenomenon. 

2.1 Becoming out of the loop 

In the current research, we consider this phenomenon as it occurs in the context of 

human machine interaction. The human involvement and role in control of automatic 

systems depends on the level of automation. In manual control, the operator acts on 

the object, hence performing control on a lower level of aggregation. When a high 

level of automation is used, all of the control levels mentioned above are active and 

the operator acts as a supervisor on a high level where system and sub-system func-

tionality is monitored rather than individual objects. The automation took care of the 

lower level actions and the human operators simply watched over the system, pre-

sumably ever-alert for deviations and problems. In other words, operators are relegat-

ed to passive information processor: they are “out of the loop” [8-10]. 

In other words, the OOTL phenomenon corresponds to a lack of control loop in-

volvement of the human operator. Automation technology has created an increasing 

distance between human operator and loop of control, making him disconnected from 

the automation system. Such a removal leads to a decreased ability of the human op-

erator to intervene in system control loops and assume manual control when needed in 

overseeing automated systems (see following sections). Because automation is not 

powerful enough to handle all abnormalities, this difficulty in takeover is a central 

problem in automation design.  

2.2 OOTL performance problem and decrease in Situation Awareness 

The origins of these takeover difficulties have been largely debated. In the current 

accepted picture, the degradation of the Situation Awareness (SA) appears as a key 

component to understand the OOTL performance problem. Situation awareness is 

defined as “the perception of elements in the environment within a volume of time 

and space, the comprehension of their meaning, and the projection of their status in 

the near future” [11].  Situation awareness encompasses three processes: the percep-



tion of what is happening (Level 1), the understanding of what has been perceived 

(Level 2) and the use of what is understood to think ahead (Level 3). 

Nowadays, it is clear that a loss of situation awareness underlies a great deal of the 

out-of-the-loop performance problem and that OOTL phenomenon is characterized by 

both a failure to detect and to understand the problem and by difficulties to find ap-

propriate solutions. 

Failure to detect (Level 1).  

Numerous incidents have been attributed to a lack of operator awareness of auto-

mation failures and a decrease in detection of critical system state changes when in-

volving in automation supervision (for a review see [5]). The near crash of Air Chi-

na’s Boeing 747 in 1989 illustrates this difficulty. In this case, the aircraft experienced 

a gradual engine failure that the human pilot was not aware of because of autopilot 

compensation (through rudder control) up until the point of failure of the autopilot, 

itself. Subsequently, the jet stalled and plummeted thousands of feet, being recovered 

within a few seconds of the ocean surface [12]. Numerous empirical evidences con-

firm that ATCos may be poor in detecting aircraft-to-aircraft conflicts when they are 

not actively controlling the airspace but nevertheless have to monitor for occasional 

anomalies. As illustration, Endsley and Rodgers [13] found that ATCos showed poor 

performance in detecting conflicts in recorded traffic when they were passively moni-

toring the traffic. Galster et al. [14] found that passive monitoring with airborne con-

trol of aircraft separation, which would be the case under mature Free Flight, led to a 

marked decrease in conflict detection performance by ATCos under high traffic load.   

Failure to understand (Level 2 and Level 3).  

In addition to delays in detecting that a problem has occurred necessitating inter-

vention, operators may meet difficulties to develop sufficient understanding of the 

situation and to overcome the problem. For example, Wickens and Kessel [15] 

demonstrate longer system recovery times and poor response accuracies for operators 

who had been removed from control loops in advance of critical events requiring 

intervention. This delay may prohibit operators from carrying out the very tasks they 

are required to perform or diminish the effectiveness of actions taken.  

Further, during failure modes, operators who have been removed from system con-

trol may not know what corrective actions need to be taken to stabilize the system and 

bring it into control. Several examples of incidents and accidents resulting from these 

system misunderstandings have been reported [16-18]. “Automation surprises” are a 

direct instantiation of these difficulties in automation understanding and take-over 

situations [19] and correspond to situation where the operator is surprised by the be-

havior of the automation. These “automation surprises” are particularly well docu-

mented [20-22] and have been listed as one of the major cause of incidents. 

2.3 Origins of The Out-Of-The-Loop performance problem.  

Changes in attention/vigilance mechanisms appear as a first concern to explain the 

OOTL performance problem and the SA deterioration. And for good reasons since 



research on vigilance has shown that humans are poorly suited for monitoring role 

[23]. Pilots’ reports of incidents have notably highlighted difficulties in monitoring 

automated systems. For example, Mosier and collaborators [24] examined NASA’s 

Aviation Safety Reporting System database and found that 77% of the incidents in 

which over-reliance on automation was suspected involved a probable vigilance fail-

ure. Similarly, Gerbert and Kemmler [25] studied German aviators’ anonymous re-

sponses to questionnaires about automation-related incidents and reported failures of 

vigilance as the largest contributor to human error. Two main sources could explain 

such decrease in vigilance: the inability to maintain a high level of vigilance in time 

and the complacency effect. 

Difficulties to maintain high level of vigilance.  

One unintended consequence of automation for human operators is boredom. In-

deed, highly automated environments require maintaining high levels of vigilance 

during a long period of time. In many phases of operation, operators are reduced to 

monitoring activities, waiting for the unlikely system anomaly. Resulting boredom 

increases the likelihood of operator distraction, which ultimately can affect system 

performance if operators miss or respond late to critical events. 

Interestingly, several studies show that sustained attention over hours cannot be 

achieved [23][26]. Research on vigilance suggests that time on task decreases signifi-

cantly the discrimination of infrequent and unpredictable signals from a noisy back-

ground of nonsignals [27-29]. Moreover, there is some consensus for the existence of 

a decrease of human operator vigilance in case of interaction with highly automated 

system [30-32]. Both change in vigilance level and deterioration of the attentional 

mechanisms could cause degradation of the monitoring process involved in superviso-

ry task and decrease performance in failure detection and system understanding. 

Over-trust / complacency.  

Together with this difficulty to maintain high level of vigilance in time, decrease in 

vigilance could also result from an overreliance on automation, the so-called compla-

cency phenomenon [33]. Complacency defines the cognitive orientation toward high 

reliability automation, particularly prior to the first time it has failed in the user’s 

experience [34]. Overreliance or complacency is created as operators form beliefs of 

the technical system as being more competent than it actually is. This overreliance on 

automation represents an important aspect of misuse that can result from several 

forms of human error, including decision biases and failure of monitoring [35-37]. A 

typical illustration is the case of the crash of Northwest Airlines at Detroit Airport in 

1987. The McDonnell Douglas MD-80 crashed due to improper configuration of the 

flaps and slats of the aircraft. All persons were killed because an automated take-off 

configuration warning system, which the crew relied on, failed to function. They did 

not realize the aircraft was improperly configured for take-off and failed to check 

manually [38]. In this case like in others, when computer control facilities failed, op-

erators, out of the direct control loop, were unaware of the state of the system and 

encounter difficulties to compensate for the failure mode before an accident occurred.  

 



The previous section illustrates how the lack of operator involvement in automated 

systems control and the vigilance decrements induced will contribute to the loss of 

operator situation awareness. The following will present the different solutions cur-

rently proposed to mitigate this OOTL performance problem.  

3 Current solutions for OOTL mitigation 

Solutions for solving the OOTL-Problem are diverse. Following the perspective of an 

“Interaction Problem”, a solution can either target at the system or target at human 

operators to make them less prone to OOTL-Problems. 

3.1 Human operator “adaptation” 

A first solution for OOTL problems targeting human operators is acting on their 

training. Human operator can be explicitly trained for situations in which OOTL prob-

lems can occur. For example, in a laboratory experiment using a process control simu-

lation, Bahner and colleagues [39] showed that a preventive training in which partici-

pants were exposed to rare automation failures could significantly reduce complacen-

cy. Careful selection of the operators is presented as another solution targeting the 

human relates. Today, ATCos are carefully selected based on the key ability required 

by the working environments. Regarding the increase in automation, the ability to 

monitor automated systems and to switching immediately from monitoring to deci-

sion making will become an important competence in the selection of future ATCos 

[40]. If promising, such solution needs time to become effective and empirical evi-

dence needs to be collected regarding its effectiveness. 

3.2 System adaptation  

Since OOTL problems are caused by changing the system and introducing higher 

levels of automation, it seems likely that it can also be solved by changing the sys-

tems. For example, MABA-MABA-like methods (Men Are Better At-Machines Are 

Better At) rest on the idea that you should exploit the strengths of both humans and 

machines differently. The basic premise is: give the machines the tasks that they are 

good at, and the humans the things that they are good at (see for example [41]). How-

ever, Dekker and Woods [42] argued that such methods are misleading as automation 

often has unexpected effects [43]. These include the OOTL problems discussed 

above. It is now clear that introducing automation does not simply transfer the execu-

tion of functions to the machine, but instead create completely new functions and 

transform human practice. They conclude that automation needs to support coopera-

tion with human operators – in standard and unexpected situations. Also, Rieth and 

collaborators [44] argued for better design of Human-Machine-Systems. They showed 

that the visual salience of standard indicators “generally do not draw attention to the 

information needed to identify emerging problems” and suggested other formats by 

which better mapping the task-relevance of information to the visual salience of how 



it is displayed. A holist approach is to develop automation in such a way that it can be 

seen as a partner. Human operator and automation should form a team that works 

cooperatively together, in a highly adaptive way to achieve its objectives. They have 

to adapt to each other and to the context in order to guarantee fluent and cooperative 

task achievement. For example, Klein and colleagues [45] defined ten challenges to 

improve human machine cooperation (model the others’ intentions, be delectable, 

make their status and intentions obvious and be able to interpret the status and inten-

tion of others, be able to engage in goal negotiations and enable a collaborative ap-

proach, be able to participate in managing attention, and help controlling the costs of 

coordinated activity). 

3.3 Adaptive Automation as a solution  

A system that can be considered as cooperative must be able to adapt to the needs 

and the state of the user in real time. It is able to meet the changing needs of operators 

often without requiring the human operator to explicitly state his needs or trigger the 

adaptations. Making a system adaptive enables it to behave like a good human assis-

tant. A technical solution for some of these challenges is the concept of adaptive sys-

tems.  

The concept of Adaptive Automation (AA) concentrates on the dynamic allocation 

of function between operators and systems. This means, in that the Level of Automa-

tion of such system is not fixed but is adapted during the runtime according to the 

current needs of the operator. Particularly, the level of automation of such system is 

not fixed, but it is adapted during the activity according with the current needs of the 

operator [46]. Consequently, adaptive automation enables the level or modes of auto-

mation to be tied more closely to operator needs at any given moment [47] without 

requiring the human operator to explicitly state his/her needs or trigger the adapta-

tions. Several evidences have proved the AA can improve operator’s performance and 

moderate workload in complex environment [48-49]. Besides the dynamic allocation 

of functions, other aspects of a system can be adapted during operations like, for ex-

ample, the modality which is used to provide information, the amount of information 

that is presented to the operator or the lay-out of the information. The MINIMA pro-

ject aims to design such cooperative/adaptive system. In the last section, we will de-

scribe the solution proposed in MINIMA. 

4 MINIMA Concept 

MINIMA will develop a dynamic adaptation of the task environment which is fore-

seen as a major requirement to keep the human ‘in the loop’, perfectly aware of the 

traffic situation. As a consequence of the developed concept, not all tasks potentially 

automated will be automated every time. To trigger adaptations of the automation, 

MINIMA will develop a real-time monitoring system that constantly measures the 

operators’ state regarding the OOTL phenomenon. Because vigilance decrement is 

considered as one the major index of OOTL phenomenon, we will focus on vigilance 



and attention levels. This is called “Vigilance and Attention Observer” in MINMA. A 

component called “Adaptive Task and Support Activation” will decide based on the 

measured vigilance and attention level which adaptions of the task environment 

should be activated. On Overview of the MINIMA Concept is shown in Fig. 1. 

 

Fig. 1. Evaluation environment for MINIMA and influences of components on others 

4.1 Use case selected in MINIMA 

A highly automated Terminal Manoeuvring Area (TMA) has been selected as use 

case in MINIMA. This task environment represents an air traffic control task as it is 

expected for the future: Most of the interaction with the aircraft is automated. A prin-

ciple assumption of MINIMA is that Air Traffic Controllers (ATCos) are required to 

intervene in a few situations as error-free automation cannot be guaranteed.  

In the MINIMA use case, the arrival management will be highly automated. On-

board Flight Management Systems (FMS) will negotiate with an Arrival Manager 

(AMAN) on 4D-Trajectories automatically. However, these trajectories are only 

guaranteed to be conflict-free at a merging point. Conflicts between arrival aircraft at 

other locations, conflicts between arrival and departures, and deviations form 4D-

Trajectoreis are still possible - but seldom - and need to be managed by the ATCos. 

One controller will be responsible for monitoring arriving and departing traffic. 

He/She only needs to intervene in cases of conflicts or emergencies.  

4.2 Vigilance and Attention Observer 

A critical challenge when designing such adaptive automation is to determine how 

changes among modes or levels of automation will be triggered. In other words, what 

should determine and “trigger” allocation of functions between the operator and the 

automation system. In MINIMA, we propose to use biophysical measure of vigilance 

and attention to trigger changes among the modes of automation, a module called 

Vigilance and Attention observer. 

The importance of vigilance decrement for understanding human performance in a 

variety of industrial and military systems is now largely accepted. Several studies 

have shown that accidents ranging in scale from major to minor are often the result of 

vigilance failures [50]. Hawley [51], for example, described the role of vigilance and 

situation awareness in fratricide incidents in the Iraq war involving the highly auto-



mated Patriot missile system. Moreover, vigilance decrement is also considered as 

one the major index of OOTL phenomenon as described previously. In MINIMA 

project, we assume that both change in vigilance level and deterioration of the atten-

tional mechanisms could cause degradation of the monitoring process involved in 

supervisory task. In this context, the aim of the operator vigilance and attention level 

observer is to measure both the current vigilance and attention levels of the human 

operator in view to quantify the OOTL phenomenon.  

Biomarkers of vigilance/attention  

Defining a relevant index of alertness and sustained attention level in an operational 

context could be considered as the first step required for the development of such an 

inference system. In the method propose in MINIMA, physiological signals that re-

flect central nervous system activity would serve as a trigger for shifting among 

modes or levels of automation. Several reasons explain our choice. First, the measures 

can be obtained continuously with little intrusion [52-53]. Second, these measures 

have been found to be diagnostic of multiple levels of arousal, attention, and work-

load. Even if there are still many critical conceptual and technical issues (e.g., making 

the recording equipment less obtrusive and obtaining reliable signals in noisy envi-

ronments), numerous works have proved that it is indeed possible to obtain indices of 

one’s brain activity and use that information to drive an adaptive automation system 

to improve performance and moderate workload in complex environment [48][54].  

Our literature review identified several biopsychometrics sensitive to changes in 

vigilance/sustained attention suggesting them as potential candidates for triggering 

adaptive automation such as electroencephalographic (EEG), near-infrared spectros-

copy (NIRS), transcranial Doppler sonography (TCD), oculometrics, electrocardio-

gram (ECG) or skin electric potential (GSR). Regarding both advantages and disad-

vantages of the different techniques available, we decide to use EEG as biomarkers of 

change in vigilance. Compared to others neuroimaging devices, EEG offers the best 

compromise between spatial and temporal resolution, practical use and cost. Together 

with the use of EEG for vigilance monitoring, we propose to use eye tracking tech-

niques to take into account how the available attentional resources is used by ATCo.  

EEG and Vigilance.  

Electroencephalography (or EEG) is the recording of electrical activity produced by 

the firing of neurons within the brain. Several studies have demonstrated the suitabil-

ity of EEG for real-world monitoring of mental states [55] and for brain-computer-

interface (BCI) applications [56-57]. 

Interestingly, EEG is assumed as one of the most reliable indicators of vigilance 

[58] and a number of EEG markers have been specifically correlated with vigilance. 

Particularly, change in power spectral densities (PSD) within the classically defined 

frequency bands (alpha, beta, theta, delta, and gamma) or ratios between these fre-

quencies bands seem directly linked to change in vigilance state. Nowadays, there is a 

very large literature concerning the relationship of oscillatory activity and atten-

tion/vigilance [59-61] and brain dynamics associated to vigilance are well known. The 

general evidence is that lower levels of vigilance are related to increases in lower 



frequencies (theta and alpha) in EEG spectrum [62]. Several BCI systems have been 

designed based on this idea [56-57][63-64]. Interestingly, these studies show that 

mental (de)activation may be monitored by changing balance between brain activity 

regions. Beta activity (12-30 Hz) is predominant when the participant in the study is 

generally awake and alert, while the activity dropping to Alpha activity (8-12 Hz) 

indicates developing drowsiness, and going further down into the theta region (5-8 

Hz) may even lead to falling asleep.  

In conclusion, summarizing the evidences in order to set a proper experimental de-

sign, vigilance could be evaluated investigating theta, alpha, and beta activity on the 

frontal, frontotemporal and parietal sites of the brain, thus the EEG system will be set 

up accordingly.  

Technical implementation of Vigilance Measurement. 

The vigilance monitor device proposed will be based on the power spectral density 

(PSD) distribution. It will encompass four functions (see Fig.2):  

 

 

Fig. 2. General Framework of the proposed BCI system for vigilance analysis and estimate. 

Multi-channels raw EEG signals are first collected as inputs, and then EEG signal must be 

denoised and removed artefacts. After the preprocess of EEG data, vigilance level would be 

analyzed by feature extraction and pattern classification algorithms, the results would trigger 

the Adaptive Automation when the vigilance decrement condition occurs.  

─ Function 1: EEG acquisition and amplifying,  

The EEG device used will be the Galileo BEPlus (EB Neuro Spa, Italy), a system able 

to record up to 64 EEG channels with a sampling frequency up to 1024 Hz. Galileo 

BEPlus is a wired EEG system with wet electrodes. The sample frequency will be 

256Hz. EEG caps of different size will allow recording correctly the signal from dif-

ferent subjects independently of their head size. We will first use a high number of 

electrodes (between 30 and 40) in order to investigate deeply the brain sites involved 

in the vigilance process. Then, once relevant signal identified and algorithms trained, 

we will propose to decrease the number of electrodes to 16 electrodes in order to re-

duce the intrusiveness and improve the wearability of the system proposed. The elec-

trodes will be placed based on the Standard International 10-20 system, mainly on the 



prefrontal, frontal, frontotemporal, and parietal sites. Electrodes in mastoids will be 

used as reference. 

─ Function 2: Noise and Artefact elimination  

Removing the polluted signal segments or contaminated channels and reducing the 

noise influences from EOG, EMG and other channels are all necessary in the EEG 

signal preprocessing work. In the process of data preprocessing, we will first remove 

the EEG signals from the damaged channels. Then, the EEG signals will be band-pass 

filtered (5th order Butterworth filter) to eliminate the noise. Because the brain poten-

tial is generally between 1Hz and 40 Hz, so the band-pass filter cut-off frequencies 

are set to 1Hz and 40Hz. At this point, artefacts elimination will be performed. The 

EEG signal will be segmented into epochs of 2(s), shifted of 0.125(s). The Fpz chan-

nel will be used to remove eyes-blink artefacts from the EEG data by using the re-

gression-based algorithm REBLINCA [65]. For other sources of artefacts (i.e., ATCos 

normally communicate verbally and perform several movements during their opera-

tional activity), specific procedures (Threshold criterion, Trend estimation, Sample-to 

sample difference) available in the EEGLAB toolbox [65] will be applied.  

─ Function 3: Feature extraction  

To make sense of the recorded EEG signal, feature extraction and data dimension 

reduction are needed. Due to the close relationship between the EEG spectrum and the 

subject’s vigilance state, the rhythm activities, that is, EEG power in the three speci-

fied bands, Theta (4-8 Hz), Alpha (8-13 Hz), and Beta (13-30Hz) and their ratios, are 

calculated as features. In MINIMA, the EEG Power Spectral Density (PSD) will be 

estimated by using the Fast Fourier Transform (FFT) in the EEG frequency bands. 

Such frequency bands will not be defined equally for all the subjects (e.g., alpha equal 

to the 8÷12 [Hz] band), but the Klimesch approach will be adopted by using the Indi-

vidual Alpha Frequency, in order to take into account the physiological subjective 

aspects of brain activity [66].  

─ Function 4: Pattern classification algorithms  

Various classifiers performing classification task have been proposed. Amongst 

other, support vector machine (SVM), artificial neural networks (ANN) and auto-

regressive (AR) are the most commonly used classifiers in the EEG research domain. 

In the case of MINIMA, a machine learning approach will be thus adopted in order to 

compute a Vigilance index based on the selected brain features. Particularly, during 

the calibration scenarios (LowVigilance and HighVigilance), we calibrate the algo-

rithm before the Testing scenarios presentation. In particular, the Power Spectral Den-

sity of EEG epochs related to each calibration scenario (LowVigilance and HighVigi-

lance) will be calculated by using only the frequency bands directly correlated to the 

vigilance state. The EEG frequency bands [frequency resolution of 0.5(Hz)] of inter-

est will be defined for each ATCo by the estimation of the Individual Alpha Frequen-

cy value, as stated previously. At this point, the classification algorithm automatic 

stop Stepwise Linear Discriminant Analysis (asSWLDA, [67]) will be used to identify 

the most relevant discriminant features among the two different experimental condi-



tions related to the lowest and the highest level of vigilance. Once identified, the 

asSWLDA classifier will assigns to each significant feature specific weights plus a 

bias. These parameters will be used later on to compute online the vigilance level 

index of the user during the testing scenarios.  

Oculometric measure and attention.  

Often at work, it is asked to the operator to attend more than one thing at the same 

time. This is possible thanks to the human ability to move the attentional focus, and is 

essential for every multitasking activity [68]. Of course, measuring only the attentive 

intensity aspect, i.e. the vigilance in our case, does not pledge that this amount of 

vigilance is properly oriented toward the tasks composing the work activity: On the 

contrary, other distracting activities could cause great levels of vigilance but conse-

quently low performance on the work activity itself. For such a reason, it is crucial to 

monitor also which is the attentional focus of the operator, i.e. where his/her visual 

attention is addressed. In this context, we propose to use eye tracking device. 

Tracking eye movements has the potential to provide a more direct measure of 

where attention is deployed since the direction of gaze is generally considered to be 

tightly coupled to the orienting of attention — at least, under normal circumstances. It 

can provide crucial information about the “attentional path” of the subject, revealing 

for example if the gaze is correctly directed and if there are particular fixation points 

[69]. Uncoupling of gaze direction and attention can, of course, occur as Posner’s task 

clearly demonstrates. The value of eye tracking is that in natural scene viewing — 

where the visual environment is complex compared to many simple experimental 

situations — it should provide a good guide to the locus of attention. In recent years, 

researchers have capitalized on this possibility, seeking eventually to understand how 

attention and gaze are deployed to make sense of the visual world. 

Technical Implementation of Visual Attention Measurement.  

In MINIMA, we choose to use a remoted system (Tobii EyeX) with 60 Hz sam-

pling rate. This system can deliver information in real time (i.e., gaze direction). In 

contrast to EEG signal, the interpretation of eye tracking data is something relatively 

easy. Even if many different methods of exploring eye data exist, the eye tracking 

data do not require any particular skill in terms of analysis, since the software itself 

provides results in terms of gaze movements, fixations and so on. For MINIMA, we 

propose to use eye tracking to identify in real time where, when and what people look 

at and what they fail to see.  

Basically, we will use fixation and saccades as measures of visual attention and in-

terest. Based on fixation position (where?) and timing information (when?), we could 

compute different index, like the time and the number of fixation spent on a specific 

area of interest (AOI) or the Time to First Fixation (or TTFF), that is the amount of 

time it takes a respondent to look at a specific AOI from stimulus onset. These differ-

ent metrics will inform us where and when the ATCos look at and how different 

events in the simulation will catch attention of the ATCo.  

Using these measures of the controller attention area, we aim to help the controller 

in keeping his attention at the relevant display areas. In case of critical event and 



whatever the current level of vigilance, three different situations could be envisaged: 

(1) ATCo is focused on the relevant part of the radar display regarding the current 

situation, (2) ATCo is focused on a non-relevant area of the radar display, (3) ATCo 

is exploring the environment without specific area of interest. Oculometric measure 

could help us to detect problematic situation as cases 2 or 3 and help ATCo to focus 

on the relevant information. To make it possible, we need (1) to evaluate which ATC 

event on the radar display is the most relevant for the controllers, (2) to detect which 

radar areas the controller actually focuses his attention on, e.g. via eye-tracking, and 

(3) to guide the controllers’ attention to the relevant radar display area if his attention 

is somewhere else. How to guide vigilance and attention is precisely the purpose of 

the following section. 

4.3  Attention vigilance guidance module 

In MINIMA, we propose to design a module, called the adaptive task and support 

activation, able to modify both the level of automation and the feedback sent by the 

automation technology in order to maintain the ATCos in the loop of control and im-

prove their performance in monitoring task.  

In order to identify relevant vigilance and attention guidance tools, a workshop 

concerning the future ATC was first conducted with four ATCos (2 female, 2 male, 

average age of 39.3 years, average work experience as an ATCo of 20.5 years). The 

following sections briefly depict some of the ideas for vigilance and attention guid-

ance within MINIMA, derived from the workshop results. 

 Attention guidance to separation conflicts (Short term conflict prediction):  

Whenever a situation arises that is classified as potential loss of separation or might 

become a future loss of separation if the ATCo does not interact, the system high-

lights the affected aircraft. In order to do so, the system calculates the distances be-

tween all aircraft based on the current position and the predicted trajectories and 

detects all separation conflicts between these trajectories. A separation conflict is 

detected and highlighted if the distance between two aircraft is predicted to be be-

low 3 NM horizontally and below 1000ft vertically. 

 

 Attention guidance to aircraft that cannot meet agreed target times: 

This adaptation is also based on prediction. It is checked if the position of aircraft 

on their route is according to the last agreed trajectory. If there is a difference, there 

is the risk that this aircraft might be too late or too early and that it will cause a 

conflict with another aircraft. If deviations above a threshold of 0.5 NM are detect-

ed, the aircraft is highlighted. For example, the difference is shown in the aircraft 

label. 

 Attention guidance with eye tracker: 

The system monitors the eye movement of the operator and determines, based on a 

normative model, which areas are monitored insufficiently or not at all (monitoring 

loss). Additional information is provided to the ATCo to update his/her situation 

awareness in this specific area. 



 Centerline Separation Range:  

The Centerline Separation Range (CSR) [70] is a visual hypothetical aircraft final 

visualization (see Fig. 3) similar to HungaroControl’s tool MergeStrip [71]. The 

calculated remaining flight distances of all approaching aircraft relative to other 

aircraft are displayed as distance-to-go (DTG) in nautical miles on one single arri-

val flow line for each runway (white numbers). When summing up all DTGs of 

previous aircraft in the sequence, the DTG of the current aircraft results (e.g. sum 

up 1.4 + 7.54 + 8.01 to get the DTG of DLH500). The angle brackets indicate the 

trend of increasing or decreasing relative separation between two sequenced air-

craft since last radar update. Aircraft are colored depending on their weight catego-

ry (e.g., light, medium, heavy). The geometry is to distinguish between real (trian-

gle) and projected aircraft positions. If there are multiple parallel runway center-

lines, these will be reflected in the number of CSRs. In MINIMA, all arriving air-

craft will be projected on the CSR. It will not show aircraft only on the Centerline. 

All objects move from the right to the left of the display depending on their speed. 

The leftmost number shows the distance to threshold. The CSR is displayed below 

the radar situation on the same display. 

 

Fig. 3. Centerline Separation Range  

 Sequence optimization:  

The AMAN calculates an optimized sequence for the arriving aircraft. The trajec-

tories are generated in such a way that the aircraft arrive at the merging point ac-

cording to the planned sequence. The AMAN adds aircraft entering the planning 

horizon of the AMAN to the list. However, except for adding new aircraft, the list 

will not be updated automatically. If ATCos would like to update the list, they have 

to modify the sequence manually (e.g., using drag and drop on a sequence display).  

Having the possibility to modify the sequence would allow offering a new kind of 

service to airlines. Airlines have additional restrictions that are not met today. Con-

sidering that increasing automation reduces the workload of controllers and that 

safety is kept on the same level, the services provided by ATCos could be in-

creased. It could be possible for airlines to change sequences of their arriving air-

craft if it only affects their own aircraft. This can only happen if the aircraft of one 

airline are in sequence and are controlled by the same ATCo. This additional task 

is triggered by airlines that already know the sequence of their arriving aircraft and 

would like to change. This could be simulated with an additional tool that provides 

the special demands issued by airlines and pilots. 

 Advisories:  

The trajectories generated by the Arrival Manager will have phases of 

climb/descent in altitude, increase/decrease in speed. In the MINIMA application 



example, the aircraft will enter new phases included in the agreed trajectory auto-

matically. If the aircraft were guided conventionally, the ATCo would have to give 

a clearance if an aircraft needs to enter a new phase of climb/descent or change its 

speed. It is possible to extract these necessary controller commands from the trajec-

tory. This functionality was developed to support the controller by showing these 

commands as “Advisories”. The advisory for a controller can include aircraft 

callsign, command type, command value, and a countdown, when this command 

should be executed by the pilot. An example could be “AFR376 DESCEND Alt 

4000 15s” (see also Fig. 4). These advisories can either be displayed in a stack or 

directly at the radar label. As the aircraft follow their trajectories automatically and 

ATCos do not have to give clearance in the MINIMA use case, they could be una-

ware of the changes of aircraft behaviour. For example, an aircraft can start to de-

scend without the ATCo noticing. In MINIMA, the “Advisories” could help to in-

crease the ATCos awareness regarding the behaviour of the aircraft and changes in 

the flight profile, e.g., by showing these Advisories or by requesting the ATCo to 

confirm these Advisories. In case Advisories are not confirmed, the related changes 

of the flight profile are not executed by the aircraft. These aircraft are no longer 

guided automatically, but have to be guided manually by the ATCo. 

 

 

Fig. 4. Advisory countdown (yellow) shown at the controller radar display 

 Provision of additional information to increase service.  

This idea is also considering that the safety is kept on the same level trough auto-

mation and that the ATCo has more time to provide better service. The ATCo 

should provide the aircraft with additional information that are not provided today 

and that could be of relevance for the pilots. The task is triggered by the pilots that 

request the information. The ATCo then can decide if his workload allows him to 

provide the requested information. Examples for requests are: predicted minimum 

separation, additional weather information, or the parking position. 

 Adaptation of Sector Size:  

A common method to balance the workload of ATCos today is splitting or merging 

their airspace sectors. If high amounts of traffic are expected, the sector is split so 



that the traffic can be handled by two controller positions. The same could be ap-

plied in MINIMA. In principle, two types of adaptation of the sector size are possi-

ble. At first, the ATCo in the MINIMA use case can either be responsible for one 

or for both runways of the simulated airport. Further, it is possible to hand over air-

craft from adjacent sectors earlier. The ATCo would be responsible longer for each 

individual aircraft and consequently would have to handle more aircraft at a time. 

In the next steps of this project, we will implement and test the solution proposed. 

5 Conclusion 

An increase of automation in air traffic control can have negative effects on the air 

traffic controller’s performance. The effects are known as out-of-the-loop phenome-

non. The MINIMA Project will develop a vigilance and attention controller to miti-

gate these effects. A highly automated arrival management task will be used as a case 

study. Psychophysiological measurements like EEG will be used to identify the state 

of the Air Traffic Controller and combined with adaptive task activation. This will 

allow for activating tasks based on the Air Traffic Controllers state to keep their per-

formance on a high level and to ensure safe operations. 
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