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Abstract—Internet of Things (IoT)-based monitoring applica-
tions usually involve large-scale deployments of battery-enabled
sensor nodes providing measurements at regular intervals. In
order to guarantee the service continuity over time, the energy-
efficiency of the networked system should be maximized. In
this paper, we address such issue via a combination of novel
hardware/software solutions including new classes of Wake-up
radio IoT Nodes (WuNs) and novel data- and hardware-driven
network management algorithms. Three main contributions are
provided. First, we present the design and prototype implemen-
tation of WuN nodes able to support two different energy-saving
modes; such modes can be configured via software, and hence
dynamically tuned. Second, we show by experimental measure-
ments that the optimal policy strictly depends on the application
requirements. Third, we move from the node design to the
network design, and we devise proper orchestration algorithms
that select both the optimal set of WuN to wake-up and the proper
energy-saving mode for each WuN, so that the application lifetime
is maximized, while the redundancy of correlated measurements
is minimized. The proposed solutions are extensively evaluated
via OMNeT++ simulations under different IoT scenarios and
requirements of the monitoring applications.

I. INTRODUCTION

At present, environmental and structural health monitoring
constitute two broad application fields which might take ad-
vantage from the recent advances of the Internet of Things
(IoT) [1]. Energy efficiency represents one of the main re-
quirements specially in large-scale and wild environments, or
in installations where sensors cannot be easily accessed. To
address such issue, three main enabling technologies have been
proposed, namely, duty cycling, data driven and hardware-
based. The first approach has been largely investigated in Wire-
less Sensor Networks (WSNs), and consists in the alternation
of two phases, i.e. the active phase and the sleep phase, during
which the device is fully operative or in low-power mode [2].
Clearly, the duration of the sleep time becomes a crucial issue,
and introduces a significant trade-off with the Quality-of-
Service (QoS) of applications with stringent latency require-
ments. Moreover, in duty-cycled protocols, nodes should peri-
odically wake-up to check the channel and exchange data, and
this poses the need for synchronization strategies in distributed

scenarios [3]. Since the energy consumption of sensor devices
is largely determined by the wireless radio transceiver, data-
driven techniques aim at reducing the amount of transmissions
performed by the nodes of the WSNs, e.g. avoiding redundant,
duplicate or unnecessary data exchange. To this aim, data
aggregation and compression schemes can be employed at
the WSN border routers [4]; conversely, correlation-aware
clustering solutions aim to identify sensor nodes that produce
correlated data in the spatial or temporal domains [5] [6].
Among the hardware solutions, wake-up radio technology is a
way for maximizing the energy efficiency and is based on the
utilization of a near-zero consumption secondary transceiver
which triggers the main radio interface when a specific signal
is detected [7]. In the Passive configuration, the wake-up radio
harvests energy from the RF signals, and hence introduces full-
zero consumptions [8]. While there is plenty of research on the
circuitery design of a Wake-Up receiver (WuRx) (e.g. [9] [10]),
few works consider the integration of WuRx on a full operative
IoT node, and, as next step, the operations of a network of IoT
nodes enabled with wake-up functionalities. In this latter case,
given the receiver-oriented nature of the communication, the
energy efficiency of the network deployment strictly depends
on the intelligent orchestrations of the wake-up operations;
hence, proper scheduler components should be deployed [11].

Following such thread, this paper shifts the perspective of
energy efficiency from the single device to the IoT monitoring
application, and addresses the problem of how to maximize
the service lifetime while guaranteeing the QoS requirements.
We consider a generic application which must query λ ho-
mogeneous sensor devices at a fixed rate. Differently from
the previous works, we propose a unified hardware/data-driven
approach, which combines the utilization of prototypal WuRx-
enabled devices with novel algorithms that achieve optimal
orchestrations of the wake-up operations, while minimizing the
presence of redundant readings. More specifically, we provide
three main research contributions in this paper:

• First, we describe the architecture and the implementa-
tion of a prototype IoT Wake-Up node (WuN), which



integrates the WuRx transceiver for both the near-zero
(Active) and full-zero (Passive) configurations. In addi-
tion, our WuN supports two operative modes for the IoT
node, namely the Switch (SW) mode which completely
powers-off the main board, and the Lowpower (LP) mode,
which leaves it in sleep state (see Figure 1). Both the
modes can be activated via software, in a dynamic way.

• Second, we measure the energy consumption of the LP
and SW modes for both Active/Passive WuRx, and we
demonstrate that the optimal mode in terms of energy
efficiency depends on the application rate, i.e. on how
often the WuN should be woken up.

• Third, based on the experimental results, we propose a
centralized orchestration framework which maximizes the
lifetime of a network of WuNs. The proposed scheme
works in two stage. First, a novel correlation-aware
clustering algorithm splits the WuN set into subgroups
so that the maximal intra-cluster correlation is minimized.
Then, a cluster scheduling algorithm decides the WuNs
to query at each slot, and the current operative mode (SW
or LP) for the selected WuNs.

We propose a modular evaluation of the clustering and
scheduling components via OMNeT++ simulations, and
demonstrate the ability of our framework under different IoT
scenarios and monitoring application requirements. The rest
of the paper is structured as follows. Section II describes the
architecture of the dual-mode WuN devices, and reports the
energy measurements. Section III introduces the problem of
lifetime maximization for a network of WuN devices. Section
IV introduces our two-stage framework, which is evaluated in
Section V. Future works are discussed in Section VI.

II. SYSTEM AND MEASUREMENTS

We present here the design of a novel multi-mode Wake-Up
node (WuN) for IoT applications. Details of the architecture
are provided in Section II-A, while the implementation and
the evaluation are described in Section II-B.

A. WuN Architecture

A WuN device is composed of three main hardware blocks:
a battery, a Wake-Up receiver (WuRx) module, and an IoT
node. The latter includes a sensor, a radio device for data
communication and a dedicated antenna. The WuRx circuit is
in charge of detecting signals from the wake-up transmitter
(WuTx), and of re-activating the IoT module accordingly.
Based on the way the WuRx is powered, we distinguish
between two classes of WuN [7]:
• Active WuN. The WuRx is powered by the internal

battery, with a minimal energy consumption in idle state.
• Passive WuN. The WuRx harvests energy from an exter-

nal RF illuminator, hence its consumption in idle state is
completely zero.

Clearly, the Passive configuration constitutes the most effective
solution in terms of energy saving [9] [10]; at the same
time, both the WuRx and the WuTx must be located within
an operative range which allows energy harvesting from the

Fig. 1. The architecture of the WuN device, with the different classes/modes.

Active Passive
LP SW LP SW

EON 494uJ 494uJ
ESTB 12uW · tSTB 2uW · tSTB 10uW · tSTB 0
EBOOT 0 7.5mJ 0 7.5mJ

TABLE I
AVERAGE ENERGY CONSUMPTION VALUES

received RF signal. Such range is significantly lower than the
Active case, as investigated in the next Section. Regardless
of the class, the proposed WuN architecture supports two
additional operative modes, which differ on the way the IoT
node is powered:

• Switch mode (SW). The power supply of the IoT node
can be dynamically enabled/disabled by acting on a hard-
ware switch. When the switch is off, the consumption in
idle state (ESTB) is zero; however, a significant overhead
is induced at each boot phase, both in terms of energy
(EBOOT ) and time (tBOOT ).

• Lowpower mode (LP). An output trigger connected to
an interrupt MCU input is used to wake-up the IoT node
from a sleep state. Since the hardware switch is always
ON, the IoT node consumes an amount of energy ESTB
proportional to the duration of the sleep period (tSTB).

We highlight that classes and modes are orthogonal, hence
leading to the four different configurations depicted in Figure
1. However, while the class depends on different hardware
settings of the WuN, our current deployment allows the
mode to be tunable via software, in order to meet the QoS
requirements of the applications; the IoT node, depending on
the output of the scheduling algorithm (see Section IV-B),
sets the hardware switch in on/off state in order to put itself
in LP/SW mode, respectively.
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Fig. 2. The WuN deployed for the measurements is shown in Figure 2(a). The operative range of Active/Passive WuNs is depicted in Figure 2(b). The energy
consumption for different classes/modes combination is shown in Figure 2(c), as a function of the tSTB length.

B. Implementation and Measurements

We performed a prototype implementation of the proposed
WuN architecture, by using the WuRx radio [12] [13] devel-
oped by STMicroelectronics. The WuRx is composed of a ra-
dio with a sensitivity of -18 dBm @ 868MHz in Passive Mode
or -38 dBm @ 868MHz in Active Mode, an RF to DC energy
transducer (RF energy harvester), an adjustable LDO, and an
ultra-low power management unit. The IoT module includes
an ultra-low power microcontroller (STM32L11), a subGHz
radio device for data communication (SPIRIT12), a battery
and a temperature sensor (STTS7513). The microcontroller
acquires the temperature data and implements the communi-
cation data link based on DASH7 standard in request/response
mode. Figure 2(a) shows a picture of the WuN deployed and
used for the measurements. Figure 2(b) depicts the maximal
WuTx-WuRx distance at which it is possible to wake-up the
WuN device with 100% probability of success; on the x-
axis, we vary the transmitting power of WuTx, for both the
Active and Passive classes. Not surprisingly, the Active class
achieves a range which is 11 times greater than the Passive
for the maximal power configuration (0.5W). However, the
range increase is counterbalanced by the additional energy
consumption of the Active class, for both the SW and LP
modes, as reported in Table I. Here, EON refers to the
energy consumption of the WuN device when a single wake-
up/sensing/transmission sequence occurs, which is clearly not
dependent on the class/mode in use. Finally, Figure 2(c)
compares the four configurations in terms of average energy
consumption on a duty-cycle (i.e. ON-OFF transition) when
varying the sleep length (tSTB). It is easy to notice that in
both the Active/Passive classes, there is a threshold tSTB value
after which the SW mode is always preferable to the LP mode.
The threshold depends on how often the WuN is woken up;
this demonstrates that, in a centralized deployment, the mode
selection cannot be decoupled from the application selection.

1Datasheet: http://www.st.com/resource/en/datasheet/stm32l151c6.pdf
2Datasheet: http://www.st.com/resource/en/datasheet/spirit1.pdf
3Datasheet: http://www.st.com/resource/en/datasheet/stts751.pdf

III. WUN NETWORK DEPLOYMENT: PROBLEM
FORMULATION

In this Section, we move from the perspective of single
WuN device, to the perspective of a WuN-based sensor net-
work scenario. Based on the comments on Figure 2(c), we
design optimal centralized scheduling strategies, which decide
the proper operative mode of each WuN, so that user-decided
network requirements are always met. To this aim, we model
the network scenario as a couple 〈U,E〉, where:
• U = {u0, u1, ..., uN−1} is the set of WuNs, placed at

random locations of the scenario;
• E = {e0, e1, ..., em−1} is the set of WuTx irradiators,

placed in a way that the scenario is fully covered. Let
ν : U → E the function assigning each WuN ui to the
corresponding WuTx ej .

We restrict our analysis to the case where all the WuNs are
Passive devices, since this configuration maximizes the battery
lifetime (see Table 1), although increasing the deployment
costs. The optimal combination of Active and Passive WuNs
achieving the best trade-off between energy efficiency and
costs will be investigated as future study. We assume a slotted
time model, with fixed slot length equal to tslot. Let tj denote
the j−th time slot since the system boot. We model the
functionality of a generic IoT monitoring applications with
a fixed data-rate: exactly λ ≤ N measurements must be
gathered from the sensor network at each time slot, with λ
being a user-defined parameter. Let C(tj) ⊆ U , |C(tj)| = λ
indicate the subset of WuNs selected for data reading at
slot tj , and φ : U × T → {0, 1} be the related kernel
function, so that φ(ui, tj) = 1 whether ui ∈ C(tj), 0
otherwise. In order to reduce the data redundancy, which
might be considered a wastage of energy [5] [6], we also
require the λ measurements to be maximally uncorrelated. Let
CR(ui, uj) be a proxy for the amount of correlation between
the data readings performed by ui and uj . A straightforward
approach is to consider the spatial correlation among the
WuNs, i.e. CR(ui, uj) = 1

d(ui,uj)
. As a result, minimizing the

correlation metric is equivalent to maximize the λ-coverage



of the scenario. We use such formulation in the simulation
analysis (Section V); however, we remark that our algorithmic
solution is agnostic on the way the CR function is defined.
We then define the correlation of a set of nodes C(tj) as the
maximum correlation between each couple, i.e.:

CR(C(tj)) = max CR(ui, uj),∀ui, uj ∈ C(tj) (1)

Besides the WuNs and the WuTx devices, the scenario includes
a coordinator node, which implements the scheduler algorithm,
and is in charge of: (i) selecting exactly λ WuN to wake-up at
each slot tj , and (ii) deciding the next mode for the selected
WuNs, choosing between SW or LP. All the coordinator
actions are implemented via the WuTx devices. More formally,
we introduce the state function S : U × T → {0, 1}, such
that: S(ui, tj) = 1 whether WuN ui is in LP mode at time
slot tj , and S(ui, tj)=0 whether WuN ui is in SW mode at
time slot tj . We denote with E(ui, tj) the residual energy of
WuN ui at slot tj , with E(ui, t0) = EINIT . Based on C(tj)
and S(ui, tj), we update E(ui, tj), at each time slot tj and
for each WuN ui as follows:

E(ui, tj) = E(ui, tj−1)

− φ(ui, tj) · [EON + EBOOT · (1− S(ui, tj−1))]
− S(ui, tj) · ESTB

Finally, we introduce the alive function A : UxT → {0, 1},
such that A(ui, tj) = 1 iff E(ui, tj) > 0, i.e. WuN ui has
still some residual energy at slot tj . Vice versa, A(ui, tj) = 0.

Problem formulation. Given the scenario 〈U,E〉 and the
application parameter λ, we want to determine the selection
set C(tj) and the state function S(ui, tj) at each slot tj , so
that the application lifetime L is maximized, subject to:

1)
∑

0≤i<n φ(ui, tj) = λ ∀tj ∈ T , i.e. the coordinator
gathers exactly λ measurements at each slot.

2) min(max(CR(tj))), i.e. the maximum correlation
among the sensor readings performed during the system
life cycle is minimized.

The application lifetime is defined as the maximum tfinal
slot such that λ measurements can be gathered from the
network, i.e. there are still at least λ WuNs alive, i.e.:

L = maxj s.t.
∑

0≤i<n

A(ui, tj) ≥ λ (2)

IV. WUN NETWORK MANAGEMENT FRAMEWORK

We split the scheduling problem into two parts. First,
we partition the sensor set U in k = bNλ c maximally
uncorrelated clusters, according to the CR metric previously
introduced. Let G0, G1, ..., Gk−1 be the clusters, such that:
Gi ⊆ U,Gi

⋂
Gj = ∅ ∀Gi, Gj and

⋃
Gi = U . Moreover, all

the clusters are balanced and contain exactly λ sensors, except
for the first cluster which might contain λ+ r elements, with
r = N%λ. Then, we schedule the clusters in a sequential
order; once one node in cluster Gi (or r + 1 nodes in cluster
G0) runs out of battery, we move to the next cluster Gi+1. The
clustering algorithm is detailed in Section IV-A. The optimal
scheduler is presented in Section IV-B.

Algorithm 1: Clustering algorithm
1: procedure Cluster (U , λ)
2: k ← b |U|λ c
3: for i = 0 to k − 1 do
4: Gi = ∅
5: end for
6: randomize U in (G0, G1, . . . , Gk−1)
7: while (true) do
8: (ui, uj , Gl)← argmax

ui,uj,Gl

ui,uj∈Gl,ui 6=uj,1≤l≤k(CR(ui, uj))

9: for all Gp 6= Gl do
10: for all uq ∈ Gp do
11: if (positiveSwap(CR(ui, uj), ui, Gl, uq, Gp)) then
12: Gp ← Gp \ {uq} ∪ {ui}
13: Gl ← Gl \ {ui} ∪ {uq}
14: continue while
15: else if (positiveSwap(CR(ui, uj), uj , Gl, uq, Gp)) then
16: Gp ← Gp \ {uq} ∪ {uj}
17: Gl ← Gl \ {uj} ∪ {uq}
18: continue while
19: end if
20: end for
21: end for
22: break while
23: end while
24: return (G0, G1, . . . , Gk−1)
25:
26: procedure positiveSwap (cmax, ui, Gl, uq, Gp)
27: costi,p ← max

ui,uj
uj∈Gp,uj 6=uq (CR(ui, uj))

28: costq,l ← max
uq,uj

uj∈Gl,uj 6=ui (CR(uq, uj))

29: if (costi,p < cmax) and (costq,l < cmax) then
30: return (true)
31: else
32: return (false)
33: end if

A. Clustering algorithm

The aim of the clustering algorithm is to minimize the
maximal correlation among two distinct WuNs belonging to
the same cluster. More formally, the objective function of the
clustering process, i.e. fG : G0, G1, . . . , Gk−1 → [0..1] is:

fG(G0, . . . , Gk−1) = min(max{CR(G0), . . . CR(Gk−1)})
(3)

The problem can be considered an instance of the min-
max clustering [14], which is computationally difficult (NP-
hard); in addiction, it includes the constraint on the load-
balancing among clusters, which has not been considered in
the literature. For this reason, we provide a novel, heuristic
solution whose approximation bounds are analyzed in Section
V. The clustering operations are detailed by Algorithm 1.
We assume that |U | ≥ λ. First, each WuN ui ∈ U is randomly
assigned to a cluster, so that at the end of the randomize
procedure, there are (k − 1) clusters with λ WuNs and one
cluster with at least λ WuNs. Then, the algorithm follows an
iterative procedure, so that the worst link between any two
nodes ui, uj ∈ Cl (line 8) is selected, and compared against
any other node uq ∈ Cp 6= Cl (lines 11-19). A cluster swap
between uq and ui or uj is performed in case the positiveSwap
procedure (lines 26-33) returns true, which indicates that the
swap operation produces a decrease of the objective function
fG(G0, G1, . . . , Gk−1). The algorithm ends when it converges
to a stable assignment of WuNs to cluster, i.e. no other
swap operations are performed (line 22). It is easy to notice
that, at the each iteration, the link with maximal correlation



is computed (O(n2)). Hence, the overall complexity of the
algorithm is O(numiter ·n2). We now prove that the algorithm
always converges to a solution, and that numiter = O(n2).

Theorem 1. The maximum number of iterations performed by
Algorithm 1 is O(n2).

Proof. Let CR(Gi, t) be the correlation value of clus-
ter Gi at iteration t of Algorithm 1, and maxCR(t) =
max0≤i<k−1CR(Gi, t). Let (ui, uj) be the link selected at
iteration t and line 8, with ui ∈ Gl, uj ∈ Gl, so that
CR(ui, uj) = maxCR(t). If a swap occurs, then by con-
struction, maxCR(t + 1) < maxCR(t), i.e. the correlation
decreases at each iteration. As a result, the same link (ui, uj)
can be selected only once by the Algorithm. Since the number
of links is O(n2), this implies that the number of iterations
cannot exceed such value in the worst case.

B. Cluster Scheduling algorithm

The algorithm employs two different policies, named
ROUND_ROBIN and GREEDY. The ROUND_ROBIN policy is
used only for cluster G0 in case r > 0, while the GREEDY
policy is adopted for all the other clusters. If r = 0, then the
GREEDY policy is adopted also for cluster G0. The operations
of the proposed scheduler are detailed by Algorithm 2.

Algorithm 2: Scheduling algorithm
1: procedure Schedule (U , λ)
2: Set k = bNλ c, r = N%λ, time=0
3: Create groups G0, G1, ..., Gk−1 as in Section IV-A
4: Order group G0 = {u0,1, u0,2, ..., u0,|λ+r−1|} based on ids
5: Set S(u0,j , ttime) = 1, ∀0 ≤ j < |λ|
6: for i = 0 to k − 1 do
7: if i == 0 and r > 0 then
8: policy → ROUND_ROBIN
9: else

10: policy → GREEDY
11: end if
12: if policy=ROUND_ROBIN then
13: Compute ST as in Equation 4
14: for j = 0 to |G0| − 1 do
15: Build set G′0 = {u0,j , u0,j+1, ...u0,(j+λ−1)%(λ+r)}
16: for k = 0 to ST − 1 do
17: Set φ(u0,j , ttime)=getMode() ∀u0,j ∈ G′0
18: Set S(u0,j , ttime)=1 ∀u0,j ∈ G′0
19: Update time=time +1
20: end for
21: end for
22: while A(ttime, u0,j) == 1 ∀u0,j ∈ G′0 do
23: Set φ(u0,j , ttime)=getMode() ∀u0,j ∈ G′0
24: Update time=time +1
25: end while
26: else
27: while A(ttime, ui,j) == 1 ∀ui,j ∈ Gi do
28: Set φ(ui,j , ttime)=getMode() ∀ui,j ∈ Gi
29: Set S(ui,j , ttime)=1 ∀ui,j ∈ Gi
30: Update time=time +1
31: end while
32: end if
33: end for
34: return (φ, S)
35:
36: procedure getMode ()
37: if tslot · ESTB ≤ EBOOT then
38: return 1 //mode LP
39: else
40: return 0 // mode SW
41: end if

Fig. 3. The scheduler operations, for N = 10, k = 3, ST = 2.

If tslot · ESTB ≥ EBOOT , the SW mode is always
preferable, and hence the mode selection is trivial. Otherwise,
the rationale of the ROUND_ROBIN policy is to make each
WuN stay in SW mode for the longest number of consecutive
time slots, in order to minimize the overhead of the boot phase
(EBOOT ). To this purpose, the scheduler orders the elements
in G0 based on their id (line 4), and selects the first λ nodes
(line 18); let G′0 = {u′0, u′1, ...u′λ−1} be the first subset. Each
WuN u′ ∈ G′0 is used for ST consecutive slots, in LP mode
(line 17-20). The ST value is computed so that all the WuNs
in G0 are used for the same, maximal amount of time, i.e.:

ST =

⌊
EINIT − EBOOT
λ · (ESTB + EON )

⌋
(4)

After ST iterations, the group G′0 is updated on a rolling base
(line 15), i.e. removing the head element u′j , setting it to SW
mode, and adding to G′0 the element next to the current tail, in
a circular way, i.e. u′(j+1+λ)%(λ+r). Exactly |G0| iterations are
executed, so that all the WuNs belonging to G0 are used for
λ ·ST slots. At the end of the loop (line 23), exactly λ nodes
are in LP mode (the ones belonging to the current G′0 set),
and are used till completely discharged (line 23-26). Next,
the GREEDY policy is executed on the remaining clusters.
Its behaviour is straight-forward: since the application model
requires λ measurements at each slot, all the WuNs in Gi are
switched from the SW mode to the LP mode, and used at each
slot, till the first WuN runs out of battery (lines 30-34). In such
case, the scheduler moves to the next cluster Gi+1 (line 6), till
i is equal to k. The graphic behaviour on a specific use-case
(with N = 10, k = 3, ST = 3) is depicted in Figure 3. We
now prove the optimality of the proposed scheduler.

Theorem 2. Given the set of clusters G0, G1, ...Gk−1, Algo-
rithm 2 (Algo2) maximizes the network lifetime tfinal.

Proof. Let tAlgo2max (ui) be the number of slots where node
ui is active (i.e. contributes to the sensing function) in
Algo2, i.e. tAlgo2max (ui) =

∑
0≤j≤tfinal(φ(ui, tj)). The max-

imum number of slots where each node can be active is:
t∗max = bEINIT−EBOOTESTB+EON

c. It’s easy to notice that if r =
N%λ = 0, each node ui contributes to the sensing for exactly
tAlgo2max (ui) = t∗max slots, hence the lifetime tfinal = N

λ · t
∗
max
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Fig. 4. The gain of Algo1 compared to a no-clustering solution in depicted in Figure 4(a). The correlation metric of Algo1 and other clustering schemes is
depicted in Figure 4(b). The correlation metric for the Algo1 for different values of |U | and λ is depicted in Figure 4(c).

is maximized. If, instead, the fractional part r > 0, Algo2
activates the ROUND_ROBIN mode. In this case, only λ nodes
of G0 are active for t∗max slots, while r nodes are active for
λ · ST ≤ t∗max slots (line 15-22 of Algo2). Let R ⊂ G0,
|R| = r be the set of nodes with tAlgo2max (ui ∈ R) = λ · ST ,
and L ⊂ G0, |L| = λ be the subset of λ nodes with
tAlgo2max (uj ∈ L) = t∗max. By absurd, let us assume the existence
of another scheduler algorithm Algo*, different from Algo2,
which maximizes the system lifetime. This means that Algo*
activates node ui ∈ R with tAlgo

∗

max (ui) > tAlgo2max (ui). However,
this is impossible because t∗max− (λ ·ST ) < λ. Hence, Algo*
must be equal to Algo2.

V. SIMULATION RESULTS

In this Section, we propose a modular evaluation of our
framework under different IoT scenarios and application re-
quirements. First, in Section V-A, we demonstrate that Algo-
rithm 1 is able to group WuNs into clusters by minimizing
the maximum intra-cluster correlation. Then, in Section V-B,
we show that Algorithm 2 is able to maximize the application
lifetime thanks to the intelligent scheduler of WuN activations
and mode selections. The evaluation has been conducted
via OMNeT++ simulations, deploying new models for the
irradiators and for the energy consumption of the WuNs.

A. Cluster Analysis

We consider a network area of 200x200 m2, with irradiators
placed according to an hexagonal pattern so that the full
scenario is covered. The correlation function CR(ui, uj) is
defined as the inverse of the node distance, i.e. CR(ui, uj) =

1
d(ui,uj)

. As a result, the goal of the cluster algorithm is to
maximally space the WuNs in each group. Figure 4(a) demon-
strates the gain of Algorithm 1 (Algo1) compared to the case
where clustering step is not executed (Algo2−NoClust), and
the WuNs are scheduled in round-robin order, choosing exactly
λ WuNs at each slot. Two configurations of the λ parameter are
considered for each algorithm, i.e. λ = 3 and λ = 10. In both
cases, Algo1 greatly outperforms the NoClust scheme, and
shows a decreasing trend of the correlation metric when |U |

increases. In Figure 4(b) we expand the previous analysis, by
comparing Algo1 against three other algorithms with λ = 5:
• Optimal, which provides the optimal allocation of WuNs

to clusters minimizing the correlation metric. Given the
NP-hardness of the problem, the optimal solution is
computed by generating all possible allocations; this is
clearly not feasible for large values of |U |.

• Approx, which is the min-max clustering Algorithm de-
fined in [14], plus an additional greedy round which aims
at balancing the number of WuNs on each cluster, since
this feature is not supported by the original scheme.

• K-Means, which adapts the well-known clustering algo-
rithm to our problem; the centroid distance reflects the
maximum correlation within each cluster.

From Figure 4(b), we can notice that: (i) no solutions could be
determined for the Optimal Algorithm when |U | ≥ 20 due to
the excessive computation load; (ii) Algo1 performs equally
to Optimal Algorithm when |U | < 20, and outperforms the
Approx and K-Means schemes for |U | ≥ 20; (iii) Algo1
reduces the correlation factor of more than 90% for |U | = 30.
Figure 4(c) shows the correlation metric of Algo1, for different
values of |U | (on the x-axis) and λ (different lines). On
the same graph, we show on the y2 axis the number of
iterations performed by our Algorithm before convergence
(dotted lines). Increasing the λ parameter reduces the number
of created clusters (equal to b |U |λ c), and hence produces also
an increment of the correlation factor; at the same time, the
algorithm converges faster since there are less changes for
WuNs exchanges between different groups.

B. Scheduler Analysis
We investigate here the energy efficiency of the scheduler

described by Algorithm 2 (Algo2). To this aim, we model
the energy discharge operations of the WuNs by using the
measured energy consumption values of Table I. We consider
a Lithium-battery of 2V and 300 mhA, with a self-discharge
equal to 8% per month. Figures 5(a), 5(b) and 5(c) depict the
system lifetime, in number of days, computed as tslot · tfinal.
We compare Algo2 against three different schedulers:
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Fig. 5. The system lifetime as a function of the number of WuNs (Figure 5(a), of the λ parameter (Figure 5(b) and of the length of tslot (Figure 5(c)).

• Only-LP : this scheme implements a greedy WuN selec-
tion, by choosing at each slot the λ nodes having the
highest residual energy; moreover, all the WuNs are used
in LP mode only, i.e. mode selection is not implemented.

• Only-SW : this scheme is similar to the previous case,
except that all the WuNs are used in SW mode.

• Random: this scheme implements random selection -at
each slot- of the λ WuNs to active; the next mode of each
WuN is also chosen randomly between LP and SW.

Figure 5(a) depicts the lifetime of the four algorithms when
varying the number of WuNs |U |, for tslot=1 second and λ=3.
Always keeping in WuNs in LP mode is more efficient than
using the SW mode, since the energy overhead induced by
the boot phase is avoided. Algo2 outperforms all the other
schemes: the performance gain increases with the size of
the network, and is equal to +15% (345 days more) for the
case with |U | = 120. The same trend can be observed in
Figure 5(b), where we vary the λ parameter, while keeping
constant the number of WuNs (i.e, |U | = 60). Finally, Figure
5(c) shows the lifetime when varying the tslot duration, for
|U |=60 and λ=3. We can notice that, for short values of tslot,
the LP mode is more convenient than the SW mode; vice
versa, when tslot ≥ 900 seconds, completely switching off the
nodes (i.e. using the Only-SW scheme) constitutes the most
effective approach. The Algo2 scheme provides the optimal
performance under any configuration of tslot. When tslot ≥
750 seconds, the Algo2 scheme employs the SW mode only
(since condition at line 40 of Algorithm 2 is not satisfied) and
hence performs equally to the Only-SW scheme.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we have addressed the problem of maximizing
the lifetime of IoT monitoring applications by using Wake-
up IoT nodes (WuNs). First, we have presented the design,
implementation and evaluation of novel WuN devices enabling
dual energy-saving modes. Then, moving from the single
device to a network of WuNs, we have presented centralized
orchestration algorithms so that the application lifetime is
maximized while the number of redundant measurements is

minimized. The viability of the proposed hardware/software
solutions has been evaluated via measurements and OMNeT++
simulations. Future works include: the evaluation of the WuN
scheduler in a test-bed and enhancements of the algorithm for
the case of event-driven monitoring applications.
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