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ST-CAC: a low-cost crosstalk avoidance coding mechanism
based on three-valued numerical system

Zahra Shirmochammadi Ata Khorami Martin Eugenio Omana

Abstract

Appearances of specific transition patterns during data transfer in bus lines of mod-
ern high-performance computing systems, such as communicating structures of
accelerators for deep convolutional neural networks, commercial Network on Chips,
and memories, can lead to crosstalk faults. With the shrinkage of technology size,
crosstalk faults occurrence boosts and leads to degradation of reliability and per-
formance, as well as the increasing power consumption of lines. One effective way
to alleviate crosstalk faults is to avoid the appearance of these specific transition
patterns by using numerical-based crosstalk avoidance codes (CACs). However, a
serious problem with numerical-based CACs is their overheads in terms of required
additional bus lines for representing code words. To solve this problem, in this paper
we present a novel CAC that is based on the use of three symbols (three-value) to
represent the code words in the bus lines, rather than classical binary CACs based on
binary, i.e., 0 and 1 symbols. Our proposed CAC, named summation-based tri-value
crosstalk avoidance code (ST-CAC), reduces the worst-case delay in bus lines with
respect to binary CACs, and it can efficiently be applied to any arbitrary channel
width of lines. The use of three symbols to represent code words in ST-CAC enables
to increase the number of code words of a numerical system without increasing the
number of required bus lines significantly. The experimental results show that CACs
based on the use of three symbols can reduce the number of additional lines com-
pared to binary CACs by 33%. Moreover, we show in the paper, that the delay of
wires in the presence our ST-CAC can reduce by 33% with respect to state-of-the-art
binary value CACs.

Keywords Crosstalk avoidance codes (CACs) - Crosstalk faults - Network-on-chip -
Reliability - Tri-valued numerical system coding mechanism



1 Introduction

Communications between Processing Elements (PEs) in modern high-perfor-
mance computing systems such as communicating the structure of accelerators for
deep convolutional neural networks [1], commercial Network on Chips (NoCs)
[1] and memories [2] is sophisticated in the future. This is due to the overgrowing
amounts of PEs on a chip [3]. According to the International Technology Road-
map for Semiconductors (ITRS), the number of (PEs) on a chip will reach 5000
by 2021. These PEs use bus lines of communication channels to exchange data
between them [4, 5].

Sending and receiving these data among PEs is done by using communication
channels. Each of these communication channels consists of tens of several hun-
dred parallel and adjacent lines. These communication channels among PEs play
a key role in the reliability of the data. One of the reliability challenges during the
data transfer is crosstalk faults, which can threat the reliability of data traversal in
the lines [6].

Crosstalk faults occur due to coupling capacitances between parallel and adja-
cent lines of communication channels. With the shrinkage of the technology size,
lines get closer to each other accelerating the crosstalk faults occurrence. Cross-
talk faults cause a glitch and/or timing violations on the affected line called the
victim line [6, 7]. The severity of crosstalk faults depends on the transition pat-
terns appearing on the communication channel lines. These patterns may have
negative effects on the reliability, performance, and power consumption of sys-
tems [7-9]. Three-valued logic mechanisms such as shielding and repeater inser-
tion at a physical level [10, 11] and timing skewing [12] at the transistor level can
reduce crosstalk faults. However, they impose high overheads and are not favored
by designers [8, 12, 13]. Crosstalk faults tackling mechanisms have been the sub-
ject of certain research groups [13-20]. These mechanisms can be categorized
into a physical level, transistor level and a logic level of design abstraction. At
the physical level, shielding the lines is among the simplest mechanisms that omit
crosstalk faults completely [10]. Inserting the repeater between the segments of
lines is another physical-level mechanism [11]. With the use of repeater inser-
tion mechanisms, crosstalk fault is reduced by separating the line into several
segments and driving each segmented part by inverting or non-inverting buffers.
At the transistor level, the delay uncertainty caused by crosstalk coupling can be
reduced by skewed transitions [12]. In skewed transitions, simultaneous opposite
transitions between adjacent lines are avoided by generating the relative delay.

At the next higher level, logic level, Error Detecting and Correcting Codes
(EDCC) [14] and Crosstalk Avoidance Codes (CACs) [13 15-21] have emerged
as a promising solution for crosstalk mitigation. EDCCs impose high overheads
to chips and their ability to correct and detect error is limited [15, 16]. CACs
are not only technology-independent but also reduce crosstalk faults while requir-
ing lower cost than other alternate solutions. CACs can prevent specific transi-
tion patterns from different classes of transitions. Coding the data has a lower
area overhead than the other mechanisms at physical and transistor levels [17].



Moreover, there are CACs with the ability to correct possible errors; however,
their ability to correct and detect is limited [10].

One of the challenges of CACs is the overheads of the codec. Channel partition-
ing is among mechanisms that can reduce the overheads of CACs codecs [17]. In
channel partitioning, links of communication channels are divided into groups and
data are transferred in these groups by separate encoder and decoder. However,
partition-based mechanisms face with the problem of appearing transitions in the
borders of partitioned groups. The other mechanism is the use of numerical sys-
tems. Numerical systems can be used efficiently to reduce the overhead of the codec
modules. A numerical system is a mathematical notation for representing numbers
of a given set by using bases in a consistent manner [17]. In this numerical system,
S, ..., S are the bases that show the weights. In numerical system-based CACs, the
code word is represented according to the weight of the numerical system’s bases.
A numerical system plays an important role in the overheads including power con-
sumption, area occupation and critical path of the codec modules, so choosing the
proper numerical system can reduce the overheads of encoder and decoder.

Based on the transition patterns that they omit, numerical-based CACs can be cat-
egorized into Forbidden Pattern Free (FPF), Forbidden Transition Free (FTF) [15]
codes, Forbidden Pattern Free (FPF) [17, 19, 20, 22, 23] codes, Forbidden Overlap
Condition (FOC) [13, 21] codes and One Lambda Code (OLC) [13, 24]. Fibonacci-
based [13, 15] and non-Fibonacci-based [19, 20] numerical systems have been pro-
posed to generate FPF CACs in the literature. One of the Fibonacci-based numeri-
cal systems is the Fibonacci numerical system (referred to as Fibo-CAC hereafter)
[15]. Fibo-CAC uses the Fibonacci sequences to generate code words. The other
Fibonacci-based numerical system that has been proposed recently is an improved-
Fibonacci coding mechanism (referred to as Improved-Fibo-CAC hereafter) [13].
Improved-Fibo-CAC uses the same bases of Fibonacci sequence but the only differ-
ence 1s in the penultimate bit position of bases that is duplicated in comparison with
Fibo-CAC numerical system. Penultimate-Subtracted Fibonacci (PS-Fibo) [22] is
the other numerical-based CAC that uses non-Fibonacci-based numerical systems to
generate FPF CACs [19, 20]. Recently, [24] proposes the OLC coding mechanisms
Subtraction-based-Numeral (Sub-Num).

However, state-of-the-art numerical-based CACs use the classical binary values
(ie., 0 and 1) to represent the data in the bus lines. However, since CACs prevent
specific transition patterns to occur, they require increasing the number of additional
bus lines in order to enable to represent the same original data. It has been shown
in [17] that for binary CACs the number of additional bus lines increases with the
number of the original number of bus lines.

To address this problem, in this paper we present a novel CAC that is based
on the use of three symbols (0, 1 and 2, each one associated to a different volt-
age value) to represent the data in the bus lines, that will be hereafter referred to as
Summation-based Tri-value-based Crosstalk Avoidance Code (ST-CAC). Also, the
number of data words that can be represented using the ST-CAC coding mechanism
is presented in this paper. We show in the paper that our ST-CAC enables reduc-
tions in worst-case propagation delay in bus lines up to 34% with respect to binary
value CACs and it can be applied to any arbitrary width of bus lines. This is mainly



because the use of three symbols to represent data in ST-CAC enables to increase
the number of code words of a numerical system without increasing significantly
the number of required bus lines. The experimental results show that ST-CAC can
reduce 33% the number of additional bus lines compared to the most recent binary-
value CAC. Moreover, we show in the paper, that the area overhead and power con-
sumption required by the encoder and the decoder of our ST-CAC is comparable to
that required by the encoder and the decoder of binary CACs.
The key contributions of this paper include the following:

¢ The main problem of CACs is the overhead of lines. This is due to this fact that
with preventing the patterns, more lines are required to represent code words. To
reduce the line’s overheads in traditional CACs, the idea of three-valued-based
CAC is proposed that benefits three symbol logics to represent the data in the
bus lines, so we propose to use a three-valued CAC to reduce the number of bus
lines required by traditional binary CACs.

¢ To omit the worst pattern of three-valued-based CAC on lines, a generation algo-
rithm of 3VT-TOD free code words is proposed. In addition, maximum cardinal-
ity of Tri-value CAC that is maximum numbers of presentable code words is
formulated and presented.

e We propose a novel encoding methodology that avoids to have worst-case transi-
tions in three-valued CACs, thus enabling to minimize the effects of crosstalk
effects. This overhead efficient numerical-based three-valued Crosstalk Avoid-
ance Code is called Summation-based and numerical-based Tri-value Crosstalk
Avoidance Code (ST-CAC) that benefits three symbols to represent the data in
the bus lines, this can reduce the wire overheads of chips with neglectable codec
overheads.

e The deterministic mapping algorithm for the ST-CAC coding mechanism is pro-
posed that converts data words to code words.

¢ Transistor-level implementation for the decoder/encoder of ST-CAC is proposed.

The rest of the paper is organized as follows; in Sect. 2 crosstalk classification,
based on tri-value transitions is discussed as a background. In Sect. 3, motivation
of the proposed mechanism is discussed. The proposed coding mechanism and the
implementation of the codec is presented in Sects. 4 and 6, respectively. In 5, the
circuit implementation of coding mechanism is proposed. Finally, Sect. 7 concludes
the paper.

2 Background

Parallel and adjacent bus lines between PEs are responsible for sending and receiv-
ing data between them, and the reliability of such data is seriously threatened by
crosstalk faults. Crosstalk fault is caused by coupling capacitances between parallel
bus lines, and their main negative effects are unwanted voltage glitches on bus lines
that should be a stable, or the additional delay in the propagation of rising/falling
transitions [6, 7].



The intensity of the increase in the delay on bus lines due to crosstalk faults depends
on the data being transmitted on the bus. According to [17], the propagation delay 7;
of a bus line j named victim line) placed in between other two adjacent lines (i.e., line
Jj— land line j 4 1, named aggressors) is given by [17]:

5 =5]Cp - AV;+ G- AV, + Cp - AV, @
where s is a constant that depends on the line resistance and line driver strength; AVj
denotes the voltage swing on the victim line j; AV, and AV, V; j-1 denote the relative
voltage swing between the victim line j and aggressor j+ 1and j — 1, respectively;
Cyis the physical capacitance between the line and the substrate; and C; is the physi-
cal inter-line capacitance between two adjacent lines,

For bus lines carrying data encoded by binary values, AV; can be equal to (a) O for
no transition in the victim line j, or (b) V4, (for a 0 — 1 transition) or -V, (foral — 0
transition). —V,, is drain supply. On the other hand, AV; 41 and AV;;_, can be equal to
(a) O for no transition in the adjacent lines or for transitions in the adjacent lines with
the same direction, (b) +V, for a transition in line j and no transition in the adjacent
aggressor j + 1 (or j — 1), or (c) +2V,, for opposite transitions between the victim line j
and the aggressor j + 1 (or j — 1). Considering V., as the difference between the volt-
ages associated with the two logic levels, Eq. (1) can be written as Eq. (2) as follows:
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For transitions on the victim line j it is §; = 1, otherwise §; = 0. Also, for §;;,; = 1

(0;-

j,i?or bus lmes carrying data encoded by binary values, §, k) can be equal to: a) I if
two transitions have the same direction on the tandem lines b) -1 if they do not have the
same transition directions and ¢) 0 for no transition. The normalized total crosstalk fault
is defined as [17]):

Xetty = 1285 = 8jj-1 = 8y 3

For bus lines carrying data encoded by binary values, Xg; is minimized if

6; = 8;;_1 = ;441 , while it is maximized if §;;_; = §;;,; = —&;. Equation (1 can be
rewntten as:

=¥s- CL s[cp*a +A- Xel’f,il (4)

For A > 1( which is true for scaled technologies), 7; is linearly related to X4 ;. Since
8;, 8;;_; and §;;,; can be equal to — 1, O or 1, then we have X.¢; = 0,1,2,3,4 or 5.
In Table 1, the value of transition pattern in the bus lines based on the value of X 4
is shown. As can be seen, X.q; = 4, which corresponds to the worst crosstalk effect,
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occurs the victim line presents an opposite transition with respect to the aggressors
[18] (i.e., for the transition pattern 010 — 101).

On the other hand, for the case the data in the bus lines is encoded by means of
three symbols (0, 1 and 2), the voltage value associated to each symbol is OV for the
symbol 0, V,/2 for the symbol 1, and V, for the symbol 2. Therefore, for this case,
06;;1 and &, can assume one of the following values: — 2, — 1, 1 and 2 based on
the transition appearing on the wires.

Moreover, according to Eq. (3), for this case the normalized crosstalk X,q - can
assume one of the following values 0, 1, 2, 3,4, 5, 6, 7 or 8.

By substitution values of these relative delays in Eq. (3), maximum value for X, j
is equal to X.i; = 8. In other words, transition patterns that cause the line to experi-
ence normalized crosstalk effect of 8 imposes the highest crosstalk effect on the vic-
tim line. Transition patterns that cause the worst crosstalk effects on the victim line
are 202 - 020 and 020 - 202 [18], because obtain a maximum value of X, ;=8.
These transitions are called 3Value Tri-opposite Direction (3VT-TOD) transitions
and are the transitions that the methodology presented in this paper aims to avoid
and are shown in Table 2.

3 Motivations

Numerical-based CACs prevent the specific transition patterns to occur in the gener-
ated code words [17]. For example, in FPF CACs, ‘010’ and ‘101’ transition patterns
are prevented. This reduces the crosstalk faults’ delay of X4 = 4 to X 4 = 2. How-
ever, the prevention of these transition patterns reduces the number of data words
that can be used to represent data words. The number of code words that can be gen-
erated using numerical-based CACs is called the coding mechanism’s Cardinality.
Considering k as the number of lines between PEs, it is proved that the Maximum
Cardinality Size (MCS) [17] of FPF CACs is equal to 2 X F,, where F,,, is the

Table 2 Transition patterns on X
off

Worst transition
three value

patterns in three
value

8 202 020
8 020 202




(k+1)th number of the Fibonacci sequence [17]. Besides, the MCS for FTC CACs is
equal to Fy,. Considering g, as MCS for OLC CACs [13], it can be calculated by:

8 =81+ 8&-s Tor k=6

where k is the numbers of lines and g, =2, g, =3, g3=4, g4 =5and g;=7.
Sy, --., S} are the bases that show the weights. Also, considering s, as MCS for OLC
CAC:s, the MCS of FOC can be calculated by:

Sy =8,y + Sy + i3 where S| =2, S, =4, S; =7 [13]. Therefore, the main
problem of numerical-based CACs, such as FPF, FOC, FTC, and QLC, is their ina-
bility to represent all possible 2% code words in a bus with k lines, because of the
elimination of some specific transition patterns [13]. To solve this problem, design-
ers need to increase the number of lines in the bus in order to be able to represent the
required 2* code words. As an example, in order to represent 2% = 256 data words
(with k = 8) when adopting a FPF CAC, number of additional bus lines equal to
{Iog;2 M = 8 is needed, where MCS = 2 x Fi1 = 2% Fy = 42 is the maximum
cardinality size for the FPF CAC with k = 8.

As an example, Fig. 1 reports the MCS achievable by some CACs (FOC, FPF,
FTC, and OLC) as a function of the number of bus lines. The figure also reports
the maximum achievable MCS in case of no CAC is adopted in the bus without
using CAC. As can be seen, as the channel width increases, the MCS achievable
with binary CACs reduces significantly with respect to the maximum possible MCS
obtained when no CAC is adopted. As a consequence, the number of additional lines
(thus also associated area overhead) required by binary CACs increases significantly
with the number of bus lines. This problem and with respect to this fact that ECCs
[25] have a higher cost, we motivated to propose a three-valued coding mechanism
that increases the MCS of code space and reduces the additional lines in communi-
cation channels.

To address this problem, in this paper we present a novel CAC that is based on
the use of three symbols (0, 1 and 2, each one associated to a different voltage value)
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to represent the data in the bus lines, we refer to it as Summation-based Tri-value
Crosstalk Avoidance Code (ST-CAC). By using three symbols to represent data, our
ST-CAC enables to increase the number of code words of a numerical system with-
out increasing significantly the number of required bus lines. In Table 3, different
examples for crosstalk avoidance coding mechanisms are shown.

4 Proposed three-valued coding mechanism

As discussed in Sect. 2, in bus lines where the data are encoded by using three sym-
bols, the 3Value Tri-opposite Direction (3VT-TOD) transitions (020 — 202 and
202 — 020) impose the worst crosstalk effects on the victim line. In this section,
3VT-TOD free code words and the maximum cardinality of theses codes are pre-
sented. Then an overhead efficient numerical-based three-valued CAC called Sum-
mation-based Tri-value Crosstalk Avoidance Code (ST-CAC), which is based on the
use of three symbols (0, 1 and 2, each one associated to a different voltage value) to
represent the data in the bus lines. Our ST-CAC enables a reduction of up to 33%
the number of additional lines compared to the most recent binary CAC in literature.
Moreover, our ST-CAC also enables reductions in terms of area overhead and power
consumption required by the encoder and the decoder over those of binary CACs.

4.1 3VT-TOD free codes

As described in Sect. 2, 3VT-TOD transition patterns impose the worst crosstalk
delay on the victim line. The main goal of our ST-CAC is to reduce crosstalk delay
by avoiding 3VT-TOD transition patterns. In particular, 3VT-TOD free transition
patterns can be obtained by using CACs based on data words encoded by three sym-
bols (0, 1 and 2). We could simply generate 3VT-TOD free code word by removing
all code words containing 020 — 202 and 202 — 020 transitions. This could be sim-
ply achieved by performing an extensive search over all possible code words; how-
ever, it would be unfeasible in terms of computation time for buses with a realistic
number of lines [17].

3VT-TOD free code words can be generated using the inductive procedure. Let
Py be the set of 3VT-TOD free code words, a k-bit vector D, = did,_, ... d, is the
vector of the generated code word.

Any code word D,_, € P,_, can be considered as concatenating D, = did_, ... d,
with bit d, where D,_; € P,_,. The algorithm for generating 3VT-TOD free code
words is shown in Fig. 2. In this algorithm, /.’ denotes concatenation operation. d is
the generated 3VT-TOD free code word and P; for k > 2 are the collections of gener-
ated 3VT-TOD free codes in each round of the algorithm. For example {000,100,2
00,001,101,201,102,002,010, 110,210,011,111,211,012,112,212,120,220,021,121,2
21,022 ,122,222 } is all of the vectors of VT-TOD free code words in 3-link using
inductive procedure.
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Fig. 2 The generation algorithm P, = {00,01,02,10,11,12,20,21,22}
of the 3VT-TOD free code word fork> 3do
P ={}
for vDy—4 € Piq do
if dy—g. Ay
= (00or01 or 100or1l ori2or2l or22) then
add 0.Dy.; and 1. Dyq and
2. Dyt 10 Py;
elseifdy 4. dy.z = 02 0r 20 then
add 1.Dy.; and & y. Dyg 0 Py;
end if
end for
end for

4.2 Maximum cardinality of 3VT-TOD free codes

According to the algorithm shown in Fig. 2, 3VT-TOD-free coding mechanisms
prevent specific transition patterns from code words. This reduces the ability of a
3VT-TOD-free coding mechanism in representing data words. For communica-
tion channels with & lines, the cardinality of 3VT-TOD free codes can be calcu-
lated based on a proof provided. In this regards, the maximum cardinality of 3VT-
TOD free codes is equal to:

G,(0) = 2G,(k — 1) + 2G,(k — 2) + G,(k - 3) )

where Gg(k) is the total number of distinct vectors in & lines. Equation (13) is a
recursive relation that shows the maximum cardinality of 3VT-TOD free code with
the primary value of G,(3) = 9,G,(4) = 25 and G,(5) = 71. to propose and proof the
maximum cardinality of 3VT-ToD Free coding mechanisms, first this definitions
should be provided:

G, (k) is the total number of distinct vectors in k line. Ggg(k) is the total number
of distinct 3VT-TOD free vectors which satisfy the conditions of d,. d,_, # 02
and 20. G,,(k) is the total number of 3VT-TOD-free vectors which satisfy d,.
d,_1 = 02 and 20 conditions.

Geo(k) is subsection of G, (k) where d, = 0

G, (k) is subsection of G, (k) where d; = 1

Gpa(k) is subsection of Gy, (k) where dj = 2

Gio(k) is subsection of G, (k) where d,. d;_; = 02

G (k) 1s subsection of G, (k) where d,. d;_; = 20

According to the algorithm in Fig. 2 and the definition of G,, G, and G, we
get:

Gyl = Gy(k) + Gy () (6)
Gyo(k) = Giggok) + G gy (R) + Gy (k) %
ng(k) = ngO(k) + ngz(k) (8)

Also:



G k) = 2G ok — 1) + 3Gy (k= 1) + 2G ok = 1)

$26, =1 $ 26531 )
ng(k) . Ggg()(k - ]-) + Ggg2(k i 1) (10)
G (k) =2G, (k- 1)+ G k= 1) (1
G(k) =2G (k- 1) + 2G,k~2)+ Gpp(k—2) (12)
And with substituting G, (k — 2) with G (k — 3):
Gk) =2G,(k = 1) +2G (k- 2) + G(k — 3) (13)

Equation (13) is the results of Eqs. 6-13 and is a recursive relation that shows the
MCS of 3VT-TOD-free vectors in k-line of the channel with the primary value of
G,(3) =9,G,(4) =25and G,(5) = 71.

4.3 Summation-based and numerical-based tri-value coding mechanism

To provide an overhead-efficient 3VT-TOD free coding mechanism, numerical sys-
tems are among the efficient mechanisms [17]. Each numerical system consists of
a sequence of integers as a base used as a weight of code words in representing
code words. Fibo-CAC, Improved Fibo-CAC, PS-Fibo, and Sub-Num are among the
recently proposed CACs that use numerical systems to generate code words. For
example in the binary-value communication channel, the Fibonacci numerical sys-
tem uses the Fibonacci sequence as a base to represent code words. As an example,
in a channel with 6-line, the numerical system sequence of bases consists of 8 53 2
11 and a data word with the value of 18 shown is mapped to 111100’ that means
111100 =1x84+1x5+1Xx3+1x2+1x0+1x0. However, as the channel
width increases, the MCS achievable with binary CACs reduces significantly with
respect to the maximum possible MCS obtained when no CAC is adopted. As a
consequence, the number of additional lines (thus also associated area overhead)
required by binary CACs increases significantly with the number of bus lines. In
this regards, a tri-value communication channel can solve the overhead problem of
binary CAC efficiently. Tri-value communication channel should satisfy the follow-
ing conditions to be used as a 3VT-TOD free coding mechanism:

e The numerical system should be complete Completeness means that for each
data word v, there should be at least one code word representation in the numeri-
cal system. S are the values of bases in the sequence of the numerical system.

e The numerical system should be able to generate 3VT-TOD free code words
Numerical system should be able to represent each code word d without 3VT-
TOD transition patterns.



Using these two conditions, Summation-based Tri-value Crosstalk Avoidance (ST-
CAC) is proposed in this paper. Considering the NSgr.cac @s the sequence of bases
of the proposed numerical system we have:

NSsrcac = (Sp Spps - »Si42sSivs Sis - )

NSsr.cac bases can be calculated by Eq. 14, as follows:

1 =k
3 imf=1 -
5i=16 i=k-2 (54

281 + 8y 1 <i<k—3.

In Eq. 14, S, is the base of the ith base of the numerical system. S; defines rules for
generating the bases sequence based on each bit position of the numerical system.
According to Eq. 14, to generate the base sequence of the numerical system in k line
channel, except the last three bit positions including &,k — 1 and k — 2 that is equal
to 1, 3 and 6, respectively, the rule for1 < i < k — 3 is the summation doubled of S,
and S;,,. As the suggested numerical system is based on the summation of the digit
of sequences in tri-value system, the proposed CAC is called Summation-based Tri-
value Crosstalk Avoidance Code (ST-CAC). For example in a 5-line channel using
ST-CAC, the base sequence is equal to 1 3 6 15 36. As shown in continue, all of the
code words using the ST-CAC numerical system have the condition to be used as
3VT-TOD free codes. The ST-CAC numerical system has the condition to be used
as the 3VT-TOD free coding mechanism. It should be shown that:

e ST-CAC numerical system is complete There is an equivalent code word, to
generate any 3VT-TOD free code word using the ST-CAC coding mechanism.
According to 3VT-TOD, free coding mechanisms condition’s ST-CAC is com-
plete because whenever §; = 1,the §; < 1 +2 Z;;} §; relation is satisfied.

¢ The numerical system should be able to generate 3VT-TOD free code words
Beside the completeness of numerical system, the condition for generating 3VT-
TOD free code is satisfied by ST-CAC numerical system because according to
the definition of this numerical system, these features can be proved:

Feature 1 Based on the definition of ST-CAC in Eq. 14, each ‘020°can be
replaced with ‘001",

Feature 2 Based on the definition of ST-CAC in Eq. 14, each ‘202’can be
replaced with ‘012’,

As ST-CAC numerical system is complete and has a condition to be used as a 3VT-

TOD free code, it can be proved that ST-CAC can be used as the 3VT-TOD free
coding mechanism.

4.4 Mapping algorithm and hardware architecture of ST-CAC

To generate the 3VT-TOD free code word using the ST-CAC coding mecha-
nism, an iterative mapping algorithm shown in Fig. 3 is proposed. This mapping



Fig.3 Mapping algorithm of for G =k tok —1;1 ++)

ST-CAC coding mechanism if (7'i~1 =P+ S‘-.H) Ehem
d =2;
R 25(}
elseif (1.4 = S)then
di - 1;
N =N S
else
d;=0;
=g

for(i=k—2; tel;i ++)
if (i = 25)then

d" = 2;
=%y 25{‘;
elseif (r;.y = S)then

d" = 1;

=T Sy
else

d{ - 0;

i = eys

returndy .. dydy

algorithm maps data word v = v,v,_, ... v, to an equivalent 3VT-TOD code word
d =d,d,_, ...d, Inthis regard, each state of this algorithm generates one bit of code
word d; and the reminder of r;.

This reminder is required in the next stage. The value of each bit of d, is calcu-
lated based on comparison with the values of 25, S; and 25; + S, ;. As shown in
Fig. 3, calculation of the most and penultimate bit position of the 3VT-TOD-Free
code words, i.e., first and penultimate rounds of the algorithm are different from
other bit positions of the code word. ST-CAC coding algorithm can simply be
applied to any arbitrary channel width. In the receiver, the ST-CAC decoder calcu-
lates v = Zf:x u; X S; for a k-bit channel.

Hardware architecture of ST-CAC coding mechanism including (a) encoder and
(b) decoder for a k-bit channel is shown in Fig. 4. For encoding and decoding pro-
cedure, processing (P; s) are used that are processors responsible for computation.

k
v= Y d;x5 (15)

i=1

where Sg, Sx_1, .03 8;,2. 81015 Sir -..» S) are the bases sequence defined according to
the proposed numeral system for a k-bit channel. In this way, the ST-CAC decoder
can simply be determined for any width of the channel. For example, the 4-bit 3VT-
TOD code word d =‘1021’coded by the ST-CAC coding mechanism can map to
datawordv=1X14+0X3+2X64+1%x15=28
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Fig. 4 Hardware architecture of ST-CAC coding mechanism a encoder, b decoder
5 Circuit implementation

To transfer data words from the receiver to transmitter using ST-CAC, the volt-
age-mode implementation is used. Figure 5a shows the schematic implementa-
tion of switches to generate tri-value. Using this circuit, the input bits, B, B,, are
converted into three voltage levels on the line. Using this circuit, three levels of
voltages are connected to the line using three switches. These switches are con-
trolled by C}, C,, and C; signals. Figure 5b represents the circuit-level implemen-
tation of tri-value communication. To apply 0.75V, 0.45V, and 0.15V that rep-
resent tri-values, only PMOS and NMOS transistors are used as switches. Each
ternary data word is determined by two binary bits, i.e., B, B,. Then, the ternary
data word, B|B,, is represented by a binary signal to be transmitted through the
lines. The output bits of the digital decoder are converted into three voltage lev-
els to be transmitted. Then, in the receiver, the voltage level of the line (three
possible levels) is converted into binary bits, B,B, In this regards, the switch is

a
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Fig.5 The implementation of switches to generate tri-value
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Fig.7 The architecture of transmitter and receiver

required to generate tri-value signals. In this regards, the switch is required to
generate tri-value signals. In fact, the other type of transistor is almost off when
the switch is on so it can be omitted from the switch without any limiting effect.
Two input binary signals, B, B, which represent one ternary signal is used to gen-
erate Cy, C, and C; signals. In order to generate signals using B, B, a controller
is required,

The architecture of the transmitter and receiver with controllers is shown in
Fig. 7.

Figure 6 shows the architecture of a controller circuit that generates input con-
trol signals of switches. The output buffers should be sized considering the sizing
of the transistors used in the switches which are determined by the length of the
line. In order to decode the received signal, two inverters with large and low-
voltage thresholds are used. Figure 6 represents the decoder circuit. The received
signal is converted to two binary signals representing the input signals.

The circuit is implemented in 45nm CMOS technology. The circuit is tested
under typical conditions presented in Table 4. This table shows that the proposed
architecture operates up to 15.5 Gbit/s. Figure 8a presents a sample set of input
waveforms (of B|B,). BB, can be “00”, “10”, and “01”as shown in Fig. 8. Fig-
ure 8b presents the output waveform which appears on the line. As can be seen,
there are three voltage levels of 0.75 V, 0.45 V and 0.15 V. Also, the worst-case
delay is about 52ps that it shows a reduction of 43% with respect to the line with-
out using any coding mechanism. Also, Fig. 8c presents the received bits. The
worst-case delay is about 60 ps.



Table4 Parameters and results

Parameter Value
Technology TSMC 45 nm
CGrmmd 04132
CBctwccn Wires 5.0568 f
Resistance 0.6875 Ohms
Voltage supply o9V

Bit rate 16.5 Gb/s
Transmit delay 52ps
Receive delay 60 ps
Transmitter power consumption (@ 1 textGb/s) 24 uW
Receiver power consumption (@1 textGb/s) 8.2uW

Line load 100 fF

Fig.8 The sample waveforms on the wire

6 Experimental evaluations

In this section, the effects of inserting the ST-CAC coding mechanism, includ-
ing additional lines, the power consumption of lines and the overhead of codec
including; power consumption, area occupation and critical path are investigated
in more details. In this regard, VHDL-based simulations and Design Compiler
tool is used to calculate the imposed overheads of codecs. Also, the SPICE simu-
lations are used to calculate the power consumption of lines in 45 nm technol-
ogy size. For fair comparisons, our proposed coding mechanism is compared with



state-of-the-art CAC including PS-Fibo, Improved-Fibo-CAC and Sub-Num cod-
ing mechanisms.

6.1 Additional line

As described in Sect. 3, the main advantage of our ST-CAC is the use of three sym-
bols to encode the data on the bus, which enables to reduce the number of lines
in communication channels. As an example, Fig. 9 reports the total numbers of
crosstalk-free code words achievable with our ST-CAC and with a traditional two
value CAC as a function of the number of bus lines (channel width). We can observe
that our ST-CAC enables to significantly reduce the number of additional lines with
respect to a traditional binary CAC by 33%. This is because the use of 3 symbols
{0, 1,2} to encode the data in the bus line increases the ability of the numerical sys-
tem in representing crosstalk-free code words.

Moreover, the number of required lines and the percentage of line saving allowed
by our ST-CAC with respect to a traditional CAC are shown in Fig. 10. These results
in different widths show that ST-CAC unlike two value CACs only imposes addi-
tional lines to the system, but also it saves them.

6.2 Power consumption of lines

To evaluate the effects of the ST-CAC coding mechanism on the power consump-
tion of lines, SPICE simulations are carried out. SPICE simulations are used to
accurately simulate lines of channels. To model the lines of the channel, the Predic-
tive Interconnect Model (PIM) [26] is used. In this model, the line width (w), space
between lines (s), line thickness (t) and line distance from ground layer height (h) of
theline in 45 nm technology are used. In these simulations, each line d; of the chan-
nel induces capacitance of C;g, the resistance of R; and inductance of L,. The results

Fig. 9 The number of crosstalk-
free code words in 3-value and
2-value logic numerical systems
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of the power consumption of lines by applying different bit streams are reported
in Fig. 11. These results confirm that power consumption of lines in the chan-
nel is improved with respect to no coding channel and channels using Fibo-CAC,
Improved-Fibo-CAC system, PS-Fibo and Sub-Num CACs coding mechanisms.

To have fair comparisons in terms of the dynamic power consumptions, the
dynamic power consumption of redundant lines should be taken into consideration.
The power consumption of lines is affected by switching activity in lines, ST-CAC
can reduce the switching activity by reducing the 3VT-TOD-Free. In this regard,
to have fair comparisons, we have also estimated the power consumption of these
redundant lines.

6.3 Overhead of codec

To evaluate the imposed overhead of codec, ST-CAC coding mechanisms with
respect to Fibo-CAC, Improved-Fibo-CAC system, PS-Fibo and Sub-Num CACs
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Fig. 11 Power consumption of lines in the presence of ST-CAC with respect to other codecs
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Fig. 13 Area occupation improvement in ST-CAC codec with respect to other codecs

coding mechanisms, they are implemented and evaluated to estimate power con-
sumption, area occupation and critical path timing of codec. In this line, these
coding mechanisms are evaluated by VHDL-based simulations and synthesized
using Nangate 45 nm technology library. Experiments are done in a wide range
of channel widths including 16, 32 and 64 channel widths. Percentage of the per-
centage of, power consumption improvement in codec, area occupation improve-
ment in codec and the percentage of critical path timing improvement in codec
for each coding mechanism are reported in Figs. 12, 13 and 14, respectively. As
shown in these figures, ST-CAC codec outperforms Fibo-CAC, Improved-Fibo-
CAC system, PS-Fibo and Sub-Num CACs codecs and imposes lower overhead
in terms of all mentioned characteristics. In addition, experiments show that the
ST-CAC coding mechanism provides more improvements when the width of the
channel grows.
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Fig. 14 Critical path improvement in ST-CAC codec with respect to other codecs

7 Conclusions

CAC:s can reduce crosstalk fault by omitting specific transition patterns from chan-
nels. However, state-of- the-art CACs impose additional lines on systems. To solve
this problem and to slow down the channel width growth, this paper presents Tri-
value numerical systems. In these numerical systems, the representation digits of
generated code words can be changed to 0, 1 and 2 set by using Tri-value numerical
systems instead of 0 and 1 set in binary-value numerical systems. Calculating the
MCS of Tri-value numerical systems reveals that it can efficiently increase the total
number of code words in specific channel width. We also propose a Tri-value coding
mechanism called Summation-based Tri-Value Coding Mechanism (ST-CAC). The
proposed coding mechanism is based on a novel numeral system that can be used
for any arbitrary width of channels without requiring channel partitioning. The pro-
posed coding mechanism eliminates the worst crosstalk-induced transition patterns
from channels and offers invariant delay for channels. The wide range of carried out
simulations confirms that the proposed coding mechanism improves the reliability
of channels with lower power consumption, timing and area overheads compared
with other coding mechanisms.
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