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Abstract

Cosmic evolution is the tale of progressive transition from simplicity to com-

plexity. The newborn universe started with the simplest atoms formed after

the Big Bang and proceeded toward the formation of the so-called ‘astronomi-

cal complex organic molecules’ (aCOMs), most of them showing a clear prebi-

otic character. Understanding the chemical evolution of the universe is one of

the main aims of Astrochemistry, with the starting point being the knowledge

whether a molecule is present in the astronomical environment under consider-

ation and, if so, its abundance. However, the interpretation of astronomical de-

tections and the identification of molecules are not all straightforward. Indeed,

the extraterrestrial chemical inventory has been obtained by means of astro-

nomical observations based on spectroscopic signatures obtained in laboratory

(either experimental or computational) studies. Even though the presence of

aCOMs has been known for decades, the processes that lead to their synthesis

are still hotly debated or even unknown. It is often assumed that aCOMs are

mostly synthesized on grain surfaces during the so-called warm-up phase, when

various radicals trapped in the grain mantles acquire mobility and recombine

into large molecules. However, recent detections of aCOMs in cold environments

have challenged this exclusive role of grain-surface chemistry. Clearly, gas-phase
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chemistry is at work in cold environments. Moving to Titan’s atmosphere, prior

to the Cassini-Huygens arrival in the Saturn system, it was generally believed

that Earth and interstellar space are the two places where organic molecules

are/were synthesized extensively. However, the experimental measurements by

the instruments on board the Cassini orbiter spacecraft and the Huygens probe

lander have changed this view.

To disclose the “secrets” of chemical evolution across space, the first step is

the understanding of how small prebiotic species are formed and how the chem-

ical complexity can further increase. This review indeed addresses the chemical

evolution in space, focusing – in particular – on the role played by molecular

spectroscopy and quantum-chemical computations. To summarize, in this re-

view we will first of all present how the signatures of molecules can be found in

space. Then, we will address, from a computational point of view, the derivation

of the molecular spectroscopic features, the investigation of gas-phase formation

routes of prebiotic species in the ISM, and the evolution of chemical complexity,

from small molecules to haze, in Titan’s atmosphere. Finally, an integrated

strategy, also involving high-performance computers and virtual reality, will be

discussed.

Keywords: Prebiotic molecules; astronomical complex organic molecules;

molecular spectroscopy; quantum-chemical calculations; astronomical

observations; thermochemistry; chemical kinetics; computer simulations and

virtual reality.
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1. Introduction

Particularly fascinating amongst the molecules discovered in the interstel-

lar medium (ISM) are the so-called ‘astronomical complex organic molecules’

(aCOMs), such as glycoaldehyde [1], acetamide [2] and methyl acetate [3], which

present an unusual complexity (in consideration of the enviroment) that com-5

bines multiple functional groups. Probably, even more fascinating is the recent

discovery of the first chiral molecule in space, methyloxirane (also known as

propylene oxide [4]), here recalling that chirality is the signature of life (at

least, as we know it), and of the first aromatic ring in dark clouds, benzonitrile

[5], which may be related to the presence of polycyclic aromatic hydrocarbons10

in the external UV-irradiated regions of clouds. Currently, the census of inter-

stellar molecular species exceeds two hundred [6, 7, 8], and the rate of discovery

continues at a rapid pace. While it is now clear that there is a diverse and

complex chemistry in the ISM, it is not at all clear how these aCOMs were pro-

duced. Furthermore, since many of the molecules found in the ISM play a role15

in the chemistry of life, the question of molecular genesis in the ISM might be

related to that of the origin of life itself. This aspect has spurred the search for

biomolecular building blocks in interstellar space, with glycine – the simplest

amino acid – becoming perhaps the most obvious starting objective (e.g. refs.

9, 10). Intriguingly, evidence has been presented to suggest that RNA/DNA nu-20

cleobases and amino acids have been carried through space on meteorites and

exist in other extraterrestrial sources [11, 12].

Two alternative theories have been suggested so far on the emergence of

life on Earth [13]: (1) exogenous delivery and (2) endogenous synthesis. In the

framework of the first theory, prebiotic molecules are postulated to have come25

from space on comets, asteroids and meteorites. The rationale behind this

suggestion is that prebiotic aCOMs have been observed in interstellar clouds,

including star-forming regions. The basic idea is that prebiotic molecules were

formed in the solar nebula, preserved during the early phases of the solar system

formation in the body of comets, asteroids, and meteorites, and finally delivered30
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to Earth by cometary and meteoritic impacts. In the words of Nobel laureate

Christian De Duve: “The building blocks of life form naturally in our Galaxy

and, most likely, also elsewhere in the cosmos. The chemical seeds of life are

universal”. In order to establish the veracity of this theory, it is necessary to

not only discover prebiotic species in space, but also to understand how they35

could have been produced in the typically unfavorable conditions (extremely

low temperature and density) of the ISM. According to the endogenous theory,

the synthesis of simple organic molecules having a potential relation to the

origin of life occurred on our planet, starting from simple parent molecules

already present, such as liquid water, methane and ammonia. The Urey-Miller40

experiment [14, 15] revealed the perhaps shocking plausibility of this idea, as

it showed that most of the twenty common amino acids, as well as pyrimidines

and purines, could be produced from these simple precursor molecules with

the help of an electrical discharge, which is a laboratory proxy for atmospheric

lightning and other energy sources. However, it was later recognized that the45

complexity of a planet cannot be reproduced in a single laboratory experiment.

In the latter context, Titan – the largest moon of Saturn – has been postulated

as a model of primitive Earth. Extrapolating, the organic chemistry and the

increasing chemical complexity discovered in Titan’s atmosphere could be a

rich source of information directly relevant to prebiotic organic synthesis in the50

atmosphere of primitive Earth [16]. Significant in this context is the recent

statement of Nobel laureate George Olah [17]: “Of particular interest to us

is the remarkable detection of varied carbocations and their similarity with

their terrestrial analogues. The proven similarity with our terrestrial studied

chemistry provides the first scientific evidence that our Earth is not a unique55

celestial body for producing the chemical building blocks.”

In any event, whether they were delivered to Earth from space or synthetized

from simpler building blocks, prebiotic molecules then evolved to form more

complex molecules. An important example is formamide (H2NCHO), a ubiqui-

tous molecule that has been detected in many sources throughout the universe.60

Formamide is a central compound to connect metabolism (conversion of energy),
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ruled by proteins, and genetics (passage of information), ruled by DNA and

RNA [18]. Formamide can indeed polymerize through biocatalyzed processes to

provide all five nucleobases of DNA and RNA as well as carboxylic and amino

acids [18, 19]. Rightly then, formamide has become one of the most intensively65

studied prebiotic compounds that are potentially relevant for the origin of life.

While the evidence for molecular complexity in the universe is undisputed, there

is still much to be understood about the formation of molecules in the typically

cold and (largely) collision free environment of the ISM. A similar – or even

deeper – lack of information characterizes the chemistry in Titan’s atmosphere.70

Indeed, little is known about how the chemical complexity there evolves [16].

2. Astronomical spectroscopy: From MW to Infrared and beyond

In the field of astrochemistry, molecular spectroscopy plays a central role

(see e.g. ref. 20 and references therein). Because of the tremendous distances

involved, there is no chance to do direct experiments on astrochemical processes,75

and detection via interaction of molecules with radiation is the only viable route

of investigation [21, 22]. Indeed, the astronomical observation of the spectro-

scopic features of a given molecule provides the definitive, unequivocal proof of

its presence in the astronomical environment under consideration (see e.g. refs.

4, 23, 24).80

Since the detection of the first molecule in the ISM, namely, methylidyne

(CH) [25], the advent of radio astronomy (in the early 1960s) enabled the de-

tection of new molecules with a trend that has continued at a nearly linear rate.

However, despite the remarkably steady pace of new molecular detections, the

number of unidentified spectral features is still impressive. While most of the85

detected molecules have been discovered thanks their rotational spectroscopy

features, “mysterious unrecognized features” extend across the electromagnetic

spectrum. To detail this issue, in the radio regime, broadband spectral line

surveys continue to reveal hundreds of features not assignable to transitions of

already characterized molecules [26], even if one accounts for transitions of vibra-90
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Figure 1: Simulated spectra of glycolaldehyde (HC(O)CH2OH) plotted in red (data from the

Cologne database) over ALMA observations (band 7) of NGC 6334I MM1 plotted in black

[29]

tionally excited or rare isotopic species. The situation has been even worsening

in the last decade because of the increased sensitivity of current radiotelescopes

(with ALMA being the most powerful tool), thus revealing new spectroscopic

features in the so-called confusion limit. Moving to the IR region of the electro-

magnetic spectrum, the so-denoted unidentified infrared emission bands (UIRs)95

still continue to elude conclusive molecular identification. The same applies to

sharp, distinct emission features ubiquitous in ultraviolet (UV)-irradiated re-

gions in our galaxy and external galaxies. Despite the fact that these emission

features are nowadays recognized to be due to polycyclic aromatic compounds

(PAHs), no individual molecule has been definitely identified from the analysis100

of UIR features. Analogous is the case of the diffuse interstellar bands (DIBs)

[27]; indeed, these sharp features ranging from the IR to the UV remain nearly

completely unassigned, with the only undisputed assignment being that of C+
60

[28].

Radioastronomical observations are those ranging from centimeter-wave to105

far-infrared. The features observed in this frequency region are those due the
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rotational motion of molecules. Thanks to the high sensitivity of rotational spec-

troscopy to molecular structures and isotopic masses, this is the most suitable

technique for the identification of molecular species in the gas phase. Figure 1

provides an example of the assignment of a radioastronomical spectrum: the110

specific case is the detection of glycolaldehyde in the NGC 6334I star forming

region [29]. This example demonstrates the typical complexity of the broad-

band surveys mentioned above, also highlighting the accuracy requirements in

the knowledge of rotational transition frequencies. Despite the fact that state-

of-the-art quantum-chemical computations (which will be discussed in the next115

section) are able to provide predictions for rotational transitions with an accu-

racy better than 0.1%, this is not sufficient for guiding astronomical searches

and/or assignments, thus requiring experimental determinations of the corre-

sponding spectroscopic parameters. Indeed, when dealing with surveys like

those in Figure 1, transition frequencies require to be known with an accuracy120

preferably better than 100 kHz. While such an accuracy can be easily obtained

from experimental studies, quantum-chemical calculations are far from reaching

this goal.

Moving to IR astronomy, since the features lying in the region of the electro-

magnetic spectrum usually involve transitions between vibrational energy levels125

and since these are substantially higher than pure rotational transitions, the ob-

servation of emission from vibrational transitions usually requires exceptionally

warm regions or pumping by an external, enhanced UV radiation field. However,

this branch of astronomy is a fundamental tool, particularly in the identifica-

tion of those molecules lacking of permanent dipole moments. Furthermore, IR130

astronomy allows for observing molecules condensed into interstellar ices, which

cannot undergo free rotation. However, the vibrational motions are affected

by the condensed-phase environment, which can alter the frequencies of vibra-

tional modes. In this respect, theoretical investigations, possibly supported by

selected laboratory experiments, permit to understand how the band frequencies135

of interest modify because of the presence of other species.

As an example of IR astronomy applied to the identification of molecular
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Figure 2: Comparison between the simulated (color) spectra of oxirane and the observed

(black) emission spectra of planetary nebula NGC 7027 [30].

species, Figure 2 shows the comparison between the simulated emission spectra

of oxirane (using different levels of theory that will be detailed in the following

section) in the 3.2-3.8 µm range (3125-2632 cm−1) [31] and the astronomical ob-140

servations of the planetary nebula NGC 7027, as reported in a uniform database

(2.4-45.4 µm spectra) from the Infrared Space Observatory Short Wavelength

Spectrometer (ISO-SWS) [30]. In Figure 2 all identified line fluxes are marked

by vertical gray lines, thus clearly showing he presence of several, still uniden-

tified UIR transitions. We note that the group of oxirane transitions related to145

the CH2 stretching fundamental vibrations match well the observed UIR feature

at 3.3 µm and that the one at 3.4 µm is well represented by the strong ν2+ν10

combination band. It should be stressed that the quantum-chemical predictions

reported in Figure 2 are reliable and have an accuracy of a few wavenumbers.

As will be explained later (theoretical and computational details concerning vi-150
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brational spectroscopy will be addressed in the next section), in order to fulfil

such an accuracy, fully anharmonic calculations are required. It is furthermore

noted that all models, even the least computationally demanding (i.e. that

based on the double-hybrid B2PLYP functional [32]), provide very similar re-

sults. Nevertheless, this good match cannot be conclusive for the detection of155

oxirane because the broad features in the astronomical spectrum are most likely

resulting from CH stretching vibrations that are present in several aCOMs.

As far as visible and UV astronomy is concerned, as in the case of IR astron-

omy, no permanent dipole moment is required, thus enabling the detection of

species otherwise blind to radioastronomy (see e.g. ref. 33). Because of the en-160

ergy requirements for driving electronic transitions, these typically occur only

extremely energetic environments. To give an example of the role played in

discovering new molecules, the near UV fluorescence bands that appear in the

spectra of 1P/Halley’s inner coma allowed the unequivocally identification of

antracene [34]. Indeed, the cometary spectral features were found to be consis-165

tent with the laboratory fluorescence spectrum of anthracene, with a very good

agreement observed for the four main peaks at 363, 367.5, 373 and 382.5 nm.

In addition to the relevance of the unequivocal identification of a small PAH in

a comet environment, this result suggests that comets can help trace the ISM

input into the primitive solar nebula.170

Figure 3 shows a nice combination of different astronomical observations,

in different regions of the electromagnetic spectrum, of the Magellanic cloud

where the first extragalactic detection of dimethyl ether and methyl formate

was reported [35]. Figure 3 therefore gives a flavor of the interplay of different

astronomical techniques.175

The last topic touched here is related to chiral molecules. As already men-

tioned, the only chiral molecule detected so far is propylene oxide (see Fig-

ure 4), which was observed in the gas phase in a cold, extended molecular shell

around the embedded, massive protostellar clusters in the Sagittarius B2 star-

forming region [4]. However, that detection was not able to determine whether180

a racemic mixture or an enantiomeric excess was present. The most straightfor-
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Figure 3: The Large Magellanic Cloud observed in different regions of the electromagnetic

spectrum: on the left, the far-infrared image shows the full galaxy. The zoom-in images on

the right are a combination of mid-infrared data from Spitzer and visible (H-alpha) data from

the Blanco 4-meter telescope. On the bottom and top panels two Band 6 spectral windows of

ALMA are shown: the rotational spectroscopic fingerprints of methanol, dimethyl ether, and

methyl formate observed are highlighted [35].

ward method to disclose this puzzle is circular dichroism (CD). The preferential

absorption of left- or right-handed circularly polarized light (CPL) manifests

itself as a change in the difference in the electric field of left versus right-handed

CPL. This therefore requires polarization-sensitive astronomical observations.185

Modern radiotelescopes are capable of highly-accurate, polarization-sensitive

observations across wide frequency windows, simultaneously determining the

polarization state at each observed frequency. However, for astronomical obser-

vations, it is particularly critical to distinct the observable polarization effects

11



Figure 4: Observations of the J = 11,0 ← 10,1, 21,1 ← 20,2, and 31,2 ← 30,3 rotational

transitions of propylene oxide, in absorption, toward the Galactic center [4]. The uncertainty

about the chiral configuration is highlighted.

due to CD from other potential effects.190

3. Computational approaches for Astrochemistry: From spectroscopic

features to formation pathways

As mentioned above, molecular spectroscopy provides the means for detect-

ing molecules in space. Furthermore, because of difficulties in mimicking the

extreme conditions that characterize the ISM (but also planetary atmospheres)195

in the laboratory, accurate state-of-the-art computational approaches play a

fundamental role in analyzing feasible reaction mechanisms. At the same time,

modern quantum chemistry is an extremely powerful tool that can assist ex-

periment by providing accurate predictions of spectroscopic parameters (e.g.

refs. 20, 36, 37) and can also accurately predict the kinetics associated with200

postulated mechanisms for reactive systems (e.g. refs. 38, 39, 40).
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3.1. Quantum-chemical predictions of relative energies

Organic chemistry in space is nowadays a matter of fact; however, its un-

derstanding is still a great challenge for the scientific community. Currently,

several C, N and O bearing molecules have been discovered in space, in differ-205

ent regions. In some cases, different isomers of the same molecules have been

detected. Lattelais and coworkers have interpreted the observations of molec-

ular isomers in terms of the so-called “minimum energy principle”, according

to which the more thermodynamically stable molecular isomers are those more

favored in the chemical processes occurring [41, 42]. This is a first impor-210

tant motivation spurring computational chemists to provide accurate predictions

of relative energies for different isomeric forms. This involves state-of-the-art

quantum-chemical computations to be performed. However, the role played by

accurate energy calculations is not limited to this. Indeed, in order to support

molecular spectroscopy, rigorous approaches for the resolution of the nuclear215

problem should be combined with state-of-the-art electronic structure compu-

tations. Furthermore, it should be kept in mind that, in order to investigate

reaction kinetics, very accurate energy calculations are required because, at the

typical low temperatures of space, rates are exquisitely sensitive to energetics

and kinetic barrier heights. For all these reasons, the methodology for the ac-220

curate determination of energetics and molecular structures is presented in the

following.

To obtain high accuracy in quantum-chemical calculations, it is necessary to

reduce as much as possible the errors due to the truncation of both basis set and

wavefunction, the so-called one- and N-electron errors, respectively. Focusing225

on systems that do not have multi-configurational character (i.e., well described

by a single-reference wave function), in the last two decades, the coupled-cluster

(CC) level of theory employing the CC singles and doubles (CCSD) approxi-

mation augmented by a perturbative treatment of triple excitations (CCSD(T))

[43] has become the “gold standard” for accurate computations. However, while230

CCSD(T) provides a good description of the electronic wavefunction, other im-

portant contributions – like, basis-set effects – should be taken into account.
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To this purpose, composite schemes, which rely on the additivity approxima-

tion, thus evaluating the various contributions at the best possible level and

putting them together, are required to reach high accuracy (see, e.g. refs.235

44, 45, 46, 47, 48, 49, 50, 51). To recover the errors due to the truncation

of both basis set and wavefunction as well as to include other minor contribu-

tions that are important when aiming at high accuracy, the composite scheme

implemented in the quantum-chemistry program package CFour [52], which is

at the basis of the so-called HEAT approach [45] for energetics and the so-called240

“gradient” scheme [46, 47] for equilibrium structure determinations, is mainly

used in the applications presented in this review. In this scheme the starting

point is the CCSD(T) method within the frozen-core approximation. Then, the

first important corrections to include are the extrapolation to the complete basis

set (CBS) limit, in order to recover the error due to the basis-set truncation,245

and the contribution of core-valence correlation (CV), evaluated as difference

between CCSD(T) calculations performed correlating all electrons and within

the frozen-core approximation using the same basis set. Furthermore, the full

CC singles, doubles and triples (CCSDT) [53, 54, 55] and CC singles, doubles,

triples, quadruples (CCSDTQ) [56] models can be employed to further minimize250

the error associated to the truncation of the wavefunction, with the corrections

due to a full treatment of triples (fT) and quadruples (fQ) being included using

small basis sets (usually of double-, triple-ζ quality).

Focusing on equilibrium structure determinations, within the so-called the

“gradient” scheme, the energy gradient to be minimized in the geometry opti-255

mization procedure is set up according to the specific requirements, the target

accuracy, and the dimension of the system under consideration. The energy

gradient corresponding to what presented above is given by the following ex-

pression:

dE

dx
=
dE∞(SCF )

dx
+
d∆E∞(CCSD(T ))

dx
+
d∆E(CV )

dx
+
d∆E(fT )

dx
+
d∆E(fQ)

dx
,

(1)

with the correlation-consistent polarized cc-p(C)VnZ basis sets [57, 58, 59, 60]260
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being usually employed in conjunction with this scheme. The first two terms

on the right-hand side denote the extrapolation to the CBS limit: Hartree-

Fock self consistent field (HF-SCF) extrapolated to the CBS limit according

to the three point formula by Feller [61] and CCSD(T) correlation energy ex-

trapolated using the n−3 formula [62], two different expressions being employed265

because of the different convergence behavior. From the available literature

(see, for example, refs. 46, 47, 63, 64, 65, 66, 67 and references therein), the

accuracy obtainable with this scheme is better than 0.001 Å for bond lengths

and 0.05 degrees for angles. However, it should be noted that inclusion of fT

and fQ corrections makes this approach computationally very expensive. On270

the other hand, if these contributions are ignored, thus leading to the so-called

CCSD(T)/CBS+CV approach, a composite scheme affordable also for medium-

sized molecules, characterized by a very limited loss of accuracy, is obtained.

According to the available literature (see, for example, refs. 46, 47, 36, 68, 67),

the corresponding geometrical parameters are proven to have an accuracy of275

0.001–0.002 Å for distances and 0.05–0.1 degrees for angles.

Moving to energetics, the HEAT protocol [45, 69, 70] allows for achieving

high accuracy for thermochemistry, indeed being able to reach the so-called

sub-kJ accuracy. The scheme is analogous to that of Eq. (1), also accounting

for first-order spin-orbit coupling, diagonal Born-Oppenheimer correction, and280

scalar relativistic effects. As above, the computational cost can be largely re-

duced by retaining only the extrapolation to the CBS limit at the CCSD(T)

level and the incorporation of the CV corrections, the corresponding scheme

(CCSD(T)/CBS+CV) is rather well tested in the literature (see, e.g., refs.

71, 65, 72, 73) and is demonstrated to provide results with an accuracy well285

within 0.5 kcal/mol. To extend the applicability of composite schemes to larger

molecules, an effective solution is provided by the so-called “cheap” approach

[74, 75], which is obtained by using Møller-Plesset to second-order theory (MP2)

[76] to perform the extrapolation to the CBS limit and to include CV correc-

tions, while keeping the CCSD(T) method in conjunction with a triple-zeta basis290

15



set as starting point:

Echeap = E(CCSD(T )/V TZ) + ∆E(MP2/CBS) + ∆E(MP2/CV ) , (2)

with the second term on the right-hand side accounting for the extrapolation

to the CBS limit as in the composite scheme presented above by extrapolating

to the CBS limit the HF-SCF and MP2 correlation energies separately. Despite

the remarkable reduction of the computational cost, this approach is able to295

provide accurate results (see, e.g., refs. 67, 74), also for flexible systems [74]

and molecular complexes [77].

By directly applying the additivity approximation to geometrical parame-

ters based on the assumption that they show the same behavior as the energy

(see, for example, refs. 78, 79, 80, 81), the so-called “cheap” composite scheme300

can also be employed for accurate structural determinations of systems that

are too large for composite approaches entirely based on CCSD(T) calculations

[81, 68, 82, 74]. To this aim, an important point is the evaluation of the CBS

limit by applying the consolidated n−3 extrapolation form [62] to the whole

parameters without separating the HF-SCF and correlation contributions, the305

suitability of this approach being demonstrated in ref. 80. Such a strategy allows

one to avoid geometry optimizations at the HF-SCF level in conjunction with a

basis set as large as a quintuple-zeta, thus only requiring equilibrium structures

at the MP2/cc-pVTZ and MP2/cc-pVQZ levels to be performed. According to

the literature reporting the comparison with best-estimated equilibrium struc-310

tures obtained using the “gradient” CCSD(T)/CBS+CV scheme as well as with

experiment [31, 66, 67, 68, 81], the so-called “cheap” geometry scheme is robust,

reliable and accurate [68, 74, 77]. Indeed, it is noted that for bond distances

the maximum absolute deviation with respect to CCSD(T)/CBS+CV is smaller

than 0.001 Å. To further extend the dimension of systems amenable to accurate315

calculations, the double-hybrid B2PLYP functional [32] in conjunction with

a triple-zeta quality basis set provides a good alternative in predicting equi-

librium structures [66, 67, 83, 84]. Indeed, despite the reduced computational

cost, the B2PLYP/(aug-)cc-pVTZ level of theory provides better estimates than

16



Figure 5: CCSD(T)/CBS+CV electronic energies of glycine conformers with respect to

Ip/ttt either computed the B3LYP/SNSD optimized geometries (in blues) or at the

CCSD(T)/CBS+CV optimized geometries (in black). For selected conformers (those for which

experimental data are available), enthalpy differences are reported (in green).

CCSD(T)/cc-pVTZ (within the frozen-core approximation), with the accuracy320

on bond distances ranging from 0.001 Å to 0.003 Å. Therefore, B2PLYP/(aug-

)cc-pVTZ represents a very good compromise between computational cost and

accuracy, thus being particularly suitable to determine the reference structures

for energetic calculations (see, e.g., refs. 72, 67). Furthermore, it should be noted

that the choice of the geometry does not affect significantly the energetics and325

that methods rooted in the density functional theory (DFT), also employing

basis sets as small as the double-zeta ones (see, e.g., ref. 68), are suitable for the

purpose, thus allowing the application of CCSD(T)-based composite schemes for

electronic energy evaluations well beyond the “medium-sized molecule” limit.

All DFT computations reported in the present review have been performed with330

the Gaussian package [85].
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To provide an example, the results for the conformational analysis of glycine

(in terms of energy differences with respect to the Ip/ttt conformer) are sum-

marized in Figure 5 (for a full account, the reader is referred to ref. 68 and

references therein). The electronic energies have been computed by means of335

the CCSD(T)/CBS+CV composite scheme described above at the correspond-

ing optimized structures (CCSD(T)/CBS+CV) as well as using B3LYP/SNSD

[86, 87, 88] equilibrium geometries. First of all, the very limited effect of the ref-

erence geometry is pointed out, the two sets of relative energies differing usually

by less than 0.2 kJ/mol. The only exception is noted for the IIn/ccc conformer,340

which is particularly challenging because of its flat potential energy surface

(PES). To address the accuracy of the CCSD(T)/CBS+CV energies, enthalpy

differences are compared to the available experimental data. The thermody-

namic functions have been obtained using the Hindered-Rotor Anharmonic Os-

cillator (HRAO) model [89], thus pointing out an accuracy of 1 kJ/mol for the345

computed values. The reader is referred to 89 for all methodological details.

3.2. Quantum-chemical predictions of spectroscopic parameters

As already mentioned, the knowledge on the universe chemical inventory

has been provided (and are continuously updated) by means of astronomical

observations (see, e.g., ref. 90) of the molecular spectroscopic features, which350

can be considered as molecular “fingerprints”.

Spectroscopic features are usually accurately obtained in laboratory spec-

troscopy studies that are increasingly assisted by quantum-chemical calcula-

tions to guide and support the spectral recording and analysis (see, e.g., refs.

91, 23, 92, 93, 94, 95, 96, 97, 98, 99, 100). Indeed, computational tools play an355

increasing role in molecular spectroscopy not only by actively supporting mea-

surements, but also in designing new experiments, thus permitting the identifi-

cation of the best experimental conditions according to the facilities available.

Therefore, the last decades have witnessed a stronger and stronger integra-

tion between experiment and theory in many research areas (see, e.g., refs.360

36, 91, 101, 102, 103, 94). The developments in theoretical methodologies as
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well as in hardware facilities have led to such improvements that, nowadays,

state-of-the-art computational methodologies are able to provide results that

are comparable to those delivered by accurate experimental techniques, even if

in limited spectroscopic fields and for limited – mostly in size – systems. As a365

consequence, computational spectroscopy also plays the role of complementing

experiment, thus providing the missing information that cannot be obtained

by the specific experiment under consideration. In this section, the methodol-

ogy for accurate quantum-chemical computations of spectroscopic properties is

presented and the accuracy obtainable is also discussed.370

3.2.1. Rotational spectroscopy.

To obtain the rotational energy levels for a given vibrational state, with

the ground state usually being the one of interest, the rotational Schrödinger

equation needs to be solved. The most important terms of the effective rota-

tional Hamiltonian are the pure rotational and centrifugal-distorsion contribu-375

tions [104]). The rotational Hamiltonian, within the semi-rigid rotor approxi-

mation, can be written as

Hrot = HR +Hqcd +Hscd + ... , (3)

where Hqcd and Hscd are the quartic and sextic centrifugal terms, respectively,

the dots referring to the possibility of including higher-order centrifugal contri-

butions. HR is the rigid-rotor Hamiltonian:380

HR =
∑
τ

Beqτ J2
τ , (4)

where J is the rotational angular momentum operator and Beqτ is the rotational

constant along the τ intertial axis, and it is defined as follows:

Beqτ =
h̄2

2hcIeqττ
, (5)

where Ieqττ is the τth diagonal element of the equilibrium intertia tensor, Ieq.

From a computational point of view, equilibrium rotational constants are straight-

forwardly obtained from geometry optimizations, Ieq only depending on the385
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molecular structure and isotopic masses. Beqτ provides the most important con-

tribution to the corresponding rotational constant. However, the effect of molec-

ular vibrations cannot be neglected, the dependence of the rotational constants

on the vibrational quantum numbers thus needing to be incorporated. The ef-

fect of vibrations on the rotational motion can be conveniently described by390

means of vibrational perturbation theory (VPT) [104, 105]. While there are no

corrections at the first order in VPT, at the second order (VPT2) the vibrational

dependence of the rotational constant results [106]:

Bvτ = Beqτ −
N∑
i=1

αi,τ

(
vi +

di
2

)
, (6)

where the superscript v denotes a specific vibrational state and the sum runs on

all fundamental vibrational modes i, with vi being the corresponding quantum395

number and di its degeneracy order. The αi,τ ’s are the so-called vibration-

rotation interaction constants and contain three contributions: the first one is

a corrective term related to the moment of inertia, the second one is due to the

Coriolis interactions, and the last is an anharmonic correction. Therefore, from

a computational point of view, anharmonic force field calculations are required400

to obtain the vibrational corrections to equilibrium rotational constants in order

to obtain the rotational constants of the vibrational ground state:

B0
τ = Beqτ + ∆B0

τ = Beqτ −
1

2

N∑
i=1

αi,τ . (7)

Moving to the centrifugal-distorsion Hamiltonian, the quartic terms only

depend on the harmonic part of the PES, while the computation of the sex-

tic centrifugal-distortion constants involves harmonic, anharmonic, and Coriolis405

perturbation terms, thus requiring anharmonic force field computations.

To obtain accurate equilibrium rotational constants, the equilibrium struc-

ture should be accurately determined. This can be accomplished by means of

the composite schemes previously introduced. According to two recent statis-

tical studies based on molecular species only containing first-row atoms [48]410

and on molecules also bearing second-row elements [107], a standard deviation
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smaller than 0.1% is obtained at the CCSD(T)/CBS+CV+fT+fQ level and

also by means of the more affordable CCSD(T)/CBS+CV scheme. Once mov-

ing from equilibrium to vibrational ground-state rotational constants, in order

to keep high accuracy, it is mandatory to include the vibrational corrections,415

with the latter being efficiently computed already at the DFT level. Even the

low B3LYP/SNSD level has been demonstrated to be suitable to meet the re-

quired accuracy [108]. Moving to centrifugal distortion constants, as pointed

out above, they can be obtained as byproduct of the calculations required to

evaluate the vibrational corrections to rotational constants. In ref. [109], it420

was shown that different levels of theory, ranging from HF-SCF to CCSD(T),

provide very similar results.

According to the literature on this topic (see e.g. refs. 48, 107, 31, 110),

best-estimated spectroscopic parameters, computed as described above, lead

to the prediction of rotational transitions with a relative accuracy of about425

0.1% or better in the centimeter/millimeter-wave region, with this upper limit

increasing up to 0.15-0.2% in the far-infrared region. This means that the best

computed parameters can predict rotational frequencies at 100 GHz and 2 THz

with an uncertainty of about 100 MHz and 3-4 GHz, respectively. An example

is provided by Figure 6, which shows the comparison between experiment and430

theory for the J = 12← 11 rotational transition of two isotopologues (H13CO+

and HC17O+) of the HCO+ ion, which was the first ionic species detected in

space. This figure further points out that state-of-the-art quantum-chemical

computations are able to guide astronomical searches and/or assignment only

when astronomical spectra are characterized by a limited number of features,435

very well separated one from the other, thus confirming – as addressed in the

previous section – that, while computations in this field are suitable for guiding

experiment in the laboratory, they do not have the proper accuracy for assigning

broadband surveys like that shown in Figure 1.
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Figure 6: The J = 12 ← 11 rotational transition of H13CO+ and HC17O+: comparison

between computed (CCSD(T)/CBS+CV+fT+fQ data augmented by vibrational corrections

at the CCSD(T)/cc-pCVQZ level) and experimental frequencies. For the main isotopic species,

the experimentally recorded transition is shown in the inset.

3.2.2. Vibrational spectroscopy.440

To solve the vibrational problem, perturbative methods are particularly ef-

fective. The framework of VPT2 is based on Watson Hamiltonian [111] and

Taylor expansions of the harmonic potential (V ), vibrational (Ev) energies, and

vibrational wavefunction, up to the second order [112]. The vibrational Hamil-

tonian (Hvib) is defined as follows [111]:445

Hvib =
1

2

N∑
i=1

ωi(pi
2 + qi

2) +
1

6

N∑
i,j,k=1

kijkqiqjqk (8)

+
1

24

N∑
i,j,k,l=1

kijklqiqjqkql +
∑
τ

Beq
τ

N∑
i,j,k,l=1

ζij,τζkl,τ

√
ωiωk
ωjωl

qipjqkpl + U
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At the VPT2 level, the resolution of the Schrödinger equation associated to

Hamiltonian above leads to the energy levels Em (in cm−1), with m being a

generic vibrational state:

Em = E0 +

N∑
i=1

vmi ωi +

N∑
i,j=1

χij

[
vmi v

m
j +

1

2

(
vmi + vmj

)]
, (9)

where vmi is the number of quanta associated to mode i in state m and ωi the

corresponding harmonic wavenumber. E0 is the zero-point vibrational energy450

(ZPE):

E0 =

N∑
i=1

ωi
2

+

N∑
i,j=1

kiijj
32
−

N∑
i,j,k=1

[
kiikkjjk

32ωk
+

kijk
2

48(ωi + ωj + ωk)

]
(10)

−
∑
τ

Beq
τ

4

[
1−

N−1∑
i=1

N∑
j=i+1

{ζij,τ}2
(ωi − ωj)2

ωiωj

]
.

In eq. (9), χ is the anharmonicity contributions matrix defined as follows:

16χii = kiiii −
5kiii

2

3ωi
−

N∑
j=1,j 6=i

(
8ωi

2 − 3ωj
2
)
kiij

2

ωj
(
4ωi2 − ωj2

) (11)

4χij = kiijj −
2ωikiij

2(
4ωi2 − ωj2

) − 2ωjkijj
2(

4ωj2 − ωi2
) − kiiikijj

ωi
− kjjjkiij

ωj
(12)

+

N∑
k=1,k 6=i,j

[
2ωk

(
ωi

2 + ωj
2 − ωk2

)
kijk

2

∆ijk
− kiikkjjk

ωk

]

+
4
(
ωi

2 + ωj
2
)

ωiωj

∑
τ

Beq
τ {ζij,τ}2

where

∆ijk = ωi
4 + ωj

4 + ωk
4 − 2

(
ωi

2ωj
2 + ωi

2ωk
2 + ωj

2ωk
2
)
. (13)

Transition energies from the ground state, νm, are then straightforwardly455

obtained from Eqs. (9) and (10) as Em − E0 difference.

A critical issue of the VPT2 approach is the potential presence of resonances,

called Fermi resonances (FRs), which couple fundamental and overtones or fun-

damental and 2-mode combinations close in energies. Although Fermi reso-

nances can also be present in the conventional expression of anharmonic ZPE,460
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it is possible to rearrange terms arriving to a resonance-free ZPE expression

[113]. Removal of all the resonant terms results in a truncated perturbative

treatment, usually referred to as DVPT2 (with D standing for deperturbed).

Then, a common correction is to add a subsequent variational treatment, which

leads to the so-called GVPT2 approach (with G standing for generalized). In465

this model, the VPT2 energies devoid of resonances are the diagonal elements of

the variational matrix and the discarded terms are reintroduced as off-diagonal

coupling terms. New states and energies are obtained from the diagonalization

of this matrix. An alternative approach, proposed by Kuhler et al. [114] and

denoted degeneracy-corrected perturbation theory (DCPT2), replaces all poten-470

tially resonant terms with non-resonant forms. A further generalization leads

to a hybrid scheme, referred to as HDCPT2 [89], that combines DCPT2 and

VPT2 results for each potentially resonant terms to overcome the shortcomings

of the former far from resonances. This is the method of choice for thermody-

namic and/or kinetic studies, which require comparable treatments for different475

stationary points (see the corresponding section).

A second type of resonances (usually referred to as Darling-Dennison reso-

nances (DDRs)) refers to coupling terms missed in the VPT2 vibrational energy

due to the truncation of higher-order perturbative contributions. They can be

directly included during the variational correction step mentioned earlier as off-480

diagonal elements of the variational matrix involving either overtones and/or

combinations (2-2) or fundamentals (1-1).

Composite schemes can also be applied to the accurate computation of har-

monic force fields. According to the literature on this topic (see, for example,

refs. [115, 68, 116, 115]), composite approaches based on CCSD(T) are able to485

provide harmonic frequencies with an accuracy of 5-10 cm−1. However, their

applicability is limited to small- to medium-sized molecules. As in the case

of equilibrium structures, B2PLYP in conjunction with triple-zeta quality ba-

sis sets provides an alternative for larger systems and shows an accuracy of

8-15 cm−1. Due to the computational requirements, the anharmonic part of490

force field calculations, i.e., the computation of cubic and quartic semi-diagonal
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force constants, is usually evaluated at a lower level of theory. While for small

molecules the CCSD(T) method can be employed, when increasing the molecu-

lar size global-hybrid (like B3LYP) or double-hybrid functionals are mostly used.

Improvements in the accuracy can be achieved by means of hybrid approaches,495

where the harmonic part of the potential is determined at the CCSD(T) level or

even employing a composite scheme, while for the anharmonic part MP2 or DFT

are used. When harmonic frequencies evaluated by means of composite schemes

are combined with anharmonic corrections obtained using either B3LYP in con-

junction with double-zeta quality basis sets or B2PLYP with triple-zeta quality500

sets, fundamentals as well as overtone and combination bands are predicted

with mean absolute errors (MAEs) of 6-8 cm−1 and 5-7 cm−1 (see, for example,

ref. [94]), respectively.

Figure 7 shows the simulated infrared spectra of the phenalenyl cation and

anion in the 0-3500 cm−1 range, based on the B3LYP/6-31+G(d,p) results505

from ref. 117. The accuracy of the B3LYP/6-31+G(d,p) level of theory for

the evaluation of the vibrational transition wavenumbers up to two quanta

for aromatic compounds can be analyzed from the comparisons between ex-

perimental and computed data available in the literature. For example, in

ref. 115, B3LYP/6-31+G(d,p) data are compared with state-of-the-art compu-510

tational (using a hybrid force filed as described above) and experimental results

for uracil. This comparison points out a mean absolute error of 12 cm−1 for

B3LYP/6-31+G(d,p) wavenumbers, thus suggesting an accuracy sufficient for

guiding astronomical searches of IR signatures; indeed, IR astronomy – unlike

radioastronomy – is usually characterized by medium resolution. Even if such515

an accuracy should be taken with a little caution because of error compensation,

some benchmark studies demonstrated the suitability of the B3LYP functional,

in conjunction with double-zeta quality basis sets, for reliable predictions of

vibrational spectra (see, for example, refs. 118, 119, 120).
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Figure 7: Simulated anharmonic IR spectra of C13H+
9 and C13H−9 in the 0-7000 cm−1 range

computed at the B3LYP/6-31+G(d,p) level of theory obtained by convoluting stick spectra

with a Lorentzian line profile (half-width at half-maximum: 5 cm−1). In the inset: the portion

of spectra in the 1000-3000 cm−1 range (halfwidth at half-maximum: 2 cm−1) is shown.

3.2.3. Electronic spectroscopy.520

The highest-energy transitions of a molecule are those involving excitations

of electrons that can be investigated by further increasing the energy of the probe

electromagnetic field above the IR region. The energetic range spanned by elec-

tronic excitations is much larger than that of the other spectroscopic techniques,

indeed going from the visible region, at about 400-800 nm, corresponding to the525

average excitation energies of valence electrons, to the X-ray region, between

100 and 400 eV, which promotes excitations of core electrons. The simulation of

electronic spectra is more challenging than that of IR for several reasons. First

of all, the calculation of properties is intrinsically more complex for excited elec-

tronic states. Even if significant work has been done in recent years to produce530

reliable and black-box approaches for the calculation of excited electronic states
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[121, 122], especially in connection with the time-dependent extension of density

functional theory (TD-DFT) [123, 124, 125], they are still far from being com-

parable to their counterparts for ground states. Another difficulty arises from

the fact that the number of phenomena occurring after an electronic excitation535

is much larger than that of the other spectroscopies. Furthermore, emission

processes subsequent to the primary excitation, such as fluorescence [126], have

also to be taken into account. In addition, electronic states are also character-

ized by their spin and transitions between different spin states are possible. A

proper reproduction of these phenomena, which are at the basis – for instance540

– of phosphorescence spectroscopy [127], requires, from a theoretical point of

view, the inclusion of relativistic effects [127], thus increasing the complexity of

the electronic structure computations to be performed. All these effects need

to be included in spectral simulations in order to obtain results directly com-

parable to experimental data, and this increases significantly the complexity of545

modeling electronic spectroscopies.

The resolution of experimental electronic spectra is largely sufficient to reveal

a fine structure determined by lower-energy transitions. In particular, tran-

sitions between vibrational levels of different electronic states can be singled

out in high-resolution spectra and, by further increasing the resolution, even550

the rotational sub-structure can be evidenced for small molecules [128, 129].

Even neglecting rotational effects, the reproduction of vibrational signatures in

electronic spectra requires the computation of the PESs of different electronic

states, which means – in practice – obtaining the gradients and hessians from the

corresponding quantum-chemical methods [130, 131, 132]. For this reason, sim-555

ulations of vibronic spectra at the harmonic level is a challenging task already

for medium-sized molecules and the further inclusion of anharmonic effects is

possible only for very small systems [133, 134, 135].

Another aspect of increasing importance is the ability of chiral systems to

interact differently with left- and right-handed circularly polarized light. This560

effect, known as circular dichroism, is at the basis of all chiroptical measure-

ment instruments [101], which are the primary tools for the assignment of ab-
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solute configurations of chiral systems. In the field of electronic spectroscopy,

both absorption (ECD) [136], emission (cirularly polarized luminescence CPL),

and circularly polarized phosphorescence (CPP) [137] techniques are currently565

in use. The simulation of chiroptical spectroscopies involves additional chal-

lenges with respect to their standard counterparts because band intensities are

ruled by mixed electric-magnetic transition properties, whose calculation is less

straightforward than those for pure electric properties [138, 139]. Furthermore,

chiroptical spectra are obtained as differences between the spectra recorded with570

left- and right-handed circularly polarized light. For this reason, an experimen-

tal spectrum can display both positive and negative bands and, in general, has

a low intensity. This makes the simulation of chiroptical spectra even more

sensitive to the quality of the underlying quantum-chemical model. In fact,

different contributions to the overall band shape might have different signs and575

thus they do not necessarily add up, and can even cancel one other. Therefore, a

small change in the individual terms can lead to strong variations in the overall

spectrum [140, 141, 142].

The need to simulate different spectroscopic techniques calls for the develop-

ment of a general simulation approach, which – in our group – has been realized580

through the virtual multifrequency spectrometer (VMS) [94], whose electronic

spectroscopy module is in charge of the simulation of all kinds of electronic spec-

tra taking also into account vibrational signatures and chiroptical extensions.

Being part of the general VMS tool [94], this module furthermore benefits from

powerful pre- and post-processing graphical engines.585

As it is well known, in the framework of first-order time dependent pertur-

bation theory, the probability of a transition between the initial state ψi and

the final state ψf (having energies Ei and Ef ) is given by

pif (t) =
4π

3h̄2c
W (ω) |〈ψf |OAif |ψi〉〈ψf |OBif |ψi〉| t δ(ωif − ω) , (14)

where W (ω) is the intensity of the incident radiation and ωif = (Ef − Ei)/h̄.

The presence of the Dirac δ function shows that the transition occurs only590

when the frequency of the incident electromagnetic field matches ωif . Thus,
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the transition probability is determined by the transition moments 〈ψf |OAif |ψi〉
= Oif (related to electric and, possibly, magnetic components). Within Born-

Oppenheimer approximation, the overall wave-function can be factorized into

its electronic (φ) and nuclear (ψ) contributions, the latter corresponding – in595

the following – only to vibrations. As a consequence, for orthonormal states,

one can write

〈Oif 〉 ' 〈ψr(f)|Oeif (R)|ψs(i)〉 , (15)

where Oeif (R) is the electronic transition moment as a function of the nuclear

coordinates R. Since the analytical dependence of the electronic transition

moment on the nuclear coordinates is not known, it is developed as a Taylor600

expansion around the equilibrium geometry Reqi of the initial state. In this

connection, it is useful to refer to the normal modes of the initial state Q, so

that

Oeif (R) = Oeif (Req
i ) +

Nvib∑
a=1

(
∂Oif
∂Qa

)
Qa , (16)

where the derivatives are computed at the equilibrium geometry of the initial

state (Req
i ), where all Qa’s vanish. The first term is known as Franck-Condon605

(FC) contribution and the second term as Herzberg-Teller (HT) contribution.

Then, the expectation value of the transition property can be rewritten as

〈Oif 〉 ' Oeif (Req
i )〈ψr(f)|ψs(i)〉+

Nvib∑
a=1

(
∂Oif
∂Qa

)
〈ψr(f)|Qa|ψs(i)〉 . (17)

The integrals in the second term can be expressed as combinations of overlap

integrals. Furthermore, the normal coordinates of the final state Q̄ can be

expressed as610

Q̄ = QJ + K , (18)

where J is aNvib×Nvib matrix, denoted as Duschinsky matrix, while K is aNvib-

dimensional vector, the so-denoted shift vector. In practice, K represents the

shift between the equilibrium geometries of the two electronic states involved in

the transition, while J expresses the modes of the final electronic state as linear

combinations of those of the initial state.615
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Owing to the limitations of the harmonic approximation, two different rep-

resentations are usually employed. In the first one, referred to as adiabatic,

the PES of the final state is expanded around its own equilibrium geometry

(adiabatic Hessian, AH), whereas in the vertical approximation, it is expanded

around the equilibrium geometry of the initial state (vertical Hessian, VH). In620

both cases, simplified models, where mode-mixing as well as frequency change

effects are neglected, can be derived (adiabatic shift, AS, and vertical gradient,

VG, respectively).

By using those approximations, the sum given in Eq. (17) can be expressed in

terms of the overlap integrals between the vibrational levels of the two electronic625

states, usually referred to as FC integrals. In the so-called time independent

(TI) approach, these integrals are calculated using either analytical or recursive

formulae, the second approach being better suited for a general implementation.

It is possible to gather several spectroscopic techniques (OPA, OPE, ECD

and CPL) in a unique framework by adopting a general sum-over-states formula630

=(ω) = αωβ
∑
i

∑
f

ρiOA,eif O
B,e∗
if δ(ωif − ω) , (19)

where ρ is the Boltzmann population and the parameters α, β, OA,eif , and OB,eif

depend on the specific spectroscopic technique (see ref. 143 for further details).

The main limitation of this model relies on the number of FC integrals to com-

pute, which increases significantly with the size of the target system. In or-

der to make computations feasible also for medium- and large-sized systems,635

prescreening strategies can be profitably employed, to select a priori the FC

integrals giving the largest contributions to the final spectrum. In particular, a

class-based prescreening system has been demonstrated to perform well also for

large-sized semi-rigid systems. In the alternative time-dependent (TD) frame-

work, the vibronic spectrum is calculated from the Fourier transform of the640

autocorrelation function, as follows:

=(ω) = αωβ
∫ +∞

−∞
dtχ(t)e−i(ω−ωif )t , (20)

where χ(t) is the transition moment autocorrelation function, which has an
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analytical (albeit complicated) expression within the approximations outlined

above. This equation can be used to calculate the vibronic spectrum by evalu-

ating the Fourier integral using a numerical integration algorithm. In the TD645

formulation (at variance with respect to the TI one), infinite summations are

no longer present, so that the computational cost of the overall procedure is

independent on the temperature.

Both TI [141, 143, 142, 144] and TD [145, 146, 147, 148] approaches have

been implemented in the framework of a general platform including all the spec-650

troscopic techniques mentioned above. The more standard TI approach, which

is based on a sum-over-states formulation, allows the assignment of individual

vibronic transitions. However, in spite of remarkable efficiency improvements,

convergence of the results can be sometimes problematic and the inclusion of

temperature effects is quite cumbersome. On the other hand, TD algorithms655

provide fully-converged band-shapes at low computational cost, also when tem-

perature effects are included. However, the assignment of individual transitions

is no longer possible. Therefore, the combined use of TD and TI approaches

provides a general and robust tool in order to reconcile accuracy and inter-

pretability.660

To target large-sized, potentially flexible systems, thus showing large-amplitude

motions (LAMs), harmonic vibronic models in Cartesian coordinates have been

generalized to support internal coordinates [149]. Such an approach improves

significantly the results because it allows to strongly reduce mode-couplings. In

practice, this results in much more accurate band-shapes already at the har-665

monic level, which can be further improved by treating, the leading LAMs by

quasi-variational procedures based on the so-called discrete-variable represen-

tation (DVR) [150]. At the same time, the leading anharmonic contributions

on the other small amplitude motions (SAMs) can be taken into account by

VPT2, also thanks to the recent development of effective analytical hessians670

for TD-DFT [151]. The same algorithms can also be applied to simulate the

vibrational signatures of near-edge X-ray (NEXAFS) and X-ray photoelectron

(XPS) spectra.
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of (1S)-dehydro-epicamphore (Figure 10). The definition of a non-redundant set

of internal coordinates for this system, as well as for all bicyclic compounds is705

not straightforward. On the other hand, DICs can be easily built starting from

the topology of the molecule. From an experimental point of view, an exten-

sive study of ECD and CPL spectra for several camphore derivatives has been

recently performed. The ECD spectrum of (1S)-dehydro-epicamphore is partic-

ularly challenging because the S1 ← S0 (π → π∗) transition involves a significant710

out-of-plane distortion of the carbonyl group, which rules the sign of the ECD

spectrum [157] according to the so-called octant rule [158]. The ECD spectra

have been simulated starting from DFT (for the ground state) and TD-DFT (for

the excited state) B3LYP/SNSD computations. Next, vibrational modulation

effects have been computed by the TD approach described above at the AH|FC715

level and using different coordinate sets. The spectra collected in Figure 10

show once again that, for electronic excitations involving significant structural

rearrangements, internal coordinates lead to results in agreement with experi-

ment, whereas Cartesian coordinates face against strong difficulties related to

the overestimation of the couplings among several normal modes (C=O wagging720

and C=O stretching in the present case). As a matter of fact, even if the res-

olution of the experimental spectrum is low, and single vibronic peaks cannot

be detected, the reproduction of the overall band shape remains rather poor

in Cartesian coordinates because the convolution of all the vibronic transitions

gives an excessively broadened spectrum. By employing internal coordinates,725

the agreement between experiment and simulations becomes satisfactory, even

if a constant shift between the two spectra is present. Since the experimen-

tal spectrum has been recorded in ethanol solution, computations have been

redone by employing the polarizable continuum model (PCM) [159] to take sol-

vent effects into account. At this level, the absolute position of the spectrum is730

reproduced satisfactorily and the bandshape does not change significantly. The

relevance of the good results of the last example in an astrochemical context is

the ability of quantum chemistry in modeling the spectroscopic features also in

condensed phases.
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Figure 10: Comparison between the experimental ECD spectrum for the S1 ← S0 transition of

(1S)-dehydro-epicamphore [157] and the theoretical results in Cartesian and DICs coordinates

computed at the TD AH|FC level in vacuum and in solution (ethanol). In the latter case also

TD AH|FCHT results are shown. Gaussian distribution functions with a half-width at half-

maximum of 100 cm−1 have been used to reproduce broadening effects.

3.3. Thermochemistry and kinetics735

A central quantity in the framework of thermochemistry and kinetics is the

molecular rovibrational density of states (DOS) ρ(E) = ∆N(E)/∆E, i.e. the

number ∆N(E) of rovibrational states per energy interval ∆E within the range

[E, E + ∆E] of the involved molecular species. The rotational and vibrational

motions of the molecule are usually assumed to be approximately factorized740

(in other words, the energy of the molecule, E, is approximately the sum of the

rotational, Er, and vibrational, Ev, energies). As a result, the rovibrational DOS

can be written as a convolution of its rotational and vibrational contributions.

While a classical expression can be used for the rotational DOS, a quantum

anharmonic treatment is recommended for the vibrational motions.745

Direct count of harmonic modes can be efficiently performed employing the

Beyer-Swinehart [160] algorithm and this can be extended to general separable

degrees of freedom thanks to the Stein-Rabinovitch [161] adaptation. However,
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the direct count of coupled anharmonic degrees of freedom becomes rapidly un-

fordable from a computational point of view when increasing the size of the750

system under consideration. A viable alternative is represented by the Wang-

Landau sampling method [162, 163] as extended to the quantum anharmonic

vibrational problem by Basire et al. [164] and refined by Nguyen and Barker

[165]. In a general implementation of the Wang-Landau scheme [166], it is

assumed that a set of N anharmonic oscillators described by a corresponding755

N -uplet of quantum numbers has an energy level manifold described by a poly-

nomial form. For instance, as described above, VPT2 leads to the quadratic

form of Eqs. (9) and (10), but more general expansions can be used by fitting

the vibrational levels obtained by, e.g., variational methods. Even more gen-

erally, the Wang-Landau scheme can be used with any sequence assigning an760

energy value to a running integer which represents a quantum number. Thus,

for instance, some energy levels and the corresponding quantum numbers can be

stored in an array, whereas all the other levels can be obtained from an analyti-

cal expression issuing from fitting and/or the VPT2 expression. This paves the

way to use of the Wang-Landau scheme for flexible systems and thus calculating765

the DOS for a hindered rotor along with a set of anharmonic oscillators treated

at the VPT2 level (thus avoiding the need of computing convolution functions

for the overall density function).

To build up the density of states, an initial N -uplet of vibrational quan-

tum numbers is chosen randomly and, subsequently, the vibrational quantum770

numbers are varied in a random fashion until the whole manifold has been ad-

equately explored. In all cases, the derivative of the energy with respect to the

quantum number is also obtained in order to ensure that the dissociation limit is

not exceeded (where the turning point of the polynomial expression is reached).

Dividing the energy range into small intervals, the number of levels within each775

state gives the density of states ρ(E). Subsequently, a Laplace transform yields

the partition function Z(T ):

Z(T ) =

∫
ρ(E)e−βEdE , (21)
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where β = 1/(kBT ), with kB being the Boltzmann constant and T the absolute

temperature. The translational center of mass is rigorously separable. At not

too high temperatures, it is a good approximation to treat the rotations around780

the principal axes as separable as well, so that

Z(T ) ∼= Zt(T )× Zr(T )× Zv(T ) . (22)

Since analytical expressions are available for the translational (Zt) and rota-

tional (Zr) contributions, we will concentrate in the following on the vibrational

contribution (Zv). On these grounds, a general strategy to calculate DOSs and

partition functions for molecules involving anharmonic vibrations and/or hin-785

dered rotations can be summarized as follows [166]:

• Vibrational densities of states are calculated by the Wang-Landau scheme.

The scheme can include both harmonic and anharmonic vibrational mo-

tions, the latter being treated by the VPT2 approach. As an option, some

of the vibrational modes of the molecule can be designated as harmonic.790

In this case, their density of states can be easily convoluted with the rest

through a Beyer-Swinehart scheme.

• Hindered rotor energy levels (obtained variationally by a one-dimensional

DVR approach) are fitted to a function of the quantum number n and

subsequently included in the overall Wang-Landau scheme. Together with795

molecules containing single hindered rotations, the approach is expected

to work equally well for multiple hindered rotations, at least when the

coupling between the hindered rotors is negligible. An analogous approach

can be used for other large-amplitude motions (e.g. ring puckerings or

inversions) provided that they are decoupled from the other SAMs [150].800

• Transition states (TSs) can be modeled in the same way provided that the

transition vector is properly taken into account.

Coming to reaction rates, we make explicit reference to the transition state

theory (TST) and its most recent extensions both in its canonical or micro-

canonical versions. Noted is that for unimolecular reactions, the microcanonical805
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variant corresponds to the Rice-Ramsperger-Kassel-Marcus (RRKM) theory. In

absence of tunneling, the canonical rate constant can be written as:

k(T ) =
1

T

Z(T ) 6=

Z(T )
e−βV

6=
, (23)

where V 6= is the bare potential barrier, the superscript 6= referring to the TS. It

has to be noted that a reaction path degeneracy (i.e. the existence of equivalent

paths) is rigorously incorporated in reaction rates by introducing in the right-810

hand term the multiplicative factor = 6=Ξ/=Ξ6=, where = is the number of optical

isomers and Ξ is the symmetry number [167].

Within the harmonic approximation, the reactant vibrational partition func-

tion has the following analytical expression:

ZV (T ) =
e−βV0∏

i(1− e−β∆i)
, (24)

where V0 is the ground state energy and ∆i the lowest excitation energy of815

mode i. To introduce the leading anharmonic effects, a simple and reliable

approximation (known as simple perturbation theory, SPT [168]) is to compute

V0 and ∆i by means of VPT2. If tunneling effects are neglected, ZV (T )6= can

also be evaluated using Eq. (24).

However, tunneling introduces the problem of non-separability. Hernandez820

and Miller [169] have shown that, in the framework of semiclassical approxi-

mation (in which quantum numbers corresponds to actions and motion along

the reaction coordinate is governed by the imaginary action θ), ZV (T )6= can be

evaluated in an effective way:

ZV (T )6= =

∫ +∞

−∞
dθ

1

2
sech2(θ)Q(β, θ)6= , (25)

where825

Q(β, θ) 6= =
∑
n

e−βE(n 6=,θ) . (26)

Within VPT2, the energy is a quadratic function of θ, so that it can be

inverted to obtain θ as an explicit function of the energy [170, 171], but the

correct treatment of resonances in the GVPT2 model precludes this possibil-

ity. The equation above does not imply any inversion and can be used also in
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connection with GVPT2 or more advanced models, but at the price of a direct830

count of vibrational states.

An alternative is offered by the SPT expression of the partition function

[168] or by the HDCPT2 model [89], which effectively removes resonances and

allows for the use of the Wang-Landau algorithm to compute the DOS and of

the Laplace transform to obtain the canonical rate constant. Therefore, being835

the microcanonical rate constant given by

k(E) =
G6=v (Ev)

hρ(E)
, (27)

the canonical rate constant becomes

k(T ) =
Zt(T )6=Zr(T )6=

hZt(T )Zr(T )Zv(T )

∫ +∞

−∞
G6=v (Ev)e

−βEvdEv , (28)

where G6=v (Ev) is the cumulative reaction probability:

G6=v (Ev) =
∑
n1

∑
n2

· · ·
∑

nF−1=0

Pn(E) , (29)

with the semiclassical tunneling probability Pn(E) expressed as

Pn(E) =
1

1 + e2θ(n,E)
. (30)

θ(n, E) is the barrier penetration integral, which – using VPT2 or HDCPT2 – is840

given by the following explicit function of the total energy E and of the (F − 1)

quantum numbers of the bound vibrations [170]:

θ(n, E) = π∆ε
2

1 +
√

1 + 4∆ε∆χ
(31)

where

∆ε =
∆E

ΩF
; ∆χ =

χFF
ΩF

(32)

∆E = ∆Vag − E +

F−1∑
k=1

ωknkχkl

[
nknl +

1

2
(nk + nl)

]
(33)

845

ΩF =
ωF
i

+

F−1∑
k=1

χkF
i

(
nk +

1

2

)
. (34)
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∆Vag is the vibrationally adiabatic ground-state potential energy difference, i.e.

the difference between the ZPE of the TS and that of the reactant(s). Note

that only the contributions of the bound vibrations are included in the ZPE of

the TS. The ωF and χkF terms are imaginary; therefore, ΩF is always a real

quantity. The standard harmonic approximation is recovered when all terms850

vanish and the so-called ground state approximation is obtained by retaining

only the term with all the quantum numbers equal to 0. It is noteworthy that

the inclusion of anharmonicity can either increase or reduce the reaction rates

computed at the harmonic level. The origin of this behavior can be better

analyzed by expanding Eq. (31) in a power series around ∆E = 0:855

θ(n, E) = π∆ε[1−∆ε∆χ+ · · ·] (35)

and recalling that a reduction of θ(n, E) increases the tunneling probability.

The following rules of thumb can then be derived:

• Asymptotic values of anharmonic rate constants are always larger than

the corresponding harmonic ones due to the increased density of bound

vibrational states at saddle points.860

• Positive (negative) values of χFF increase (decrease) the tunneling prob-

ability. Note that this cannot be directly expressed in terms of diagonal

anharmonic force constants because χFF includes also contributions from

bound modes.

• The modes Qk for which the real iχkF couplings are negative increase865

Ω which, in turn, increases the tunneling probability, and this conversely

decreases for bound modes with positive values of iχkF . The effect is

enhanced by a progressive accumulation of energy (i.e. increase of the

quantum number) in the involved modes.

From a practical point of view, the Wang-Landau algorithm discussed above870

can be effectively parallelized and generalized for the computation of reaction

rates by simply computing (and storing) ΩF and ∆E whenever a set of quan-

tum numbers is accepted in an energy bin and then averaging their values over
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the number of visits in each bin to obtain 〈ΩF 〉 and 〈∆E〉 to be used in the

evaluation of 〈P (E)〉 [172]. However, the theory breaks down whenever 4∆ε∆χ875

< −1. In such circumstances, the second order perturbative treatment must

be replaced by more sophisticate models. More generally, VPT2 becomes un-

reliable in the so-called deep tunneling region, i.e. at energies well below the

potential energy barrier, or, equivalently, at low temperatures. Some promis-

ing improvements have been proposed in this connection based on higher order880

perturbation theory [173] or on improved representation of the potential en-

ergy profile up to products and reactants [174]. From another point of view,

several tests have shown that remarkably accurate results can be obtained re-

taining only the anharmonic contributions involving the transition vector (i.e.

χFF and χkF ). These can be obtained by just two Hessian matrices computed885

at small positive and negative displacements from the TS along the transition

vector, provided that all missing terms of χkF , i.e.
kkkjkjFF

ωj
with k, j 6= F (see

Eq. (12)), are negligible. More generally, reduced dimensionality models can be

employed, which include the explicit computation of anharmonic contributions

for a reduced number of bound modes strongly coupled to the transition vector890

[175].

As an example of the reliability of these models, Figure 11 compares differ-

ent flavours of TS-based methods to very accurate two-dimensional quantum

scattering computations and to experiment for the reaction H + C2H6 → H2 +

C2H5 (noted is that equilibrium geometries and vibrational frequencies at the895

MP2/cc-pVTZ level are combined with CCSD(T)/aug-cc-pVTZ electronic en-

ergies). It is quite apparent that tunneling plays a significant role and that the

conventional TST is unreliable at low and intermediate temperatures. On the

other hand, both one-dimensional (1D) and full dimensional (FD) semi-classical

extensions of TST (SCTST) results are in semi-quantitative agreement with ex-900

periment and accurate computations. The effectivity of SCTST based on VPT2

anharmonic computations and Wang-Landau evaluation of DOS paves the route

toward the investigation of quite complex reactions. Furthermore, hybrid and

double-hybrid functionals provide sufficiently accurate geometries and frequen-
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cies, which can be employed together with accurate electronic energies issuing905

from the composite schemes previously described. Moreover, both VPT2 and

Wang-Landau algorithms have been very effectively parallelized.

Reactions with very small (or vanishing) energy barriers must be treated

in a different way, namely by means of the variational transition state theory

(VTST) [176] or, more simply, by capture theory [177]. In the latter case,910

calculations are performed at various long-range distances of the reactants, and

the energies obtained are fitted to a 1/R6 functional form (both for the London

dispersion forces and the rotating dipole ones), which is then used to perform

the capture calculation, with the assumption that each successful capture leads

to the intermediate. Although VTST leads, of course, to more accurate results,915

when the potential energy curve is monotonic and inner TSs are not found,

the much less computationally expensive scheme provided by capture theory is

expected to give reliable results.

As far as dissociation back to reactants is concerned, a detailed balance argu-

ment can be used, whereby the unimolecular rate constant for back-dissociation,920

kback, is given by the equation:

kback(E) = kcapt(E)
ρR(E)

ρI(E)
, (36)

where kcapt is the capture rate constant, ρR is the density of states per volume

unit of the reactants, and ρI is the density of states for the intermediate.

For typical interstellar space and atmospheric reactions, the phenomenolog-

ical time evolution for an arbitrarily interconnected kinetic system of molecular925

species can be usually described using a coupled set of differential equations in

which the population of each species is a term of the so-called population vector

[181, 182]. Assuming that N species make up the kinetic scheme, the coupled

set of differential equations (denoted as master equation, ME) may be written in

terms of an N ×N rate coefficient matrix K representing N coupled first-order930

or pseudo-first-order differential equations

d

dt
p = Kp , (37)
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Figure 11: Rate constant (cm3 molecule−1 s−1; logarithmic scale) as a function of temperature

(1000/T) for the reaction H + C2H5 → H2 + C2H6 obtained by conventional transition state

theory (TST) and its semi-classical extension (SCTST) both in one-dimensional (1D) and

full-dimensional (FD) implementations [178]. Two dimensional Quantum Reactive Scattering

(2D-QRS) computations from ref. 179; experimental data taken from ref. 180.

where a generic matrix element Kab of the K matrix is the rate coefficient

kb→a(T,P) for all possible reactions, and p is a vector of species populations.

Since the sum of the populations is a constant, the sum of the elements of each

column of the K matrix must be zero. This allows one to define the diagonal935

elements of K as Kaa = −∑(b6=a) Kba, so that Kaa pa = −∑(b6=a) Kba pa.

Diagonalization of this rate matrix yields a solution in terms of N eigenvalues

and N eigenvectors. The first eigenvalue, often referred to as λ0, is equal to zero,

and the corresponding eigenvector gives the equilibrium Boltzmann distribution

of all the species entering the general reaction network [182].940

The principal hypothesis behind this model is that collisional relaxation oc-

curs on time scales much shorter than those that characterize phenomenological

kinetics [183]. Thus, separation between the internal energy relaxation eigen-
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values (IEREs) and chemically significant eigenvalues (CSEs) ensures that the

CSEs obtained from the diagonalization of a more general matrix (which explic-945

itly include collisional relaxation) are identical to those that could be obtained

from diagonalization of K [184]. This model provides a global description of the

time-dependent kinetics in terms of N ×N rate coefficients, and in many cases,

the phenomenological rate coefficient is the quantity of interest. However, when

CSEs and IEREs are not well separated (in practice if the differ by more than950

an order of magnitude), the system cannot be represented by a set of first-order

rate equations linking the populations of the N species in the vector p. This

more general situation (usually referred to as energy grained master equation,

EGME) leads to very large matrices and other numerical issues. Under such

circumstances, alternative approaches like, e.g. kinetic Montecarlo can be em-955

ployed [185, 186]. Until now, we referred to the one-dimensional ME, wherein

the total rovibrational energy of the system, E, is the independent variable. In-

deed, a more thorough treatment would not only consider the time-dependent

evolution of the system with respect to the total energy E, but also the an-

gular momentum, J , as a constant of motion [187]. Although the resulting960

two-dimensional ME has been usually considered too demanding, except for

simple systems, a recent work has produced the first computer code that can

be generally used at least on high-performance computers [188].

3.4. Exogenous delivery: prebiotic molecules in the interstellar medium

Even though the presence of aCOMs has been known for decades, the pro-965

cesses that lead to their synthesis are still unclear and often hotly debated.

After the failure of gas-phase chemistry in explaining the detected abundances

of aCOMS, the gas-grain chemistry was introduced and took over. This assumes

that aCOMs are mostly synthesized on grain surfaces during the so-called warm-

up phase, that is, when various radicals trapped in the grain mantles acquire970

mobility and can recombine into larger molecules (e.g., refs 189, 190). However,

recent detections of aCOMs in cold environments (see, e.g., refs. 191, 192, 193,

194, 195) have casted doubt upon the exclusive role of grain-surface chemistry.
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Indeed, it is clear that gas-phase reactions play a role, in particular in cold

environments (see, e.g., refs. 196, 197, 198). It is therefore well accepted that975

gas-phase reactions have been overlooked. A significant example in this context

is the formation of formamide (NH2CHO) in the ISM. Kahane et al. [199] were

the first to propose that formamide can be formed in the gas phase by the reac-

tion of formaldehyde (H2CO) and amidogen (NH2). Subsequently, Barone et al.

[200], Vazart et al. [39], and Skouteris et al. [201] demonstrated that, by means980

of accurate quantum-chemical calculations, this reaction can efficiently occur

at low temperatures and can explain the available astronomical observations.

Indeed, the observational study carried out in ref. 202 with the IRAM-NOEMA

interferometer supported the gas-phase formation of formamide. Furthermore,

observations of its deuterated forms by Coutens et al. [203] were found in985

good agreement with the theoretical prediction that deuterated amidogen or

formaldehyde lead to deuterated formamide [201].

3.4.1. Gas-phase chemistry

The starting point for the complete characterization of gas-phase formation

pathways is the design of a feasible and accessible reactive PES leading to the990

aCOM of interest. The potential precursors should be suitably selected among

the molecular species already detected in space. The following step is the in-

vestigation of the reactive PES itself with the identification of all stationary

points (minima and transition states) along the path, with a cost-effective com-

putational model being used at this stage. Usually, different routes toward the995

sought product can be derived. However, only those that can be feasible in the

typical conditions of the astronomical environment under consideration will be

further investigated. For instance, the ISM is characterized by harsh conditions

with extremely cold (down to 10 K) regions where the density is extremely

low (of the order of 104 particles/cm3). In such extreme conditions, accessible1000

chemical routes are those for which all energy barriers lie below the energy of

the reactants. Subsequently, for the selected reaction schemes, an effective com-

putational strategy requires the accurate computation of structural, energetic,
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and vibrational features of all the intermediates and transition states involved.

In the last years, we have developed and validated an integrated approach1005

employing last-generation hybrid and double hybrid models rooted in the DFT

to obtain reliable molecular structures at which accurate energies are evaluated

by means of the composite schemes previously introduced. In parallel, DFT

can be used to accurately evaluate ZPE and anharmonic vibrational frequencies

within VPT2. This strategy leads to the accurate thermochemical characteriza-1010

tion of the formation pathway, which then requires the integration of accurate

kinetic calculations. As explained in the previous section, exact dynamics is

presently unfeasible for systems with more than five atoms; therefore, kinetic

calculations should be carried out as detailed above.

To go more in detail, the integrated approach mentioned above is based1015

on a preliminary investigation of the full reactive PES at the B3LYP/SNSD

level. All stationary points are then better investigated (and thus re-optimized)

using the double-hybrid B2PLYP functional in conjunction with a triple-zeta

quality basis-set augmented by diffuse functions, also including the D3BJ em-

pirical dispersion correction. It is noted that the nature of all stationary points1020

found on the PES is checked by computing the corresponding Hessian. Cubic

and semidiagonal quartic force constants are subsequently computed in order

to obtain anharmonic frequencies within VPT2, as described above. For all

stationary points, improved electronic energies are then obtained by means of

the so-called CCSD(T)/CBS+CV composite approach:1025

ECBS+CV = E∞(SCF ) + ∆E∞(CCSD(T )) + ∆E(CV ) , (38)

where the three terms in the right-hand side have been already introduced. If

required, to further inspect the magnitude of a barrier height with respect to

the energy of reactants, the effects due to a full treatment of triple (fT) and

quadruple excitations (fQ) can be accounted for in an analogous manner to

what done in Eq. (1).1030

The impact of the level of theory on the computed reaction rate is exemplified

by Figure 12, which shows that different computational schemes can lead to
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Figure 12: Rate constant (cm3 molecule−1 s−1; logarithmic scale) as a function of temperature

for the NH2 + H2CO → HCONH2 + H reaction.

rather different results. In the specific case considered, it is evident that the

CBS-QB3 composite approach [204, 205] provides a reaction rate which is two

order of magnitude larger than that obtained using the CCSD(T)/CBS+CV1035

scheme. A further improvement of the latter by inclusion of the fT and fQ

contributions leads to a small variation in the rate constant, thus supporting

the suitability and accuracy of the CCSD(T)/CBS+CV composite scheme.

Figure 13 shows the abundance of glycolaldehyde plotted against the abun-

dance of ethanol for five different astrochemical objects. It is seen that as-1040

tronomical data follow closely the theoretical predictions based on the model

investigated in ref. 40, which is the same applied to the previous example. The

three red curves correspond to different branching ratios of the ethanol radicals

on hydrogen abstraction by the OH radical; for further details the reader is

referred to ref. 40.1045

3.4.2. Grain and gas-grain chemistry

Interstellar matter is composed of molecular and atomic gas and dust grains.

In molecular clouds, the grain cores, mainly consisting of nonvolatile silicate
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Figure 13: Abundance of glycolaldehyde plotted against the abundance of ethanol for five

different astrochemical objects. The most recent detection is highlighted by a blue star [206].

and carbonaceous compounds (also including PAHs), are often surrounded by

a grain mantle, which consists of water ice containing various molecules. Dust1050

grains play a double role: by scattering and adsorbing interstellar radiations,

they protect molecules from photodissociation and photoionization, but they

are also actively involved in the production of further molecules. Dust grains

absorbing molecules and atoms on their surface provide the opportunity for

chemical reactions to take place. Indeed, molecules can be synthetized not only1055

via gas-phase chemistry, but also on bare dust grains or in ice mantles (grain-

surface chemistry) [207]. Adsorbed molecules can be desorbed thermally, this

process being known as depletion of molecules. Once depleted, molecules do

not stay on grains, but can lead to reactions either in the gas-phase or with

a species still adsorbed (gas-grain chemistry). Gas-grain chemical models have1060

been developed to explicitly treat the chemical kinetics of both the gas phase

and the grain/ice surface (see, for example, ref. 208). Even if our focus is

mainly on gas-phase reactions, a brief outline of the methodology for reactions

48



involving dust grains is provided.

To react on grains, molecules and atoms need to move on the surface to1065

encounter a partner to react. The model largely employed to described species

on the grain surface is the Langmuir-Hinshelwood mechanism [209]; in a simple

way, it can be said that the dust grain plays the role of a third body in the

reaction, thus acting as a catalyst, with an unoccupied site on the surface being

treated as an effective chemical reacting system. To study possible gas-grain1070

formation mechanisms, the starting point is the correct and reliable description

of the reacting partners, i.e. the molecule (or radical) adsorbed on the grain

interacting with the molecule (or radical) in the gas phase. In order to assure

accurate and reliable results, a “multilayer” QM/QM′ (QM standing for quan-

tum mechanics) ONIOM approach has to be employed [210, 211]: the reactive1075

system (i.e. the reacting species plus the water molecules of the grain mantle

directly involved) is treated with an accurate and expensive QM method, while

the remaining environment part is treated with a less accurate QM′ method.

To further improve the description of environmental effects, in particular to in-

corporate those due to the grain-mantle molecules not included in the ONIOM1080

treatment, the polarizable continuum model (PCM) model [212] can be used,

which provides a good compromise between accuracy and computational cost.

Subsequently, the energy of the stationary points located on the reactive PES

might be further improved (with respect to the QM method initially consid-

ered) using composite schemes, according to the dimension of the system under1085

consideration. Finally, reaction rate constants can be calculated using ad hoc

kinetic codes, with the rate constants of the elementary steps being calculated

as described above.

A recent example concerns the formation of formamide, which – as already

mentioned – is currently debated. In ref. 213, the possible formation routes in1090

water-rich amorphous ices, simulated by considering a 33-water molecule clus-

ter, has been presented. In addition to the well-established scenario of the

radical-radical association reaction between NH2 and HCO, the authors also

considered the reaction of the CN radical with the water molecules of the ice
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mantle, which can lead through multiple steps to the formation of formamide,1095

thus suggesting that the H2O molecules of the ice mantle, usually considered as

an inert support, can instead react with active radicals to form more complex

species and can also act as catalysts by helping H transfer processes. Inter-

estingly, in the 10-50 K temperature range considered, the authors obtained a

unimolecular rate constant of ∼1.9×109 s−1 for the H2O + CN → NH2CO →1100

NH2CHO reaction with an almost complete lack of temperature dependence.

Such a rate coefficient implies an average reactive time of 0.5 ns, which is quite

smaller than the “typical” ones for gas-phase processes (in the ps and sub-ps

range). However, the calculated rate coefficient was found model-dependent,

thus underlying the importance of the choice of the kinetic model to apply.1105

3.5. Endogenous theory: prebiotic chemistry in Titan’s atmosphere

Titan has long been a subject of interest because it provides an excellent

example of abiotic processing of organic material. In addition to the interest as

a planetary subject, the organic chemistry on Titan has attracted the interest

as a possible analog of the early Earth [214, 215]. Therefore, the investigation1110

of its atmosphere might shed light on the organic evolution occurred in the

atmosphere of early Earth.

The chemistry taking place in Titan’s atmosphere is rich and varied. The in-

gredients are N2 (∼98%), methane (∼2%) and other hydrocarbons, like ethane,

that are subjected in the upper atmosphere to UV radiation and energetic par-1115

ticles. The result is the production of small radicals, like e.g. N and CH3, and

non-classical carbocations, like e.g. CH+
4 and CH+

5 . These radicals and cations

then further react with neutral species, like hydrocarbons.

To give an example, according to ref. 216, the N(2D) radical can react with

ethane leading to the formation of the intermediate CH3CH2NH, which is quite1120

stable with respect to both reactants and dissociation products. However, the

reaction further proceeds via either a direct fission to the products or isomer-

ization to other intermediates, which, in turn, fragment into other products.

The fragmentation of a bond of the initial intermediate leads to methanimine

50



(CH2NH) and the CH3 radical, which can give rise to other reactions, or CH2NH1125

+ CH3 if the C=N double bond is not formed. If one of the pre-existing C–H

bonds of the CH2 group not directly involved in the insertion process breaks

apart, then ethanimine (CH3CH=NH) and H are formed. Another possibility is

offered if one of the pre-existing C–H bonds of the CH3 group, also not directly

involved in the insertion process, breaks apart, with the CH2CH2NH biradical1130

being formed. Finally, if one of the new bonds, formed by the N(2D) insertion

into a C-H bond, breaks apart, the formation of NH + CH3CH2 or CH3CH2N

+ H occurs. All these possibilities were found to be both thermochemically and

kinetically allowed.

Titan’s atmosphere also contains unsaturated hydrocarbons, like acetylene,1135

ethylene and butadiene. These are key species for the formation of PAHs and

nitrogen-containing PAHs (NPAHs). The latter are important prebiotic species

because they can be considered the missing link between nitrogen bearing acyclic

molecules and prebiological systems, like nucleobases. Recently, Parker and

Kaiser [217] reviewed different reaction pathways leading to their formation via1140

gas phase radical mediated aromatization reactions. To give an example, pyri-

dine can be formed from the reaction of vinyl cyanide, which has been unambigu-

ously detected in Titan atmosphere [218], and its radical or via cyano radicals

reacting with 1,3-butadiene. 1,4-dihydro(iso)quinoline and (iso)quinoline, which

can be considered two examples of small NPAHs, can be synthesized through1145

reaction of pyridyl radicals with 1,3-butadiene or sequentially with two acety-

lene molecules, respectively. Parker and Kaiser experimentally demonstrated

the validity of aromatization reactions via neutral-neutral reactions to explain

the chemical evolution from acyclic systems to polycyclic aromatic hydrocar-

bons and expanded this concept to the synthesis of NPAHs, also showing that1150

these are de facto barrierless reactions and thus feasible at low temperatures

[217].

The Ion Neutral Mass Spectrometer (INMS) and the Cassini Plasma Spec-

trometer (CAPS) instruments onboard the Cassini spacecraft discovered the

presence of a large variety of carbocations and carbanions in Titan’s upper1155
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Figure 14: Schemes displaying the progression of the chain reactions from C6H5NH+ (left)

and C6H5CH+
2 (right) to C10H8N+ and C11H+

9 , respectively.

atmosphere, ranging in size from small species to heavy positive (up to 350

amu) and negative (up to 10,000 amu) ions (see, ref. 16 and references therein).

These numerous large carbocations and carbanions are postulated to play an

important role in the chemical evolution observed there. In ref. [16], the com-

position detected by the Cassini mass spectrometers was investigated and ex-1160

plained in terms of molecular structures and plausible reaction routes from sim-

ple molecules to complex polycyclic hydrocarbons, thus theorizing the forma-

tion of complex macromolecules. In view of understanding the chemical growth

in Titan’s atmosphere and the formation of its characteristic haze, particu-

larly important are the reactions between aromatic cations, like C6H5CH+
2 and1165

C6H5NH+ (C6H5 being the phenyl group; see Figure 14), and hydrocarbons.
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The key steps of their reactions with ethylene molecules toward the conden-

sation of a second aromatic ring are shown in Figure 14, thus demonstrating

how PAHs and NPAHs grow in size not only via neutral-neutral reactions, but

also via ion-neutral reactions. The reaction of C6H5NH+ (which is abundant1170

in Titan’s atmosphere [219]) with unsaturated hydrocarbons, such as ethylene

and propene, introduces the imino R−C=N−R′ moiety into macromolecules,

thus leading to the formation of prebiotic systems characterized by a certain

degree of complexity. Even if the chemical composition of Titan’s haze is still

poorly understood [220], it is largely accepted that the macromolecules formed1175

by organic chain reactions are the precursors of the nanoscale polymers respon-

sible of it. The condensed-phase atmospheric macromolecular material then

precipitates on Titan’s surface and further evolves through the solute-solvent

interaction chemistry.

The “chemical life” on Titan can be summarized as follows: formation of pre-1180

biotic species in Titan’s upper atmosphere, further evolution in macromolecules

and their assembling in a haze layer, precipitation and sedimentation of com-

plex organics on its surface, and organic catalysis occurring in hydrocarbon

lakes. The question that arises is then: had this sequence of endogenous steps

any connection with what happened on the primitive Earth? Titan’s atmo-1185

sphere is relatively poor of oxygen compared to terrestrial planets, however

the organic chemistry taking place on Titan and starting in its upper atmo-

sphere is reminiscent of the groundbreaking Miller-Urey’s experiment [15, 14]

that demonstrated the necessity of a reducing atmosphere for gas-phase organic

synthesis to occur. Therefore, the subsequent question to address is whether1190

photochemical production of complex molecules containing C, N, O, and H is

possible in Titan’s upper atmosphere. The oxygen chemistry could not be con-

strained by the instruments onboard the Cassini spacecraft, this implying that

the CO molecule cannot be mass resolved from the major species N2, nor can

atomic oxygen be resolved from the second most abundant species, CH4. Simi-1195

larly, for ionic species, H2O+ cannot be distinguished from NH+
4 . On the other

hand, the Ion Mass Spectrometer (IMS of the CAPS) measurements allowed for
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the definitive detection of O+ in Titan’s upper atmosphere [221], with recent

photochemical models suggesting that oxygen ions are then incorporated into

CO and CO2 [222]. Although Titan’s physical-chemical conditions, such as tem-1200

perature, pressure and UV radiation flux, cannot be entirely reproduced in the

laboratory simulation experiments, Hörst et al. [223] demonstrated that impor-

tant prebiotic species could be formed in Titan’s atmosphere at high altitudes:

aerosols produced in an experiment simulating Titan’s atmosphere with an en-

hanced amount of CO (i.e. N2/CH4/CO gas mixtures of 96.2%/2.0%/1.8% and1205

93.2%/5.0%/1.8%) were found to contain amino acids and nucleotide bases (like

cytosine, uracil, thymine, guanine, glycine, and alanine). On a general ground,

protonated oxides of alkenes in Titan’s upper atmosphere are of great inter-

est because they may initiate a completely new chemical pathway for complex

prebiotic chemistry.1210

4. Computer simulations, big data and Virtual Reality as new tools

for Astrochemistry

Large dimensional and complex data sets are likely to be generated in astro-

chemical studies. A detailed yet compact representation of molecular structures

and the inclusion of their properties in formulas and graphs has always been1215

at the heart of chemistry. Since its inception, computer molecular graphics has

demonstrated its power as an investigation tool in molecular sciences, constitut-

ing itself as an extension of chemical language. In addition, researchers make

an increasingly extensive use of computational methods to model and forecast

the properties of a great variety of systems over a wide range of space and time1220

domains. However, without proper graphical representations (ball-and-stick car-

toons, ribbons, molecular orbitals), such simulations would provide very little

scientific insight to the users, these being just a sheer amount of numbers. On

the other hand, the massive increase growth of computer graphics technolo-

gies for three-dimensional Immersive Virtual Reality (IVR) makes it possible to1225

achieve a further evolution.

54



The main possibilities created by the application IVR technologies to astro-

chemical data are: (i) the ability to close the gap between human perception

and molecular world: this goal can be achieved by coupling visual information

with proprioception skills and other senses; (ii) the possibility to harness human1230

intuition in perturbing and guiding simulations in interactive environments. VR

tools include a vast array: from cheap consumer grade ones (interactive sensors,

immersive helmets or force-feedback devices) to very costly specialized hardware

(such as CAVE3D installations) [224].

Therefore, the development of powerful molecular viewers purposely tailored1235

to astrochemical applications could be of particular interest because, when non-

linear relationships and high-dimensional data sets are studied, the qualitative

judgment skill unique to human investigators (the so called “chemical intuition”)

may be able to detect trends and patterns difficult to isolate by means of ana-

lytical algorithms. Since the importance of such large data sets is growing, it1240

is clear that visualization must cope with this evolution. Several well-known

molecular graphics editors have been provided recently with experimental plug-

ins to be used with immersive or interactive technologies. However, due to

limits in the standardization of the underlying hardware and application pro-

gram interfaces, dominant paradigms have yet to emerge in the exploitation of1245

such technologies. The choice to develop new unified environments, specifically

engineered for new technologies, or extend current ones is very important and is

likely to affect the real success of such applications once the hardware becomes

standardized. An example is offered by the Caffeine software, which is being

developed to exploit current generation IVR technologies [225]. It allows to1250

create, model and save molecular structures and trajectories, loading data from

the most diffuse file formats or dedicated databases and is particularly suited to

be used in CAVE3D installations, interactively and by means of a mobile user

interface for tablets/smartphones.

Finally, it has to be stressed that IVR can have a revolutionary and fruit-1255

ful application for the analysis of the 4D interferometric data-cubes with the

spectral catalogues in order to disentangle the emission due to a large number
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Figure 15: Virtual reality promises a new perception and integration of different aspects of

astrochemistry including astronomical observations, in vitro and in silico experiments.

of prebiotic organic molecules among the forest of lines emerging from the ob-

servational data-cubes. A reliable identification of organic species in the neigh-

borhood of protostellar systems requires the analysis of hundreds of spectra1260

(extracted from the 2D interferometric images) and the successive inspection of

hundreds of lines (each one with different line profiles) spread over very large

bandwidths (e.g. more than 50 GHz at the IRAM telescopes). A systematic

analysis is nowadays hampered by the limits imposed by analyses performed on

screens. More advanced IVR hardware and software driven by powerful high-1265

performance computers can solve the problem in a very effective way and open

new exciting possibilities in several fields of astrochemistry.

Along these lines Figure 15 sketches a possible scenario in which IVR plays

a central role in integrating astronomical observations, laboratory experiments
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and in-silico simulations toward a comprehensive analysis of key problems in1270

astrochemistry.

5. A four-pillar approach to disclose the secrets of the Interstellar

Space

The traditional “legs” (or “pillars”) of the scientific methodology were the-

ory and experiment. This paradigm evolved at the end of the 20th century and1275

the beginning of the 21st century, which witnessed the birth of the “third pillar”

of scientific inquiry (together with theory and experimentation): computational

science. This has been enabling researchers to build and test models of complex

phenomena like multi-century climate shifts, multidimensional flight stresses on

aircraft, and stellar explosions. Recently, this “leg” has been complemented by1280

a “fourth paradigm”: the usage of advanced computing capabilities to manipu-

late and explore massive datasets (Figure 16). For example, the decoding of the

human genome in 2001 was a triumph of large-scale data analysis. Nowadays,

we can affirm that science has four legs, and two of them are computational.

It is in this general context that a four-pillar approach to astrochemistry and1285

astrobiology can be envisaged with the main objective of providing the scientific

community with an effective cyber-infrastructure managed by dedicated work-

flow systems. By integrating computational simulations, experimental data,

external heterogeneous sources and augmented reality/virtual reality (AR/VR)

facilities, the four-pillar approach has the final aim of guiding users in finding1290

answers to still open key questions and, being flexible enough, to new ones.

To make the computational part of the platform as general as possible (new

spectroscopic signatures, more reliable results for large systems, effective eval-

uation of multi-channel reactions, environmental effects, etc.), several theoreti-

cal/computational developments are still needed. At the same time, specialized1295

data centers, for high-performance computing (HPC), and integrated labora-

tories, for experimental molecular spectroscopy, must be developed and fully

integrated into general platforms, also by means of AR/VR facilities.
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Figure 16: Ages of scientific research.

The HPC facilities required for computer simulations, ranging from multi-

scale approaches to molecular sciences, are nowadays accessible in various ways1300

together with a massive amount of data. While automatic data analysis proce-

dures are commonly employed to filter the relevant information and to derive

the target quantities, new opportunities for a deeper understanding of the un-

derlying physical-chemical properties are provided by VR. As mentioned in the

previous section, the latter allows one to exploit the capabilities of the human1305

visual system to readily identify structures, patterns and anomalies, so as to

stimulate the mental process of insights and understanding about large sets of

data and complex phenomena. Thanks to the development of accessible and

powerful hardware and to the increased maturity and flexibility of the related

software, immersive VR technologies can be profitably exploited also for scien-1310

tific purposes.

A crucial element of virtual laboratories is a workflow system built on top of

the middleware layer which provides a visual programming front-end. The above

background shows that time is now ripe to take a step further, and to move from

a passive computational machinery to a pro-active tool able to assist scientists1315

in performing simulations and making decisions. In the context of this review,

this goal can be achieved by cyber-infrastructures dedicated to astrochemistry
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and astrobiology.

In our opinion, it is currently possible to develop integrated platforms for

astrochemistry with the aim of: (i) developing new theoretical methods for spec-1320

troscopic, kinetic and astronomical applications, (ii) integrating them with top

notch experimental data in all applications mentioned above, and (iii) coupling

theory and experiment into novel big-data approaches in an effective cyber-

infrastructure. A first integrated tool in this direction is the, already men-

tioned, VMS software, which has been developed in the framework of molecular1325

spectroscopy [94, 226, 227]. However, its capabilities need to be enhanced and

extended to kinetic aspects integrated with new developments in computational

spectroscopy, multi-scale methods, and machine learning procedures. Data vi-

sualization and manipulation can also be made available through AR/VR tools,

beyond the proof of concept stage, usable on a daily basis and able to tap into1330

human pattern recognition skills. To this end, it is necessary to implement a

set of 3D interactive applications embedded within the workflow system, also

employing state-of-the-art molecular graphics techniques.

6. Concluding remarks

The exploration of the molecular universe is a long journey through the1335

wonders of astronomy and chemistry (astrochemistry) back to the origin of life

on Earth and toward the origin of life elsewhere in space. The complexity of

the problem places demands on the theories of science, stretching the under-

standing of spectroscopy, kinetics and thermodynamics into areas where large

non-ideal systems are hard to understand. To take an important step forward,1340

it is necessary to explore the molecular universe with an understanding of all of

the local molecular environments and disclose possible chemical reactions using

the concepts of physical chemistry. The chemistry of the universe is a remark-

ably rich subject that may have a bearing on the formation of life on Earth

and elsewhere. Particularly fascinating amongst the molecules discovered in the1345

interstellar medium are the COMs that combines multiple functional groups
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illustrative of the rich chemistry of the ISM. While it is now widely recognized

that there is a diverse and complex chemistry occurring in space, it is not at all

clear how to answer two fundamental questions: how is it that these species are

produced? How do they evolve toward biological building-blocks? Indeed, these1350

issues are of remarkable significance, especially since many of the molecules de-

tected in space play a role in the chemistry of life. This aspect of astrochemistry

has attracted intense interest in the general scientific community and spurred

the search for biomolecular building blocks in interstellar space. Intriguingly,

evidence has been presented to suggest that nucleobases (the fundamental ele-1355

ments of RNA and DNA) and amino acids have been carried through space on

meteorites and exist in other extraterrestrial sources. In addition to the iden-

tification of prebiotic species in space, understanding the underlying chemical

processes, including the production, reactions and destruction of compounds,

is one of the main aims of astrochemistry. Gaining deeper insights into these1360

issues can help to address some of the most intriguing questions in all of science

– how did life emerge on primitive Earth? Is it possible that it has also hap-

pened elsewhere in the Universe? – as these surely help to set the stage for the

emergence of life to occur, both on Earth and elsewhere in the cosmos.

The previous paragraph tried to set the scene of the complex and still mys-1365

terious chemical evolution occurring in the universe and explained which spirit

and which aims are at the basis of this review. The chemical evolution across

space has been addressed from different points of view: from the detection

of chemical species in the ISM and planetary environments to their formation

pathways, from spectroscopy to thermochemistry and kinetics, from quantum-1370

chemical computations to astronomical studies. Indeed, the aim of this review

is to provide some insight into the secrets of chemical evolution in space and

to present an integrated approach to disclose them. The envisaged strategy

involves different branches of sciences: it requires a strong interplay between

experiment and theory, between chemistry and physics (with a flavor of biol-1375

ogy), also exploiting the great potentialities of high-performance computers and

virtual reality.
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C. Joblin, J. R. Goicoechea, M. Guélin, Unveiling the dust nucleation zone

of IRC+10216 with ALMA, Astrophys. J. 778 (2013) L25.1460

[27] B. J. McCall, R. E. Griffin, On the discovery of the diffuse interstellar

bands, Proc. R. Soc. A 469 (2013) 20120604.

64



[28] E. K. Campbell, M. Holz, D. Gerlich, J. P. Maier, Laboratory confirmation

of C+
60 as the carrier of two diffuse interstellar bands, Nature 523 (2015)

322.1465

[29] B. A. McGuire, C. N. Shingledecker, E. R. Willis, A. M. Burkhardt, S. El-

Abd, R. A. Motiyenko, C. L. Brogan, T. R. Hunter, L. Margulès, J.-C.

Guillemin, R. T. Garrod, E. Herbst, A. J. Remijan, ALMA detection of

interstellar methoxymethanol (CH3OCH2OH), Astrophys. J. 851 (2017)

L46.1470

[30] G. C. Sloan, K. E. Kraemer, S. D. Price, R. F. Shipman, A uniform

database of 2.4–45.4 micron spectra from the Infrared Space Observatory

Short Wavelength Spectrometer, Astrophys. J. Suppl. Ser. 147 (2003) 379–

401.

[31] C. Puzzarini, M. Biczysko, J. Bloino, V. Barone, Accurate spectroscopic1475

characterization of oxirane: A valuable route to its identification in titan’s

atmosphere and the assignment of unidentified infrared bands, Astrophys.

J. 785 (2014) 107.

[32] S. Grimme, Semiempirical hybrid density functional with perturbative

second-order correlation, J. Chem. Phys. 124 (2006) 034108.1480

[33] D. C. Knauth, B.-G. Andersson, S. R. McCandliss, H. Warren Moos,

The interstellar N2 abundance towards HD 124314 from far-ultraviolet

observations, Nature 429 (2004) 636.

[34] Clairemidi, J., Moreels, G., Mousis, O., Bréchignac, P., Identification of
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Almlöf and P. R. Taylor), PROPS (P. R. Taylor), ABACUS (T. Helgaker,

H. J. Aa. Jensen, P. Jørgensen, and J. Olsen), and ECP routines by A. V.1550
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[127] G. Baryshnikov, B. Minaev, H. Ågren, Theory and calculation of the

phosphorescence phenomenon, Chem. Rev. 117 (2017) 6500–6537.1800

[128] S. Carter, N. C. Handy, P. Rosmus, G. Chambaud, A variational method

for the calculation of spin-rovibronic levels of Renner-Teller triatomic

molecules, Mol. Phys. 71 (1990) 605–622.

[129] V. Boudon, J.-P. Champion, T. Gabard, M. Lote, F. Michelot, G. Pierre,

M. Rotger, C. Wenger, M. Rey, Symmetry-adapted tensorial formalism1805

to model rovibrational and rovibronic spectra of molecules pertaining to

various point groups, J. Mol. Spectrosc. 228 (2004) 620–634.

[130] F. Furche, R. Ahlrichs, Adiabatic time-dependent density functional meth-

ods for excited state properties, J. Chem. Phys. 117 (2002) 7433–7447.

[131] G. Scalmani, M. J. Frisch, B. Mennucci, J. Tomasi, R. Cammi, V. Barone,1810

Geometries and properties of excited states in the gas phase and in so-

lution: Theory and application of a time-dependent density functional

theory polarizable continuum model, J. Chem. Phys. 124 (2006) 094107.

[132] J. Liu, W. Liang, Analytical approach for the excited-state hessian in

time-dependent density functional theory: Formalism, implementation,1815

and performance, J. Chem. Phys. 135 (2011) 184111.

[133] J. M. Luis, D. M. Bishop, B. Kirtman, A different approach for calculat-

ing Franck-Condon factors including anharmonicity, J. Chem. Phys. 120

(2004) 813–822.

[134] J. M. Luis, B. Kirtman, O. Christiansen, A variational approach for calcu-1820

lating Franck-Condon factors including mode-mode anharmonic coupling,

J. Chem. Phys. 125 (2006) 154114.

77



[135] V. Rodriguez-Garcia, K. Yagi, K. Hirao, S. Iwata, S. Hirata, Franck-

Condon factors based on anharmonic vibrational wave functions of poly-

atomic molecules, J. Chem. Phys. 125 (2006) 014109.1825

[136] N. Berova, K. Nakanishi, R. W. Woody (Eds.), Circular Dichroism: Prin-

ciples and Applications, 2nd Edition, John Wiley & Sons, Inc., 2000.

[137] J. P. Riehl, F. S. Richardson, Circularly polarized luminescence spec-

troscopy, Chem. Rev. 86 (1986) 1–16.

[138] I. Ciofini, C. A. Daul, DFT calculations of molecular magnetic properties1830

of coordination compounds, Coord. Chem. Rev. 238-239 (2003) 187–209,

Theoretical and Computational Chemistry.

[139] T. Helgaker, S. Coriani, P. Jørgensen, K. Kristensen, J. Olsen, K. Ruud,

Recent advances in wave function-based methods of molecular-property

calculations, Chem. Rev. 112 (2012) 543–631.1835

[140] J. Bloino, M. Biczysko, V. Barone, Anharmonic effects on vibrational

spectra intensities: Infrared, raman, vibrational circular dichroism, and

raman optical activity, J. Phys. Chem. A 119 (2015) 11862–11874.

[141] N. Lin, F. Santoro, A. Rizzo, Y. Luo, X. Zhao, V. Barone, Theory for

vibrationally resolved two-photon Circular Dichroism spectra. application1840

to (R)-(+)-3-methylcyclopentanone, J. Phys. Chem. A 113 (2009) 4198–

4207.

[142] F. Santoro, V. Barone, Computational approach to the study of the line-

shape of absorption and Electronic Circular Dichroism spectra, Int. J.

Quantum Chem. 110 (2010) 476–486.1845

[143] J. Bloino, M. Biczysko, F. Santoro, V. Barone, General approach to com-

pute vibrationally resolved one-photon electronic spectra, J. Chem. The-

ory Comput. 6 (2010) 1256–1274.

78



[144] F. Santoro, C. Cappelli, V. Barone, Effective time-independent calcu-

lations of vibrational resonance raman spectra of isolated and solvated1850

molecules including Duschinsky and Herzberg-Teller effects, J. Chem.

Theory Comput. 7 (2011) 1824–1839.

[145] A. Baiardi, J. Bloino, V. Barone, General time dependent approach to

vibronic spectroscopy including Franck−Condon, Herzberg−Teller, and

Duschinsky effects, J. Chem. Theory Comput. 9 (2013) 4097–4115.1855

[146] A. Baiardi, J. Bloino, V. Barone, A general time-dependent

route to resonance-raman spectroscopy including Franck−Condon,

Herzberg−Teller and Duschinsky effects, J. Chem. Phys. 141 (2014)

114108.

[147] A. Baiardi, J. Bloino, V. Barone, Time-dependent formulation of Reso-1860

nance Raman Optical Activity spectroscopy, J. Chem. Theory Comput.

14 (2018) 6370–6390.
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F. W., Öberg, K. I., Persson, M. V., van Dishoeck, E. F., Wampfler, S. F.,2030

The ALMA-PILS survey: First detections of deuterated formamide and

deuterated isocyanic acid in the interstellar medium, Astron. Astrophys.

590 (2016) L6.

[204] J. A. Montgomery Jr., M. J. Frisch, J. W. Ochterski, G. A. Petersson, A

complete basis set model chemistry. VI. Use of density functional geome-2035

tries and frequencies, J. Chem. Phys. 110 (1999) 2822–2827.

85



[205] J. A. Montgomery Jr., M. J. Frisch, J. W. Ochterski, G. A. Petersson, A

complete basis set model chemistry. VII. Use of the minimum population

localization method, J. Chem. Phys. 112 (2000) 6532–6542.

[206] Rivilla, V. M., Beltrán, M. T., Cesaroni, R., Fontani, F., Codella, C.,2040

Zhang, Q., Formation of ethylene glycol and other complex organic

molecules in star-forming regions, Astron. Astrophys. 598 (2017) A59.

[207] C. R. Arumainayagam, R. T. Garrod, M. C. Boyer, A. K. Hay, S. T. Bao,

J. S. Campbell, J. Wang, C. M. Nowak, M. R. Arumainayagam, P. J.

Hodge, Extraterrestrial prebiotic molecules: photochemistry vs. radiation2045

chemistry of interstellar ices, Chem. Soc. Rev. 48 (2019) 2293–2314.

[208] R. T. Garrod, S. L. Widicus Weaver, Simulations of hot-core chemistry,

Chem. Rev. 113 (2013) 8939–8960.

[209] P. Atkins, J. De Paula, Physical Chemistry, Oxford University Press, 2014.

[210] L. W. Chung, W. M. C. Sameera, R. Ramozzi, A. J. Page, M. Hatanaka,2050

G. P. Petrova, T. V. Harris, X. Li, Z. Ke, F. Liu, H.-B. Li, L. Ding,

K. Morokuma, The ONIOM method and its applications, Chem. Rev.

115 (2015) 5678–5796.

[211] S. Re, K. Morokuma, ONIOM study of chemical reactions in microsolva-

tion clusters: (H2O)nCH3Cl + OH−(H2O)m (n + m = 1 and 2), J. Phys.2055

Chem. A 105 (2001) 7185–7197.

[212] J. Tomasi, B. Mennucci, R. Cammi, Quantum mechanical continuum sol-

vation models, Chem. Rev. 105 (2005) 2999–3094.

[213] A. Rimola, D. Skouteris, N. Balucani, C. Ceccarelli, J. Enrique-Romero,

V. Taquet, P. Ugliengo, Can formamide be formed on interstellar ice? An2060

atomistic perspective, ACS Earth Space Chem. 2 (2018) 720–734.

[214] D. Clarke, J. P. Ferris, Chemical evolution on titan: Comparisons to the

prebiotic Earth, Orig. Life Evol. Biol. 27 (1997) 225–248.

86



[215] F. Raulin, C. McKay, J. Lunine, T. Owen (Eds.), Titan from Cassini-

Huygens, Dordrecht, Springer, 2009.2065

[216] N. Balucani, F. Leonori, R. Petrucci, M. Stazi, D. Skouteris, M. Rosi,

P. Casavecchia, Formation of nitriles and imines in the atmosphere of

Titan: combined crossed-beam and theoretical studies on the reaction

dynamics of excited nitrogen atoms N(2D) with ethane, Faraday Discuss.

147 (2010) 189–216.2070

[217] D. S. N. Parker, R. I. Kaiser, On the formation of nitrogen-substituted

polycyclic aromatic hydrocarbons (NPAHs) in circumstellar and interstel-

lar environments, Chem. Soc. Rev. 46 (2017) 452–463.

[218] M. Y. Palmer, M. A. Cordiner, C. A. Nixon, S. B. Charnley, N. A. Teanby,

Z. Kisiel, P. G. J. Irwin, M. J. Mumma, ALMA detection and astrobio-2075

logical potential of vinyl cyanide on Titan, Sci. Adv. 3 (2017) e1700022.

[219] V. Vuitton, R. V. Yelle, P. Lavvas, Composition and chemistry of Titan’s

thermosphere and ionosphere, Phil. Trans. R. Soc. A 367 (2009) 729–741.

[220] P. Lavvas, R. V. Yelle, T. Koskinen, A. Bazin, V. Vuitton, E. Vigren,

M. Galand, A. Wellbrock, A. J. Coates, J.-E. Wahlund, F. J. Crary,2080

D. Snowden, Aerosol growth in titan’s ionosphere, Proc. Natl. Acad. Sci.

110 (2013) 2729–2734.

[221] R. E. Hartle, E. C. Sittler Jr., F. M. Neubauer, R. E. Johnson, H. T.

Smith, F. Crary, D. J. McComas, D. T. Young, A. J. Coates, D. Simpson,

S. Bolton, D. Reisenfeld, K. Szego, J. J. Berthelier, A. Rymer, J. Vilppola,2085

J. T. Steinberg, N. Andre, Preliminary interpretation of Titan plasma

interaction as observed by the Cassini Plasma Spectrometer: Comparisons

with Voyager 1, Geophys. Res. Lett. 33 (2006) L08201.

[222] S. Hörst, V. Vuitton, R. Yelle, Origin of oxygen species in Titans atmo-

sphere, J. Geophys. Res. 113 (2008) E10006.2090

87



[223] S. Hörst, R. Yelle, A. Buch, N. Carrasco, G. Cernogora, O. Dutuit,

E. Quirico, E. Sciamma-O’Brien, M. Smith, A. Somogyi, C. Szopa,

R. Thissen, V. Vuitton, Formation of amino acids and nucleotide bases in

a Titan atmosphere simulation experiment, Astrobiology 12 (2012) 809–

817.2095

[224] D. Licari, G. Mancini, A. Brogni, A. Salvadori, V. Barone, The SMART

Cyberinfrastructure: Space-Time Multiscale Approaches for Research and

Technology, CRC Press, 2017.

[225] A. Salvadori, G. Del Frate, M. Pagliai, G. Mancini, V. Barone, Immersive

virtual reality in computational chemistry: Applications to the analysis2100

of QM and MM data, Int. J. Quantum Chem. 116 (2016) 1731–1746.

[226] D. Licari, N. Tasinato, L. Spada, C. Puzzarini, V. Barone, VMS-ROT: A

new module of the Virtual Multifrequency Spectrometer for simulation,

interpretation, and fitting of rotational spectra, J. Chem. Theory Comput.

13 (2017) 4382–4396.2105
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