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Introduction

The commercialization and popularization of cyberspace has 
led to a revolution in health care, allowing—among other 
things—patients to connect among themselves, and with 
medical practitioners. The establishment of self-help com-
munities has been initially welcomed (Ferguson, 1997) and 
can still have a great potential to provide important informa-
tion and emotional support, as well as to give patients a sense 
of empowerment (Chung, 2014; Fullwood et al., 2019; Zhu 
et al., 2020). However, cyberspace has been extensively used 
also as a vector to disseminate medical misinformation and 
even fraudulent medical claims.

The promotion and selling of fake cures and well-being 
practices advertised as safe and effective is not new, but it 
has long plagued health care systems (Cattaneo & Corbellini, 
2014; Gazzola, 2019; Herbert, 1986; Lerner, 1984; Offit, 
2013). Because of the opportunities offered by cyberspace 
in creating like-minded virtual communities and in giving a 
platform to false experts, however, this type of medical mis-
information seems to have boomed in recent years (Lavorgna 

& Di Ronco, 2017, 2019; Broniatowski et  al., 2018; 
Lavorgna & Sugiura, 2019; Horsburgh & Barron, 2019; 
Klawitter & Hargittai, 2018; Rojek, 2017), exposing the 
general public to (at times fatal) hazards. In several coun-
tries, a number of court trials and journalistic reports have 
provided evidence of the social harm of these types of mal-
practices, which negatively impact not only the health of 
people, but also the confidence in the professional scientific 
and medical norms (D’Amato, 2019; Editorial, 2018; 
Grimes, 2019; Hernandez & McMillan, 2019; Ohlheiser, 
2019). It is estimated that patients who solely choose alter-
native therapies have a twofold risk of mortality compared 
with those who have standard therapy (Johnson et al., 2018); 
those with early-stage cancers such as those of the breast 
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and bowel face a four- to sixfold increase in mortality 
(American Society of Clinical Oncology [ASCO], 2018).

The topic of misleading medical information and, specifi-
cally, of the harms related to non-science-based health prac-
tices has been addressed by criminologists only in recent 
years through some pilot studies (see, for instance, Horsburgh 
& Barron, 2019; Lavorgna & Di Ronco, 2017, 2019; Lavorgna 
& Sugiura, 2019; Markovska et al., 2019; Massa, 2019), hav-
ing recognized that the social sciences and criminology in 
particular should be very concerned with the investigation of 
practices that can cause serious harms. These investigations 
can be traced back to the critical strand in criminology advo-
cating for the discipline to engage with a broader notion of 
social harm (Hillyard & Tombs, 2004; Paoli & Greenfield, 
2013; Tombs, 2016), which also (but not only) encompasses 
criminal harm.

The study of non-science-based health practices, how-
ever, is also a multi- and cross-disciplinary endeavor; indeed, 
a synergetic approach between criminology and other disci-
plines seems promising to unpack the complex social dynam-
ics characterizing this research area (Lavorgna & Di Ronco, 
2019), with web/data science and communication studies 
playing increasingly a prominent role in shedding light on 
behavioral and communicative patterns in cyberspace (Del 
Vicario et al., 2016; Zhu et al., 2020). This article aims to 
further this path of inquiry by combining criminological and 
computer science expertise to investigate the existence of 
structural relationships and to analyze the characteristics of 
popular actors active in promoting harmful alternative health 
practices via the online microblogging and social media net-
working service Twitter, with a specific focus on anticancer 
treatments in the English-speaking online community.

Background

As mentioned in the Introduction, the propagation of mislead-
ing or even fraudulent information on health practices that are 
not based on scientific evidence, which are often harmful yet 
tend to be widely accepted by many, has boomed in recent 
years with the commercialization and popularization of cyber-
space. At the same time, this topic has also started to receive 
increasing academic attention, including in the social sciences 
and criminology (Lavorgna & Di Ronco, 2017, 2019; 
Lavorgna & Sugiura, 2019; Horsburgh & Barron, 2019; 
Markovska et al., 2019; Massa, 2019; Rojek, 2017). Debunkers 
and journalistic inquiries had long dwelled on this issue (con-
sider, among some recent examples, D’Amato, 2010, 2019; Di 
Grazia, 2017; Konnikova, 2016; Ohlheiser, 2019; Sense About 
Science, 2013), while academic attention was initially rare and 
mostly limited to the medical sciences (Angell & Kassirer, 
1998; Barrier & Yarett, 2012; Bashford, 1911; Deng & 
Cassileth, 2013; Ernst, 2002; Greenberg, 1975; Herbert, 1986; 
Lerner, 1984), even if with some notable exceptions (Blume, 
2006; Coulter & Willis, 2004; Pedersen, 2013).

A minority of social sciences and criminology studies have 
focused, among other things, on “old media” and how they 
convey information on alternative information (Capurro et al., 
2018; Coulter & Willis, 2004; Lavorgna & Di Ronco, 2019; 
Lavorgna & Sugiura, 2019), on the institutional context that 
allows certain ineffective pseudoscientific practices to thrive 
(Markovska et al., 2019), on the role of the political debate in 
generating antiscientific positions on health care issues 
(Massa, 2019), and presented a typology of harmful health 
practitioners offering non-science-based treatments (Lavorgna 
& Di Ronco, 2019). Most social sciences–led investigations 
on non-science-based harmful health practices (including in 
public health literature), however, have rather dealt with their 
“online” features. In this context, it is possible to identify three 
main research strands that are particularly relevant to provide 
some background to the study here presented.

First, most attention has been given to vaccine hesitancy 
and the role of cyberspace in propagating anti-vaxxers’ ideas 
(Kata, 2010, 2012; Sak et al., 2015; Smith & Graham, 2017). 
Often by relying on digital sociology approaches, research-
ers have analyzed the characteristics of online conversations 
and messages (including on Twitter). They have identifying 
key themes (ranging from freedom of choice to Big Pharma 
conspiracies) and emphasized some elements of strength in 
anti-vaxxers’ communication—for instance, in how they use 
personal stories and an emotionally laden language to 
describe the alleged negative effects of vaccines (Davies 
et al., 2002; Love et al., 2013), in their use of language (for 
instance, often they do not explicitly oppose vaccines but 
rather claim to be “pro-safe vaccines” or “pro-choice”; Kata, 
2012), or in the use of dubious evidence such as privately 
published materials to support questionable claims (Davies 
et al., 2002; Di Ronco & Allen-Robertson, 2019; Kata, 2010, 
2012; Smith & Graham, 2017). Researchers have also under-
lined the polarized nature of this type of online debates  
(Ahn & Park, 2015; Di Ronco & Allen-Robertson, 2019; 
Gunnarsson Lorentzen, 2014).

Second, researchers have investigated the role and 
behaviors of online false health and well-being “experts” 
(Konnikova, 2016; Lavorgna & Sugiura, 2019; Rojek, 2017; 
Rousseau, 2015). Individuals without recognized qualifica-
tions who peddle dubious remedies find in cyberspace a plat-
form for global, large-scale, interactive, and commercial 
communication, where they can construct a highly curated 
and cleansed version of themselves; in this way, they take a 
role that was once reserved for highly trained specialists 
(Khamis et  al., 2016; Lavorgna & Sugiura, 2019; Rojek, 
2017). As explained in Horsburgh and Barron (2019), a key 
issue is that evidence-based information is often complex and 
difficult to understand by the public, leaving room to many 
different voices to communicate erroneous, biased, or fraudu-
lent information to consumers—leading to psychological, 
physical, and economic harms. Being bombarded by mislead-
ing information, the public can also experience information 
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overload, which may result in people making poor health-
related decisions (Ramondt & Ramírez, 2019).

Third, there has been some exploratory research looking 
specifically at online communities promoting or otherwise 
supporting dangerous fraudulent health information, includ-
ing non-science-based anticancer treatments (Lavorgna & Di 
Ronco, 2017). In this case, however, the researchers have 
qualitatively analyzed only a limited sample of threads on a 
very popular Italian online forum, shedding light on the sup-
port received by three convicted fraudulent medical “experts” 
by their believers, who formed sect-like chat groups contrib-
uting to the continuation of these harmful criminal practices. 
Interestingly, these “believers” did not feel themselves vic-
timized; if they felt victimized, it was by the medical estab-
lishment and “Big Pharma.” Nevertheless, they are victims 
of dangerous frauds, even if at the same time they are actively 
contributing to the scam by promoting dangerous treatments 
and spreading misinformation to others.

Overall, all these three main research strands have shown 
how non-science-based health approaches are at the heart of 
very polarized debates. For many “believers” and “skeptics,” 
being curious about alternative medical practices can signal a 
proximity to a certain lifestyle; members of both these groups 
are generally active in cyberspace and especially via social 
media in defending their arguments or opinion, and often also 
in mocking or disparaging their counterparts (Lavorgna & Di 
Ronco, 2017; D’Amato, 2019; Di Ronco, & Allen-Robertson, 
2019; Petts & Niemeyer, 2004; Schmidt et al., 2018). While 
previous studies have looked at both groups, looking at their 
interactions on social media (e.g., Di Ronco & Allen-Robertson, 
2019), in this study, we decided to focus only on “believers.” 
More specifically, furthering the third research strand as 
described above, we are focusing on providers of non-science-
based anticancer treatments and their most active supporters 
(on Twitter) who we expect to often play the ambivalent role of 
being victims while having a moral responsibility as they facili-
tate the dissemination and adoption of dangerous practices 
(Lavorgna & Di Ronco, 2017; Pedersen, 2013).

We are focusing on the specific case of anticancer treat-
ments, which are a particularly heinous and traditionally 
“successful” form of fraudulent remedies. As reported by 
Lerner already in the 1980s, a lack of confidence in the pub-
lic institutions, a public panic toward cancer or “the big C,” 
and a general feeling of frustration with the official medicine 
for not finding a “cure” for cancer created a fertile soil for 
fraudsters, who often refer to surgery, radiation, and chemo-
therapy as mutilation, burning, and poisoning (Lerner, 1984: 
816). Unfortunately, despite the pervasiveness of different 
types of cancer, cancer is extremely complex and, in some 
cases, still poorly understood; treatments that are accepted 
by the scientific community often come with major side 
effects—a fertile soil for fraudulent and unscrupulous pro-
viders, who prey on those more vulnerable and their hopes of 
having access to a panacea (Grimes, 2019).

Health care frauds are criminalized in many countries, 
even if in most cases there is not a specific legislation to 
protect cancer patients and their beloved ones from “quack-
eries.” An exception is the United Kingdom, where the 
Cancer Act 1939, among other things, prohibits certain 
advertisements relating to cancer. More specifically, it pro-
hibits the publication, except under specified conditions, of 
advertisements that “offer to treat any person for cancer, or to 
prescribe any remedy therefor, or to give any advice in con-
nection with the treatment thereof” (Section 4(1)). The Act, 
however, has been sparsely used (approximately 20 cases in 
the last three decades), with only a few cases that had been 
tried under the Act resulting in convictions and fines. 
However, many other providers have had to remove or mod-
ify advertising after being contacted by Trading Standards 
under the Cancer Act. If not under the Cancer Act (which 
covers also websites and social media accessible within the 
United Kingdom if they are aimed at the general public) 
many of the tweets analyzed are likely to be not only poten-
tially harmful but might be potentially illegal under con-
sumer protection laws and other comparable regulations in 
other jurisdictions.

Apart from criminalizing and/or regulating those making 
dangerous cancer claims, in recent years, there has been an 
increasing pressure to make tech companies and service pro-
viders (more) accountable for what passes through them—
after all, it is because of them if fringe and conspiracy 
theories, including misleading, fraudulent, and potentially 
dangerous cancer “treatments” often reach the masses. The 
plumbing metaphor used by Ohlheiser (2019) (“companies 
[such as Google and Facebook] have been more focused on 
building out the plumbing than keeping the pipes clean of 
misinformation”) is quite effective to stress the responsibil-
ity and accountability of intermediaries in having a more 
active role in regulating online content with ad hoc policies 
speech (Leiter, 2010; Pavan, 2017)—an issue which remain 
controversial because it impacts the boundaries of freedom 
of expression and of speech. For the moment being, as mis-
leading or false health information is removed in an inconsis-
tent way (if at all, as it is generally not recognized as harmful 
content by tech companies’ moderators), the problem per-
sists, and bogus medical advices proliferate online. Tech 
companies are experimenting with strategies to limit health 
misinformation, first and foremost around vaccine hesitancy. 
Facebook, for instance, is considering alerting users who are 
invited to join groups known to have spread debunked false 
information (Ohlheiser, 2019), and it has reportedly changed 
its News Feed algorithms to reduce promotion of posts 
promising miracle cures (Hernandez & McMillan, 2019); 
YouTube is reportedly working with medical doctors to iden-
tify and remove content promoting unproven dangerous 
medical claims (Hernandez & McMillan, 2019). These 
attempts to better police harmful health-related information 
online are welcomed, but a quick keyword search on the 
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most popular social media platforms shows clearly that there 
is still a long way to go.

The Twitter platform was chosen as object of this study as 
it had not been studied yet as regard to its role in the propaga-
tion of dangerous non-science-based health information such 
as fake anticancer treatments, even if other studies (such as 
on the anti-vaxx community) have suggested that online 
communities active on Twitter have an important role in the 
proliferation of medical misinformation.

Method

This study, funded by the Web Science Institute (WSI) of the 
University of Southampton (which promotes collaboration 
between disciplines to focus the analytical power of 
researchers to understand and explain the Web), has been 
carried out by a criminologist and a computer scientist. The 
approach chosen is interdisciplinary and combines a compu-
tational approach and traditional content analysis to “zoom 
in” and analyze more in-depth a subset of data of particular 
relevance.

Data Collection

Tweets were collected for a 5 months period of observation 
(January 2019–May 2019). The Web Data Research 
Assistant, a Chrome browser plugin (Lavorgna & Di Ronco, 
2019), was used to retrieve data from the Twitter web app. 
We retrieved data (i.e., tweets and the accounts that have par-
ticipated with at least one tweet during the period investi-
gated) in shanks using a combination of 20 sets of two 
keywords (e.g., “tumor + holistic”; “tumor + natural”; 
“cancer natural”) in English each time. This search produced 
a total number of 15,813 tweets from 11,285 Twitter users. 
Duplicate tweets were eliminated. Being conscious that auto-
matic keyword searches can produce many false positives 
which could negatively impact our analysis, we decided to 
increase data quality by adding a manual element in the data 
gathering. This approach is in line with recent attempts to 
improve the capability of social scientists to gather empirical 
evidence at scale from online communities for sociotechni-
cal analysis without losing data accuracy (see Halford et al., 
2018; Halford & Savage, 2017; Middleton et al., 2020), and 
promotes a constant interaction between the computer scien-
tist managing the data collection and the criminologists pro-
viding subject matter expertise.

After the initial data set was created, the criminologist 
provided incremental feedback to the computer scientist sug-
gesting words and/or users to be used for filtering as mani-
festly irrelevant for the scope of this work (e.g., “cancer” can 
refer to horoscope-related jargon, or combination of key-
words such as “cancer + alternative” can lead to tweets 
posted by reputable publishing houses promoting new sci-
ence-based academic articles on cancer treatments). In total, 
275 words and 58 users were blacklisted, reducing our final 

data set for the social media analysis to 7,676 relevant tweets 
from 5,615 users.

Network Data Analysis

One part of the analysis was dedicated to investigating the 
relationships among the promoters of alternative anticancer 
treatments—whether they grouped together (how interlinked 
was the network), how they grouped together (how did those 
links structure the network), and why they grouped together 
(what factors encouraged them to group). To do this, we 
focused on the existing dynamics in the dialogues among the 
5,615 “relevant users” who created the set of 7,676 relevant 
tweets. We identified the following:

•• The conversational network created by the relevant 
users either mentioning each other in their tweets or 
replying to each other’s tweets (N = 320);

•• A number of engaged conversational subnetworks 
that are significant well-connected components within 
the whole conversational network (N = 236);

•• The friendship network of Twitter follower relation-
ships between the members of the engaged conversa-
tional subnetworks.

A second stage of the analysis aimed to analyze the character-
istics of actors active in promoting harmful alternative health 
practices. This stage allowed us to “zoom in” toward tweets 
and authors of particular relevance and involved a qualitative 
content analysis of (a) the tweets that attracted the most “atten-
tion” and (b) the authors with the most “network capital.”

The “attention” of a single tweet was determined by the 
number of retweets, likes, and responses it received. 
Generally speaking (though not always), a like or a retweet 
indicates that the content is considered important/endorsed 
by the user; liking or retweeting is not just about the diffu-
sion of information, but it is also used to express agreement, 
form or maintain a social relationship, and share public senti-
ment. Mentioning other accounts indicates discourse between 
users (Ahn & Park, 2015; Di Ronco & Allen-Robertson, 
2019). The average of the sum of the replies, likes, and 
retweets in our set of 7,676 tweets was 20 (ranging from 
56,700 to 0); only 317 popular tweets were above average, 
and they were considered for the qualitative analysis.

Each Twitter user’s “network capital” was determined by 
the number of followers that their account has attracted, and 
hence the number of Twitter users that would be expected to 
see (and potentially interact with) their tweets. In our set of 
5,615 users, the average of number of followers is 234,212 
(ranging from 3,984,677 to 0); only 85 authors were above 
this average, and also their tweets were considered for quali-
tative analysis.

The relatively limited number of above-average tweets 
and authors identified is not surprising and in line with previ-
ous research which stressed how communication on Twitter 
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is largely dependent on relatively small numbers of users 
critically positioned in the structure of the network (Garcia 
et al., 2017; Jürgens et al., 2011). The two subsets of data (for 
a total of 394 tweets, as eight tweets were common to both 
subsets) were qualitatively analyzed with the support of rel-
evant software (NVivo 12). Data were organized through the 
following main codes: author (with the subsections: relevant 
author; to be dismissed), type of treatment, motivation, and 
attitude.

Ethical Considerations

In online research, ethical standards are still under refine-
ment and may still vary among disciplines and jurisdictions. 
Overall, there is still insufficient consistency or agreement 
on current practice (Zimmer & Kinder-Kurlanda, 2017). 
Unfortunately, some research frameworks and ethical stan-
dards traditionally used by researchers and ethical boards 
(e.g., around the concepts of informed consent, expectations 
of privacy and anonymity) are inadequate to respond to the 
new challenges and possibilities of online research, espe-
cially in sensitive areas; there is the need to find new bal-
ances between mitigating risks to both researchers and 
research subjects, while allowing the exploration of unchar-
tered research territories (Markham & Buchanan, 2012; 
Middleton et al., 2020). As suggested by the state-of-the-art 
literature on online research ethics, to carry out our study, we 
took all the necessary precautions to ensure that our research 
was “ethically informed” (Zimmer & Kinder-Kurlanda, 
2017). Particularly, we collected data by using a software 
tool compatible with Twitter policies, and we collected infor-
mation that had already been posted on the Twitter platform 
(hence, the participants had already accepted Twitter’s Terms 
and Conditions). For the nature of the information posted 
and the platform used, we could assume that the participants 
expected the virtual space used to be public. Seeking 
informed consent from Twitter users would have been virtu-
ally impossible and seen as intrusive, but as we only observed 
passively participants, this omission is in line with current 
research standards (British Sociological Association [BSA], 
2017; Social Data Lab, 2019). For concerns related to Twitter 
users’ anonymity, we did not use personal identifiers and are 
not quoting directly the content of the tweets (in line with Di 
Ronco & Allen-Robertson, 2019; Williams & Burnap, 2017; 
Williams et al., 2017). The retrieved data are not going to be 
published, but they have been stored securely in line with the 
University Research Data Management Policy. We submit-
ted our data study plans to our university Research Ethics 
Committee for approval (approved—ERGO/FPSE/49000).

Results and Discussion

Social Media Analysis

As is indicated by the ratio of relevant tweets (7,676) to rel-
evant users (5,615), the overall network is sparse with the 

vast majority of users (5,181) responsible for only a single 
tweet. In addition, most tweets (4,680) are isolated, connect-
ing to no other users via mention or reply-to relationships. 
These isolated users feature as the outer rings in Figure 1, 
with the more connected authors as the inner structure which 
has been highlighted in Figure 2. In both figures, the size of 
the individual author nodes is related to the number of Twitter 
followers of that account.

The structure of the network was identified (and colored) 
by the Louvain modularity algorithm, which determines sub-
parts of a network that have more linking internally than to 
the rest of the network. The modularity statistic for the entire 
network is 0.96, given a possible range of [−0.5.  .  .1], indi-
cating that it is not a homogenously interconnected whole, 

Figure 1.  Entire network of relevant tweets, as produced by 
Gephi Force Atlas2 layout algorithm.

Figure 2.  Highly linked conversational network components 
isolated by Gephi Modularity algorithm.
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but characterized by internally connected clusters (seen in 
Figures 1 and 2).

The resulting “doughnut-shaped” conversational network 
features clusters around significant actors such as a user pre-
senting himself as a doctor and promoting alternative treat-
ments; a radio program dedicated to wellness and well-being; 
publishers of natural health and wellness books and Twitter 
pages dedicated to books and books promotion; health news 
and pharmaceutical companies.

The activity of the smaller conversational network was 
observed over time as a day-by-day animation, allowing us 
to observe the network’s activity at any given point in the 
period January 2019–May 2019. From this dynamic visual-
ization, it was evident that only very small and disconnected 
sets of even the most interconnected parts of the conversa-
tional network were active at any time.

Overall, the features of the social network observed sug-
gest that, contrary to previous research describing supporters 
of non-science-based medical treatments online (including in 
the Twittersphere, in the case of anti-vaxxers) as part of a 
community or a movement, most users tend to cluster in tran-
sient and loosely formed collectives around a common inter-
est or activity (Forsyth, 2019); they resemble more a crowd 
of strangers springing up because something happens catch-
ing briefly their attention (e.g., a book is published and 
advertised, or a popular promoter posted some interesting 
information) rather than a defined group displaying specific 
subcultural characteristics.

Friendship networks.  As well as the “in the moment” engaged 
conversational network that emerged from the tweets, we 
identified the more permanent “friendship” relationship 
between the actors in that network. Data about each actor’s 
friends were retrieved using TWARC (a package for Python 
for archiving Twitter data), and the network of friendship 
between these actors was again plotted using Gephi. Looking 
at friendship networks allowed us to consider the network of 
attention—the choices of each actor about whose media to 
consume or which other actors to align to and an indication 
of how actively they pursue their Twitter life. Mostly, these 
Twitter accounts followed hundreds or thousands of other 
accounts in general (i.e., not constrained to the accounts in 
this study), while minority only followed tens or fewer and a 
handful followed hundreds of thousands of other accounts.

The components of this network were also calculated 
using Gephi’s Modularity function, to determine those parts 
of the network that had significant internal relationships. 
Examination of the account profiles of the members of the 
components demonstrates the principle of homophily that 
causes the actors to closely align themselves (by choosing 
whom to follow) with other actors that share their purpose 
(see Table 1). This results in a more densely structured rela-
tionship than shown in the conversational networks.

As well as those relationships shown in Figure 1, each actor 
follows a potentially very large number of other accounts. 

These “other accounts” were examined, to see which were 
most commonly followed by (a) the network as a whole (see 
Table 2) and (b) the pro-alternative medicine accounts in par-
ticular (see Table 3). In both cases, the most commonly fol-
lowed accounts had huge network capital, with many tens or 
hundreds of thousands of followers. A sharp distinction 
emerges between the network as a whole (who mainly follow-
ing official science and medical sources) and the pro-alterna-
tive medicine accounts (who mainly following conservative 
political or celebrity sources).

This result suggests that, even if a well-defined online 
community cannot be identified (as shown above), there are 
interesting sociopolitical and cultural elements shared by 
the providers of non-science-based anticancer treatments 
and their supporters on Twitter. While further research 
investigating values and motivations of these users is needed 
to validate this finding, a better understanding of their sys-
tem of beliefs could certainly help to develop and imple-
ment better tailored awareness-raising strategies, both 
online and offline (as convergence in political ideologies, 
values and systems of belief suggest that medical misinfor-
mation is likely be also prevalent among people aligned to 
those ideas in the physical world, regardless of their online 
engagement).

Content Analysis

Author.  Approximately one third of the tweets considered for 
the qualitative analysis had to be dismissed as they were not 
posted by providers of non-science-based anticancer treat-
ments or by their supporters. Rather, more than half of the 
dismissed tweets had been posted by doctors or debunkers 
when trying to convince supporters of “quack” treatments of 
their dangerousness, or when attacking or mocking provid-
ers. The remaining dismissed tweets, while relevant to the 
topic of non-science-based anticancer treatments, were 
mostly posted by a variety of actors (research centers, medi-
cal schools, reputable academic publishing houses, media 
outlets) that were discussing such a topic not to support it 
whatsoever, but to inform other users and to share research 
results. Only a very limited number of tweets (10, which cor-
responds to less than 3% of the set considered) were irrele-
vant to the topic (e.g., tweets about the horoscope, politics, or 
veteran support). It is suggested that Twitter users active in 
sharing cancer-related research-based information might 

Table 1.  Engaged Friendship Network Components.

Component color Main purpose of account

Lilac Science, medicine and clinical accounts
Blue (Explicitly) Pro-alternative medicine
Green Anti-alternative medicine
Yellow Publishing
Orange Public Health, Health Policy, and others
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Table 2.  Other Accounts Most Commonly Followed (by 50 or More Accounts in the Whole Network. i.e., > 20%).

Account Profile Followers

BarackObama Dad, husband, President, citizen. 115,066,819
nytimes News tips? Share them here: https://t.co/ghL9OoYKMM 45,974,361
DrJenGunter OB/GYN, appropriately confident, lasso of truth, Canadian Spice, I speak for no one but me. The 

Vagina Bible (bestseller! OMG). Jensplaining, NYT contributor.
297,965

WHO We are the #UnitedNations’ health agency. We are committed to achieving better health for 
everyone, everywhere—#HealthForAll

7,025,231

ASCO Official account of the American Society of Clinical Oncology and its affiliate the Association for 
Clinical Oncology. Association tweets labeled #ASCOAdvocacy.

106,334

theNCI Official Twitter account of the National Cancer Institute, the U.S. government’s lead agency for 
cancer research. Privacy: https://t.co/47s9FxzVVe

184,556

NEJM The New England Journal of Medicine (http://t.co/YKINVyRNEl) is the world’s leading medical 
journal and website.

680,678

CDCgov CDC’s official Twitter source for daily credible health & safety updates from Centers for Disease 
Control & Prevention. Privacy policy: https://t.co/N3OhkbXTAq

2,385,244

DrLindaMD #FamilyDoctor, Editor-in-Chief @physicianswkly, #Author, @PROWDwomen, top-ranked 
#blogger, clinical assistant professor @RWJMS, media consultant, #Coptic

93,780

NIH Official Twitter account of the National Institutes of Health. NIH. . .Turning Discovery Into Health 
®. Visit: https://t.co/Sq1H7rBx8m; Privacy Policy: https://t.co/0BX8tXlORG

1,111,571

BBCBreaking Breaking news alerts and updates from the BBC. For news, features, analysis follow @BBCWorld 
(international) or @BBCNews (UK). Latest sport news @BBCSport.

42,478,186

DanaFarber Dana-Farber Cancer Institute—a leading center for expert, compassionate cancer care and advanced 
research. Appts: 877-XXX| https://t.co/8WMFTb5fDx

98,523

BillGates Sharing things I’m learning through my foundation work and other interests. 49,385,837
TheLancet Welcome to The Lancet on Twitter. Keep in touch with The Lancet, one of the world’s leading 

general medical journals, published weekly since 1823 #FutureChild
473,347

Note. Descending Order of Frequency.

Table 3.  Other Accounts Most Commonly Followed by Pro-Alternative Clique (12+ members of the Clique, i.e., >50%).

Account Profile Followers

POTUS 45th President of the United States of America, @realDonaldTrump. Tweets archived: https://t.co/
eVVzoBb3Zr

29,079,811

RealDonaldTrump 45th President of the United States of America U S 75,807,681
RealJamesWoods This is the exclusive verified Twitter account for James Woods. Any other accounts on Twitter, 

Facebook, https://t.co/xOXURXDVk5, or other social media are imposters.
2,316,548

WhiteHouse Welcome to @WhiteHouse! Follow for the latest from President @realDonaldTrump and his 
Administration. Tweets may be archived: https://t.co/IURuMIrzxb

21,272,976

FLOTUS This account is run by the Office of First Lady Melania Trump. Tweets may be archived. More at https://t.
co/eVVzoBb3Zr

13,636,993

RealCandaceO My book BLACKOUT is available on Amazon, Barnes & Noble, Kindle and more! 2,072,684
dbongino Host of The Dan Bongino Show. 1,593,455
Jordan_Sather_ I’m just here for the Awakening. Destroying the Illusion on YouTube: https://t.co/T2MLrqcl3m Conscious 

Strength: https://t.co/YUdQo48LLo Producer: Above Majestic
137,832

LotusOak2 ❦ God, please give me the grace to accept the things that I cannot change. And grant unto me the power 
to change the things that I cannot accept. ❦

23,618

DonaldJTrumpJr EVP of Development & Acquisitions The @Trump Organization, Father, Outdoorsman, In a past life 
Boardroom Advisor on The Apprentice

4,734,247

JudgeJeanine Judge Pirro is a highly respected District Attorney, Judge, author & renowned champion of the underdog. 
She hosts the Fox News show, Justice with Judge Jeanine.

1,951,088

SharylAttkisson Nonpartisan Investigative Journalist @FullMeasureNews *Note* RTs not=endorsement; RTs may be 
interesting, silly, wrong, outrageous. Think for yourself.

282,514

JudicialWatch A conservative nonpartisan educational foundation promoting transparency, accountability, & integrity in 
government. Follow us on FB and Instagram: judicialwatch

1,491,254

RyanAFournier Founder and Co-Chairman of @TrumpStudents/Turning Point Action/Ephesians 4:32 📧 press@XXX.
com

844,207

martingeddes One of many Patriot #DigitalSoldiers. Also an artist, scientist, writer, friend, and troublemaker. 
#WWG1WGA!

125,902

Note. Descending Order of Frequency.

https://t.co/ghL9OoYKMM
https://t.co/47s9FxzVVe
http://t.co/YKINVyRNEl
https://t.co/N3OhkbXTAq
https://t.co/Sq1H7rBx8m
https://t.co/0BX8tXlORG
https://t.co/8WMFTb5fDx
https://t.co/eVVzoBb3Zr
https://t.co/eVVzoBb3Zr
https://t.co/xOXURXDVk5
https://t.co/IURuMIrzxb
https://t.co/eVVzoBb3Zr
https://t.co/eVVzoBb3Zr
https://t.co/T2MLrqcl3m
https://t.co/YUdQo48LLo
mailto:press@XXX.com
mailto:press@XXX.com
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form relatively more active and more stable networks on 
Twitter, and hence their presence is higher among the “more 
popular” tweets or among the authors with more network 
capital; providers of non-science-based anticancer treat-
ments and those sympathizing with them tend on the con-
trary to be very disperse in the Twittersphere (in line with the 
results of the social media analysis).

It would be out of the scope of this study to focus in detail 
on debunkers. However, as they made up a relatively large 
part of the tweets gathered, it is worthwhile to spend a few 
words on them. In line with what was shown in the engaged 
conversational network (see Figure 3, specifically the part in 
green), doctors or debunkers intervening in the attempt to 
counter medical misinformation end up engaging online 
mostly with people sharing their views and purpose, and 
interactions with the twitter users at the core of our study are 
overall limited. When engagement takes place, debunkers 
tend to be dismissive, oppositional, at times offensive (e.g., 
supporters are depicted as “morons”). Research on science 
communication, however, suggests that this attitude can be 
very problematic, as it can lead to a dangerous alienation of 
potentially vulnerable members of the society (Middleton 
et al., 2020), and potentially give further traction to pseudo-
science: simply providing people with scientific facts (with-
out emphatic communication) is not effective to counter or 
reduce science denial (Duchsherer et al., 2020; Landrum & 
Olshansky, 2019; Preece, 1999), and entering an endless duel 
with antiscientific or conspiratorial thinking can unintention-
ally stimulate it (Hristov, 2019).

If we focus on the tweets relevant for the scope of this 
study, their authors tend to be very heterogeneous: providers 
are present on Twitter, but only in very limited cases (12 “pop-
ular” tweets) they posted presenting themselves as individual 
users (e.g., integrative medicine practitioners, advocates for 

traditional natural remedies, healers); in a higher number of 
cases (30 “popular” tweets and 18 tweets selected for the net-
work capital of their author) the post came from providers 
presenting themselves as business companies, alternative/
integrative medicine clinics, or foundations/associations for 
integrative cancer care. The lion’s share of Twitter presence is 
held by (more or less) conscious supporters of non-science-
based anticancer treatments—that is, those that through their 
posts defend, validate, disseminate, or otherwise popularize 
these treatments and/or their providers. Supporters are mostly 
individuals (self-defining themselves as, e.g., social media 
enthusiasts, authors and speakers, world travelers) with no 
specific health expertise, even if a handful of them were pre-
senting themselves as, for example, health tweeters, health 
activists, and the like, and were tweeting from accounts pre-
senting a “dr.” alongside their name, or words such as “sci-
ence” as part of their username to presumably give credibility 
to their claims. Cyberspace and its convergent technologies, 
in combination with a neoliberal environment somehow 
incentivizing exaggeration and over-glamorization in self-
promotion, have indeed given individuals without recognized 
qualifications a platform for potentially large-scale communi-
cation, where they can construct a cleansed version of them-
selves as experts or quasi-experts (Khamis et al., 2016; Rojek, 
2017).

What is particularly concerning, however, is the presence 
of tweets that indirectly validate and disseminate question-
able treatments coming from accounts belonging to tradi-
tional media outlets (local/national newspapers article with 
offline distribution, 26 tweets). This is in line with the find-
ings of recent analyses focusing on the media representation 
of harmful alternative medicine (Lavorgna & Di Ronco, 
2019; Lavorgna & Sugiura, 2019), which emphasized how 
(at least in Italy and in the United Kingdom) media under-
standing and framing of alternative medicine-adjacent health 
scams is potentially confounding for readers, and urged bet-
ter dissemination of scientific research via mainstream media 
to prevent vulnerable victims to fell pray of potentially dan-
gerous practices. In addition, a total of 14 further tweets 
could be attributed to blogs and magazines published online 
and dedicated to generalist topics such as wellness and 
beauty—which is again in line with recent research findings 
underlying the role of social media platforms such as Twitter 
in promoting potentially dangerous lifestyle trends by allow-
ing, for example, nutrition misinformation to spread 
(Horsburgh & Barron, 2019).

Of relevance were also tweets linked to Twitter accounts 
dedicated to book promotion and symposia, used to advertise 
(apparently self-published) books on questionable health 
practices and upcoming alternative care events—forms of 
publicity that have already been observed before in this con-
text (Di Ronco & Allen-Robertson, 2019; Lavorgna & Di 
Ronco, 2019), and that have the double aim both to promote 
a specific book/practice and to build trust toward potential 
“customers” as publications and conference attendance can 

Figure 3.  Friendships between the engaged conversational 
network.
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give a patina of scientificity in the eye of the layperson, who 
is generally not in position to easily assess—for instance—
the difference between a reputable academic publication and 
a publication in predatory or substandard journals.

Type of treatment.  Non-science-based anticancer treatments 
come in many forms. This variety is reflected in the tweets 
analyzed. Among the tweets explicitly endorsing or other-
wise disseminating non-science-based treatments, a big 
majority (168) simply mentioned “alternative treatments” in 
general; often they then referred to a hyperlink, a book, a 
movie, or other source for further information outside of the 
Twitter platform. Mainstream forms of complementary and 
alternative medicine, such as acupuncture (one tweet) or chi-
ropractic (one tweet), were rarely mentioned. Several tweets 
generally referred to herbal or otherwise “natural” remedies 
(10 tweets), specific types of common foods or spices (11 
tweets), and yoga (three tweets). Laetrile, an infamous sub-
stance advertised for decades as cancer treatment that has no 
other effect than potentially cyanide poisoning the patient 
(Lerner, 1984), was also referred to in three tweets. Spiritual 
forms of healing (promoting a healing school, the “decree 
healing” services offered by self-proclaimed prophets, or 
“spiritual” providers promising to stop all cancer and pain) 
were also referred to (eight tweets). Specific named forms of 
non-science-based types of treatments (a form of quantum 
healing, a tribal rite, the therapies offered by two well-known 
American providers, and those offered via an Indian app 
advertised in English) were proactively suggested by sup-
porters. Last but not least, it is interesting to note the pres-
ence of medical cannabis advocates (eight tweets), promoting 
the use of cannabis not only in treating sickness caused by 
chemotherapy or improving a person’s appetite (there is sci-
entific research indicating that cannabinoids can help with 
symptoms such as nausea and pain; see MacMillan Cancer 
Support, 2019), but also describing cannabis as a “magical” 
plant that “cures” cancer.

Motivation and attitude.  The active presence of providers on 
Twitter seems to be moved by diverse motivations, ranging 
from their search for profit (e.g., when they sell products or 
training courses) to their desire to be credited (i.e., to receive 
validation and legitimation for the identity they have built, 
for example, when they define themselves as “scientists” or 
“clinicians,” or promote their book and scientific conference-
style events—see aforementioned text). It is also likely that 
some providers do genuinely believe in what they advertise, 
being motivated by strong inner beliefs and opinions, and 
specifically by conspiratorial beliefs (e.g., they do “unbi-
ased” research and are not at Big Pharma’s service) or by an 
antagonistic attitude against science-based medicine (which 
is considered, e.g., “arrogant” or not untrustworthy). This 
variety of (apparent) providers’ motivations is in line with 
recent research investigating providers’ motivations behind 
their actions and their modus operandi and offering a multi-

dimensional criminological typology of providers of non-
science-based practices (Lavorgna & Di Ronco, 2019).

Also supporters are moved by diverse motivations: in line 
with research carried out on an Italian popular online forum—
or, to be more precise, on its threads specifically dedicated to 
some potentially dangerous non-science-based health prac-
tices (Lavorgna & Di Ronco, 2017)—supporters range from 
being active in providing information (e.g., advising another 
user to try a certain alternative treatment) to using the online 
platform to ask for advice (e.g., requesting information on 
providers of alternative treatments active in a certain area). In 
the Twittersphere, however, a few other interesting motiva-
tions could be identified, in primis the willingness to let other 
people know about a cancer patient success story that they 
attribute to some alternative treatment (also in veterinary con-
text, e.g., two users mentioned integrative treatments received 
by their dogs). In all these cases, a common element can be 
identified in the fact that all supporters, in a way or the other, 
seem to embrace a certain “alternative health lifestyle”: they 
search for a more “natural” way (perceived as safer or less 
painful) to cure themselves or their beloved ones. Interestingly 
but not surprisingly, if we look at the word frequency feature 
on NVivo, the word “natural” is the single word more repeated 
(67 times) in the subsets analyzed after more obvious words 
dictated by the topic of investigation such as “cancer,” “alter-
native,” or “curing.”

Requests for monetary contributions are also present: we 
identified 11 tweets linked to crowdfunding initiatives trying 
to raise money to help a patient to access a specific type of 
non-science-based cancer treatment, usually abroad (plus 
one additional tweet where an alternative medicine provider 
was raising money for her new clinic). Non-science-based 
treatments, indeed, can be quite expensive and, as lamented 
by a couple of users, they are not accessible though national 
health care, nor covered by insurance. Cancer fundraising 
has been soaring in recent years (Newmann, 2018), and 
health risks associated with this trend (as it can promote use-
less or potentially dangerous treatments) have already been 
discussed by recent scholarship (Newmann, 2018; Snyder & 
Caulfield, 2019).

In some tweets, however, another important type of mon-
etary motivation emerges—that of affordability: two users 
posted how they/a friend of them were following an “alterna-
tive” treatment as they could not afford science-based cancer 
drug medications (from the context, it could be inferred that 
the authors were from the United States, and that one of the 
patients had health insurance). Additional research would be 
needed to explore in more detail what could be a further wor-
risome outcome of the lack of proper universal health care. 
Lack of trust in the medical context and, more broadly, lack of 
trust in contemporary society have often been identified as a 
key factor in explaining why people fall for medical misinfor-
mation (Baron & Berinsky, 2019; Devaney & Holm, 2018). 
Particularly, the breakdown of communication between some 
medical professional and their patients, and between some 
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research communities and the general population, has been 
recognized as a widespread problem that should require a 
structural and sustained institutional response (Garland & 
Travis 2020). However, the existence of financial consider-
ations at the core of (bad) health choices suggests that better 
communication is not enough, and solutions addressing 
directly financial constraints are needed.

Before concluding, it is interesting to note that a conspir-
acy-led narrative (conspiratorial thinking is a well-known 
mechanism of science denial; see Prot & Anderson, 2019) 
was relatively common also among supporters in the subset 
analyzed: an attitude of distrust toward the established health 
care system was present, in more or less explicit ways, in 
several tweets, but in 10 of them there were explicit attacks 
against the pharmaceutical system, or suggestions of the 
existence of secret clandestine governmental plans to oppose 
alternative medicine (e.g., it was said that a cure for cancer 
already exists but it is kept secret to allow elites to make 
money, or that holistic doctors get killed to impede them to 
promote their cures).

Conclusion

Nowadays, important criminal and deviant acts increasingly 
occur in hybrid spaces (Brown, 2006) where neither cyber-
space nor physical space are predominant. The propagation 
of potentially dangerous non-science-based information, 
such as fake anticancer treatments, offers a pertinent exam-
ple of this phenomenon, with discourses that can have a 
direct effect on the physical health of individuals and their 
loved ones spreading online. In this context, online data, and 
especially online social media data, can offer a precious yet 
accessible treasure trove of information also for criminology 
researchers, creating new opportunities for understanding 
crime and deviance in and beyond cyberspace.

Twitter data, as many comparable data from online social 
media, can be seen as qualitative data but on a quantitative 
scale; novel methodological approaches can be used along-
side the traditional tools of social science researchers to 
make a better, more comprehensive sense of these data. The 
interdisciplinary approach adopted in this study proved use-
ful to ethically study online networks and their discourses, 
allowing the researchers to investigate providers of non-sci-
ence-based anticancer treatments and their supporters on 
Twitter with both sufficient breadth and depth. As such, we 
hope that our study, by offering a cross-disciplinary way to 
integrate intellectual and methodological insights from dif-
ferent disciplines, can methodologically contribute to 
enhance our understanding of complex contemporary soci-
etal phenomena that occur at least partially online.

Social media analytics have allowed us to explore the 
existence of structural relationships among actors involved 
in relevant discourses in the Twittersphere, and have shown 
the lack of a proper community of interest, and rather the 
existence of transient collectives clustering around specific 

and popular discussions, themes, or actors in the social net-
work. This result suggests the need to be careful in depicting 
people connected in an online social network as belonging to 
a same community or even subculture, as when we look at 
conversational networks overtime rather than in a specific 
point in time we could notice (as we noticed in our study) the 
lack of sufficient stability in the network to allow the con-
struction of lasting relationships or a strong identification in 
a certain network. However, looking outside the network 
analyzed it was possible to acknowledge the presence of a 
recognizable shared system of values, political beliefs, and 
possibly also lifestyle and cultural preferences—suggesting 
an important avenue of further research. The approach pro-
posed in this study could be useful to study other social net-
works or online “communities” grouping deviant or even 
criminal behaviors (ranging from the anti-vaxxers “move-
ment” to right-wing extremists), as it would allow us to bet-
ter comprehend the cohesiveness of said networks, to identify 
their “core” (if there is one), and to better determine the sta-
bility of their fringes.

Of course, our study focused only on anticancer treat-
ments, which traditionally have been (and still are) a particu-
larly fertile ground for harmful non-science-based anticancer 
treatments because of the public panic toward cancer and the 
lack of a general, simple, or painless cure (Gorski, 2019; 
Lerner, 1984). Previous analyses on supporters’ roles and atti-
tudes on other diseases (for instance, those which might ben-
efit from stem-cell therapy, Lavorgna & Di Ronco, 2017) 
suggest that certain online dynamics (such as motivations and 
general attitudes) are likely to be similar. Nonetheless, 
because of the unique nature of fear and fatalism related to 
cancer, especially in some demographics (Almeida et  al., 
2019; Curran et al., 2020), and the gatekeepers and influenc-
ers’ role in the Twitter cancer community (Wang & Wei, 
2020), we would expect, for instance, to see a more defined 
group (rather than transient crowds of strangers) pivoting 
around, for instance, a rarer disease. Further research, there-
fore, is needed before our findings can be safely generalized.

From the content analysis of the identified subsets, in line 
with previous research on vaccine hesitancy (Amin et  al., 
2017), it appears that messages appealing to core individual 
values (or lifestyles, in our case) are particularly successful. 
These findings have potential for application to health com-
munication, as they suggest the importance to develop inter-
ventions that work with individual values and identities, and 
to include themes such as (lack of) “natural,” “affordability,” 
and “trust” in discussions on potentially harmful non-science-
based treatments to reach those that might be more vulnerable 
to their appeal. Focusing only on their potential harm, and 
insisting on the fact that they are not “science-based,” might 
be not much effective (if not counterproductive).

There have been attempts to intervene in online commu-
nications to limit the spread of fake medical news and bogus 
cures, while trying to respond to the growing demand for 
online health information (see, for instance, Macmillan 
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Cancer Support, 2017). However, using the web to promote 
relevant information and debunk false medical claims while 
trying to break into polarized or isolated echo chambers can 
be a daunting task (D’Amato, 2019). In this scenario, a better 
understanding of the unique characteristics of specific online 
social networks and of the features and motivations of their 
most successful actors can have a fundamental role to better 
focus and tailor awareness-raising efforts, for instance, by 
intervening on those actors or in communications around 
those topics having more appeal for those users that are 
maybe intrigued, but have not yet developed a strong posi-
tive opinion, toward harmful practices.
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