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ABSTRACT Face image quality estimation is still an open issue since, unlike what happens for other
biometric characteristics such as fingerprints, no standard definitions are available yet. The problem is
even harder when the focus of quality assessment is the context of electronic ID documents for which,
according to the provisions of ISO/IEC 39794-5, a quality value will be stored in the future in dedicated
quality blocks. In case of high-quality images, the general indicators available in the literature tend to assign
a flat score that does not contribute to provide significant information. This work documents a study aimed
at defining a quality score indicator for high-quality images, able to predict the utility of a specific image
for face verification purposes. A quality regressor is proposed, based on a large set of quality elements
including ISO/ICAO controls and quality scores provided by deep-learning based solutions. A number of
experiments highlight specific issues to be addressed in this scenario and confirm the effectiveness of the
proposed approach with different face recognition systems.

INDEX TERMS Face image quality assessment, electronic ID documents, face recognition,
ISO/IEC 39794-5.

I. INTRODUCTION
Face has been chosen as the primary globally interoperable
biometric characteristic for automated identity verification
in electronic ID Documents and it plays an essential role in
many governmental applications. The performance of Face
Recognition Systems (FRSs) heavily depends on the quality
of the biometric samples used in the enrollment and verifica-
tion process, as confirmed by the diversified results measured
in large-scale evaluation campaigns [1] in different evaluation
scenarios (e.g. VISA vs. Wild). The ID document application
falls of course in the branch of controlled scenarios with
cooperative users, where the quality of biometric samples
is good, especially concerning the enrollment image stored
in the document for which specific requirements have been
clearly defined in the ISO/IEC 19794-5 standard [2], suc-
cessively modified by ISO/IEC 39794-5 [3]. Despite of the
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general good quality of the images considered, measuring and
storing the specific sample image quality may be very useful
for multiple purposes:
• to guide image acquisition, providing live feedback on
the images acquired by the camera;

• to monitor the document issuance process to guarantee a
constant quality level for the circulating documents. This
ensures that the biometric samples will be later useful
to successfully verify the identity of the document’s
owner.

• to improve the face verification process, possibly
exploiting the quality of the document sample.

The next ISO/IEC 39794-5 [3], in fact, provides for the
possibility of storing information about biometric samples’
quality in dedicated quality blocks in the new generation
passports. The importance of biometric samples’ quality
motivates the huge number of studies on this topic for
which generic image quality measures, designed for tradi-
tional image processing tasks, are not sufficiently explanatory
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and ad hoc quality indicators are generally considered more
effective.

While for some other biometric traits standardized quality
measures have been established (e.g. NFIQ 2 [4] for finger-
prints), for face the standardization process is still ongoing
(the current ISO working draft is publicly available [5]). This
lack motivates the current study, in combination with the
need of defining a significant quality measure for controlled
images. Many of the existing studies, in fact, focus on more
general application scenarios (please refer to [6] for a recent
survey), where the image acquisition is not strictly controlled
or even uncontrolled; quality indicators defined in these con-
texts risk are likely to provide quality scores which are ‘‘flat’’
(in a small range of values) or not highly correlated to the util-
ity of a specific sample for face verification. Let’s consider,
for instance, FaceQNet [7] which is a state-of-the-art tech-
nique very effective and widely used in the literature; despite
of its general very good performance, our experiments show
that this indicator is not sufficient to assign a meaningful
quality score to high-quality images. This is comprehensible
if we consider that FaceQNet has been trained taking ICAO
compliant images as the target for top-quality images. Image
quality assessment applied to ID documents is certainly more
complex with respect to the case of general quality images
and poses many questions related to the development of an
effective indicator as well as to its evaluation. Moreover,
due to the specific application scenario, quality assessment
should present some degree of explainability, meaning that
the quality score assigned to an image should be justified in
terms of specific and human-understandable image features
(e.g. blurring, wrong illumination) in order to allow, if needed
and possible, the human intervention to rectify the issues
highlighted. This explainability property is of course more
difficult to achieve when only deep-learning based solutions
are adopted due to the well-known limited knowledge about
the processes leading a deep network to produce a given
result.

Before getting into the details of the quality measure
defined in this work, it’s important to introduce the general
concept of quality which actually refers to different defi-
nitions. In particular, the ISO/IEC 29794-1 [8] definition
encompasses three different aspects:
• character: refers to attributes associated to a biometric
characteristic that cannot be controlled during acquisi-
tion (e.g. scars in fingerprints);

• fidelity: measures the degree of similarity of a biometric
sample to its source biometric characteristic;

• utility: relates to the adequacy of a biometric sample to
accomplish the desired identity verification task.

Among the three, utility is certainly the most relevant
aspect in the context of electronic ID documents, being the
prediction of the biometric verification accuracy the main
objective of the evaluation; utility is also the central one in
the quality score definition adopted by NIST in the Face
Recognition Vendor Test for face image quality assessment
and by ISO [9]. Many factors concur to determine the utility

of a face image, ranging from subject-related characteristics
(physical or behavioral) to environmental factors influencing
the outcome of the acquisition process. The definition of a
robust quality indicator must necessarily consider all these
different aspects.

To better frame this work in the general panorama of the
face image quality indicators proposed in the literature, it is
important to underline some points. As already discussed,
we focus on high-quality ISO/ICAO compliant images, taken
from a fully cooperating subject, and we thus refer to a
controlled scenario. Moreover, we assume that no reference
images are available for quality computation, falling therefore
in the category usually known as no-reference quality assess-
ment. A further aspect to consider is that, for this specific
application, it’s also important that the quality score can be
easily interpreted by humans, who must be able to understand
what images characteristics determined the specific quality
score; for this reason, we believe it’s important to score single
aspects related to the general concept of quality (e.g. focus,
saturation, facial expression) and eventually combine them
with unified quality indicators (e.g. FaceQNet [7] discussed
later).

Motivated by previous experiences in biometric samples
quality estimation (discussed in Section II), we propose an
approach based on the use of a Random Forest Regressor,
trained to estimate a quality score based on a set of input
features, derived from different image characteristics. One of
the most critical steps to solve in order to effectively train
a quality predictor is the definition of target quality values,
which are not available a-priory. The feature vector provided
in input to the regressor combines ICAO compliance scores
(both commercial and research SDKs are evaluated), qual-
ity indicators derived from the ISO/IEC WD 29794-5:2020
and the FaceQNet general quality score. All the details are
provided in section III-A. Several experiments, reported in
section IV, have been designed to analyze the relevance of
the different features considered in the controlled scenario,
as well as their complementarity, using established method-
ologies and indicators adopted by NIST in the FRVT Quality
Assessment [10]. To the best of our knowledge, this is the
first work focusing on image quality assessment for very
high-quality images and we believe that this discussion might
be useful for researchers in this field to face specific issues
not observable in the general context of face image quality
evaluation.

This work is the results of a collaboration between the
University of Bologna and some members of the Italian insti-
tute in charge of the emission of electronic ID documents
(Istituto Poligrafico e Zecca dello Stato); the outcomes of
this joint study will be useful for the introduction of a quality
assessment module in the image sample selection or docu-
ment enrollment processes.

II. RELATED WORKS
The existing literature on face image quality estimation is
huge and a number of techniques have been proposed in the
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last twenty years, ranging from traditional computer vision
approaches to the most recent, deep-learning based solutions.
Interested readers can refer to a good recent survey [6] for a
comprehensive review.

Focusing our attention on the controlled ID document
scenario, the approaches regarding face image compliance to
ISO/IEC 19794-5 [5] are particularly relevant for our anal-
ysis. Many research works, indeed, focus on the automated
verification of the image requirements established in the
ISO standard (e.g. natural expression, frontal pose, absence
of shadows, etc.) or a subset of them; in [11] the authors
propose a face validation system based on a set of hierarchical
tests including 17 different requirements related to acquisi-
tion process (e.g. resolution), background, subject’s pose or
presence of shadows. An interesting analysis is carried out
in [12] where 27 different factors contribute to the definition
of image quality, interpreted by the authors as an estimation of
the utility of that biometric sample, in accordance with what
we previously discussed; the authors highlight the importance
of score normalization and propose a neural network model
to maximize the correlation between the overall quality score
(derived from the different factors) and the face recognition
matching scores. The authors of [13] identify four main cate-
gories of defects in face images, related respectively to envi-
ronment, camera conditions, user’s face conditions and user-
camera positioning, and define 6 quality indicators to quan-
tify the presence of such defects, mainly based on the eval-
uation of possible facial asymmetries related to non-frontal
lighting or improper facial pose. The same concept of facial
symmetry is exploited in [14] where Gabor wavelet features
are used to evaluate facial pose and illumination conditions
and combined to DCT for the evaluation of camera focus.
The authors of [15], [16] (some of them are co-author of the
present paper) defined a set of 30 indicators for the evaluation
of face image compliance to ISO/IEC 19794-5; while most
of the previous approaches above described referred to inter-
nally acquired datasets, not available for public use, a major
contribution of [15] was the creation of a public benchmark
for the evaluation of ISO/ICAO compliance verification algo-
rithms, named BioLab-ICAO and still available at [17]. The
evaluation focuses in this case on the capabilities of research
or commercial SDKs to evaluate the single requirements,
rather than on the definition of an overall quality measure.
Finally, two recent works [18], [19] deal with facial image
quality in the context of smartphone-based identity verifica-
tion; a quality measure is derived from 9 different factors
in [18] and used to accept/reject biometric samples. Evalu-
ation is based on the Error Reject Curve (ERC) which illus-
trates the rate of decrease of False Non Match Rate (FNMR)
with respect to the rejected images due to low quality.

This literature review cannot ignore recent deep-learning
based approaches, even if they are usually designed for image
quality estimation in a more general context. In this cate-
gory, one of the major contributions is certainly given by
FaceQNet [7], a well-established approach for face image
quality estimation in a variety of conditions. The proposed

framework aims at attributing to ISO/ICAO compliant images
top quality scores, and adopts the BioLab-ICAO frame-
work [15] to produce the ground truth quality score used
for model training. The good performance of FaceQNet is
confirmed by the results obtained in the NIST FRVT Quality
Assessment evaluation [10]. For its relevance, FaceQNet will
be included in our approach as one of the quality indicators
used to estimate our quality score for the supervised sce-
nario. As an alternative (or in addition) other recent proposals
could be considered; for instance, [20] describes the Sim-
plified Face Quality Assessment (SFQA) approach, where a
hashing-based deep learning model is used for the prediction
of face quality from the features of a related FR algorithm,
while the recent work [21] introduces SER-FIQ, where the
quality score is established in an unsupervised fashion, based
on the relative robustness of deeply learned embeddings of
that image, rather than on a predefined ground truth derived
from human labeling or face matching scores.

Finally, extremely relevant for this work is NFIQ (NIST
Fingerprint Image Quality), the standard quality score
defined for fingerprints in [22] where the target quality score
ns(xi) of a given sample xi ∈ X is obtained as follows:

ns(xi) =
s(xi, x ′i)− µn(s(xi, xj), j 6= i)

σn(s(xi, xj), j 6= i)
(1)

where:
• x ′i is another sample of the same identity of xi;
• (xi, x ′i) are two samples related to the same identity and
s(xi, x ′i) is the genuine comparison score provided by a
given automatic matcher;

• µn(s(xi, xj), j 6= i) and σn(s(xi, xj), j 6= i) represent
respectively the average and standard deviation obtained
from a set of n impostor comparison scores with other
subjects (j 6= i).

The structure of feature vector vi and the algorithm used
to produce the final quality score was different for the two
versions of NFIQ. In both cases, quality assessment is for-
mulated as a classification problem (instead of a regression
problem). In particular:
• 1.0: fingerprints are represented by a 11-dimensional
feature vector (including information about the number
of minutiae, minutiae quality, statistics about foreground
quality, etc.) and a neural network classifier is trained
to classify them into one of the five predefined quality
classes (where class 1 means top quality and class five
the worst quality) derived from the normalized quality
score provided in Eq. 1.

• 2.0: fingerprints are represented by a 69-dimensional
feature vector including a wide range of image features;
fingerprints are classified as low (0) or high (1) utility
based on the NFIQ 1.0 class and statistics about the
comparison scores and a Random Forest Classifier is
trained to perform this classification task. The output
quality value is obtained as the probability of input being
class 1, properly quantized in the range [1,100].
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The NFIQ approach is the starting point for our proposal,
but many aspects of that methodology are widely revised to
take into account specific peculiarities of the controlled face
domain, as explained in the next sections, leading to the def-
inition of an original approach for image quality assessment.

III. DEFINITION OF THE IMAGE QUALITY SCORE
In this paper, we focus on defining a quality metric related
to the biometric sample’s utility. Therefore, the quality
metric is interpreted as a predictor of the performance
of an FRS: a high-quality image should lead to better
identification of the individual. In this context, the defi-
nition of groundtruth should be accomplished through a
performance-based approach that is able to describe the cor-
relation between the biometric sample, which in our refer-
ence scenario is stored in an electronic machine-readable
travel document (e-MRTD), and the verification capabilities
of a recognition system, such as an automatic border con-
trol (ABC) gate.

In the above scenario, the quality assessment of the image
provided by the citizen or live captured (depending on the
issuing country’s regulations) should take place at the end of
the enrolment process. This phase, which only involves using
the input image (no reference), should provide a numerical
score (e.g. in the range between 0 and 100) able to predict the
recognition performance for the given face image. In compli-
ance with the ISO/IEC 39794-5 [3] standard, both the quality
score and the compressed face image should be stored in the
e-MRTD’s second data group (DG2).

Of course, the biometric samples considered are of high
quality: besides referring to inherently controlled images,
it should be stressed that the quality assessment occurs after
the required ISO/ICAO compliance verification. This aspect
has a significant impact on the quality assessment process: on
the one hand, many low-quality images are preemptively dis-
carded due to non-compliance concerning some static proper-
ties (e.g. the subject’s glasses are equipped with dark lenses,
optical distortion presence) or dynamic properties (e.g. the
subject’s expression is accentuated, brightness variations),
but on the other hand, determining a consistent score can be
noticeably more complex. In fact, in a more typical ‘‘in-the-
wild’’ scenario, significantly less controlled conditions occur,
thus offering inherently more variability and making it easier
to discriminate between low and high-quality images. From
this perspective, ISO/ICAO checks are reasonably tight, and
the challenge here is to develop an approach able to effec-
tively discriminate the quality of face images fully compliant
with such standards.

A. A REGRESSOR FOR IMAGE QUALITY ESTIMATION
Our work is inspired by the quality assessment process
adopted in the NIST Fingerprint Image Quality (NFIQ), the
de facto standard for fingerprint images quality evaluation.
NFIQ recalls the concept of utility previously described,
defining the quality of a biometric sample as a prediction of a
matcher performance (i.e. good quality fingerprints are likely

to produce high matching scores). This approach presents
good properties in terms of efficacy, efficiency and objec-
tivity: the ground truth is strictly related to matching per-
formance and can be determined according to an automated
procedure, not requiring subjective human visual inspections
often difficult to accomplish. However, NFIQ1 only repre-
sents a starting point; many peculiarities of the face domain
required ad hoc solutions to be defined.

In our approach, a Random Forest (RF) Regressor is used
for image quality assessment, rather than a Random Forest
Classifier as in [4]. We believe that this is a natural choice
that avoids the complex task of defining precise criteria to
categorize the images as high or low quality; the regressor
is effective in providing a continuous quality score, which
is the desired outcome of our evaluation. An easy normal-
ization procedure can return quality values in the desired
range.

A fundamental component of the quality assessment sys-
tem is the target quality score, used to train the quality regres-
sor.We consider here two different target values. The first one
is analogous to the one in Eq. 1, extended to take into account
multiple genuine scores as follows:

qs1(xi) =
µm(s(xi, x ′i))− µn(s(xi, xj), j 6= i)

σn(s(xi, xj), j 6= i)
(2)

where:
• x ′i is another sample of the same identity of xi;
• s(xi, x ′i) is the genuine comparison score provided by
a given automatic matcher and (xi, x ′i) are two samples
related to the same identity;

• µm(s(xi, x ′i)) is the average score obtained from a set of
m genuine comparison scores computed from different
images of the same subject;

• µn(s(xi, xj), j 6= i) and σn(s(xi, xj), j 6= i) represent
respectively the average and standard deviation obtained
from a set of n impostor comparison scores with other
subjects (j 6= i).

In this case, for each image, the genuine scores are normal-
ized taking into account subject-specific impostor values. It is
worth noting that, according to this definition, two different
factors can determine low qs1 values:
• low genuine scores, that might determine false non
matches, often related to image features (e.g. pose or
illumination) or other factors (e.g. aging);

• high impostor scores, that might lead to false matches,
typically determined by a high similarity with other
subjects.

For this reason, we argue that this definition fits well for
those applications where both the two kinds of errors play
a relevant role. However, since from the image quality per-
spective the main focus is on the control of false non-
matches, a better-suited score definition can be defined
as:

qs2(xi) =
µm(s(xi, x ′i))− µp(s(xj, xk ), j 6= k)

σp(s(xj, xk ), j 6= k)
(3)
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where µp(s(xj, xk ), j 6= k) and σp(s(xj, xk ), j 6= k) repre-
sent respectively the average and standard deviation obtained
from p impostor comparison scores computed on the whole
population (all the subjects in the training set). The dif-
ference w.r.t. Eq. 2 is that subject-specific genuine scores
are normalized according to general (not subject-specific)
impostor scores. In practice, the same impostor score aver-
age µn(s(xj, xk ), j 6= k) and standard deviation σn(s(xj, xk ),
j 6= k) values are used for all the images, thus remov-
ing the impact of similarity between specific subject pairs
from the target quality value. The experiments documented
in section IV point out the different impact of these two
definitions on the Error Vs. Discard Curves adopted for
performance assessment. Other techniques could be adopted
to compute the target value; for instance, subject-specific
impostor scores could be considered, but discarding part of
the top scores (outliers caused by similarity with other sub-
jects). Some preliminary experiments have been conducted
to analyze this possibility, but from a practical point of view
identifying the right portion of images to discard in order to
produce the desired effect is not an easy task, especially when
different datasets are used. Furthermore, the target values
adopted have a general validity (no parameters to fix) and are
easier to compute.

The feature vectors vi used to encode the image char-
acteristics are built from three sources: ICAO compliance
scores provided by research/commercial SDKs, image qual-
ity indicators described in ISO/IEC WD 29794-5:2020 and
the FaceQNet quality score. All the details are provided in
the next section.

B. IMAGE QUALITY ELEMENTS
Several image characteristics are taken into account in this
work to describe the face image and compose the feature
vector vi used for quality estimation by the Random Forest
Regressor described in the previous section. The elements can
be organized into three macro-categories: ISO/ICAO com-
pliance scores, scores pertaining the ISO/IEC WD 29794-5
standard [5] and an evaluation provided by a deep-learning-
based solution, specifically FaceQNet [7]; it is worth noting
that, even if the controls originate from these different groups,
they are used individually, as single quality elements in the
proposed quality regressor. Further details are provided in the
next sections. It is necessary to anticipate that even if there
are overlaps between the three subgroups, we decided to start
with an overabundant set of features to exploit the capabilities
of the Random Forest (RF) Regressor to identify the most
relevant features in relation to the specific target. Considering
a wide range of possible values will enable a comprehensive
evaluation of the different elements contributing to the defini-
tion of the quality score in such a highly controlled scenario.
A discussion about the contribution of the single features will
be provided in Section IV.

It is worth noting that in this scenario most of the qual-
ity elements evaluated derive from hand-crafted features,
being FaceQNet the only contribution from the deep-learning

world. This choice is motivated by two highly desirable
properties that make hand-crafted features particularly suited
for this specific application:
• they are ‘‘explainable’’ to humans, this is an important
feature in this context since the quality score could also
be used to drive the image acquisition process, and it’s
therefore important to provide to the operator precise
indications about possible factors determining a low
quality score (e.g. non frontal pose, uneven lighting,
unnatural skin color);

• training approaches for hand-crafted feature computa-
tion do not require a large amount of training data which
is instead required for deep learning-based approaches;
this is particularly important in this scenario where the
available datasets of high-quality ISO/ICAO compliant
images are very limited.

1) ISO/ICAO COMPLIANCE SCORES
It is important to stress that in the aforementioned quality
assessment process, an essential contribution is provided by
the ISO/ICAO compliance checks to which each face image
must be exposed. Several available solutions offer a global
assessment of compliance, eventually with a single compre-
hensive score assignment. Others provide a binary response
for each characteristic foreseen by the standard, defining
face images that do not meet at least one requirement as
non-compliant. We have considered two distinct solutions
that provide a specific evaluation for each requirement: a
commercial SDK (whose name is not disclosed due to a
confidentiality agreement) and the BioLab-ICAO-Check [15]
tool. Indeed, both provide a set of scores referring to different
face image characteristics, both photo-metric (e.g. exposure,
sharpness, colour saturation) and subject-related (e.g. pose,
presence of accessories, expression). Although both soft-
ware meet the standard’s requirements entirely, the various
compliance tests do not directly match the two solutions.
For instance, BioLab-ICAO has a dedicated ‘‘blurring pres-
ence’’ check; in the commercial SDK, this control may be
coupled with tests regarding sharpness and focus. Besides,
the BioLab-ICAO offers an overall assessment regarding the
presence of occlusions in the eyes area (typically due to hair
or eyeglass frames), while the other SDK offers separate
scores for individual eyes. Thus, the commercial SDK offers
the evaluation of 32 different characteristics versus 23 con-
sidered by the BioLab-ICAO tool even though the handled
requirements are mostly the same. Indeed, Table 1 reports the
tests performed by the different quality indicators considered.
To ease the comparison, we propose a categorisation of the
various controls in eight macro-categories of tests. Of course,
several controls are strictly related; we expect therefore that,
during the training procedure, a subset of controls will be
selected for each category and that the overall importance of
some of such categories will be higher. A posterior impor-
tance analysis could also reveal unexpected (or counterintu-
itive) issues.
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TABLE 1. Categorisation of the quality controls considered for BioLab-ICAO Check, Commercial ICAO verification SDK and ISO/IEC WD 29794-5.

2) ISO/IEC WD 29794-5:2020
This standard, currently under development, is taking shape
with the primary objective of addressing the need for quality
quantification in the context of face images. It specifies a
number of quality elements and details the underlying com-
putational approaches. As can be appreciated in Table 1, these
elements partially overlap with those required for issuing
identity documents, although this standard aims to provide
a general methodology for quality assessment. At the time
of writing, the draft provides details of a subset of the
23 controls currently envisaged. Indeed, for many of these,
no methodology is yet specified, or the scores’ acceptability
range is defined; for others, the discussion on their possible
integration is still open. For our evaluation, we implemented
the controls for which a procedure was fully defined. For
others, such as the non-detailed eyes visible and eyes closed,
we supplemented them with our implementation. A total
of 16 tests were included in our evaluation. However, it is
essential to emphasize that some controls may still be subject
to modification and evaluation, as this is not the standard
definitive version.
• For the de-focus test, the standard summarizes the com-
putation procedure proposed in [23]: a 3×3mean filter is
applied to the segmented face region. Subsequently, the
difference image between the original face image and
the image resulting from the convolution is determined.
A small value in the scalar mean of the difference image
implies the presence of blurring.

• The computation of the sharpness metric is based on
a generalization of an eigenvalues problem proposed

in [24]. This approach uses Rayleigh quotient optimiza-
tion by exploiting some information extracted from the
image and subsequently represented by a set of eigen-
values. In this case, acceptability thresholds are not yet
established.

• The edge density is intuitively checked by applying a
Sobel edge mask to the image and then calculating the
average value over the face region. Even in this case,
the draft does not describe value range and acceptability
thresholds.

• Concerning the controls for brightness variation,
under/over-exposure are defined as the proportion of
face pixels whose intensity lies in the extreme ranges
(i.e. defined in [0.7] and [247,255]).

• Illumination uniformity test evaluates the difference in
illumination on the left and right side of the face.
Therefore, the mean and standard deviation of the pix-
els belonging to the right and left side of the face is
determined. The aggregate standard deviation is then
calculated and used to determine non-uniformity by the
difference between the mean pixel values of the two
sides of the face.

• The illumination modulation check is used to determine
the dynamic range of the image: a correctly exposed
image must have at least 7 bits of intensity variation
in the face region (i.e. a range of at least 128 unique
values). The procedure includes luminance recovery and
subsequent determination of image entropy. The units of
entropy are bits, so the acceptability threshold is set for
entropy values greater than or equal to 7 for 8-bit images.
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• The eyes visible test is not currently documented: we
have implemented an eye detection solution based on
the Haar Feature-based Cascade Classifiers provided
by OpenCV.

• The eye-opening control also has no specification. Our
implementation, which employs the landmarks provided
by Dlib, examines the aspect ratio of both eyes to deter-
mine whether they are open or closed. A similar solution
is used for the mouth opening test.

• Another test that does not have a computational method-
ology is the head pose test. Our implementation exploits
WHENet, recently presented in [25]. Specifically, the
angles provided by WHENet are given as input to a
sigmoid function to produce a quality value. In our
implementation, the lowest score defines the quality
value for this test.

• Although it is rather difficult to have an input with more
than one face in the reference domain, we have also
provided an implementation for the number of faces
present control. Specifically, we use OpenCV’s DNN
Face Detector to check whether there are other faces
besides the main subject.

• Concerning the tests related to the horizontal/vertical
position of the face, the draft follows the guide-
lines expressed by the ISO/IEC 39794-5:2019 standard.
Specifically, once the eye centres have been defined
using the corresponding landmarks, it is necessary to
compute the eyes midpoint (Xc,Yc). Then, it is neces-
sary to determine the horizontal margin legality product
H (Xc − 0.45 ∗ Imgwidth) ∗ H (0.55 ∗ Imgwidth − Xc)
whereH (x) is the step function whose value is 1 for non-
negative x and 0 otherwise. Similarly, the vertical margin
legality product is defined as H (Yc − 0.3 ∗ Imgheight ) ∗
H (0.5∗ Imgheight −Yc). The acceptability value for both
controls is equal to 1.

• Finally, the test regarding compression is well defined.
Firstly, it is necessary to store the compressed data size
and compute the uncompressed image data size as the
product of the image size and the number of colour
channels. It is then required to determine the quality
parameter Q applied by an encoder to obtain the input
compressed dimension. The Q parameter is then used
to compress the token image generated following the
ISO/IEC 19794-5 standard. Therefore, the compression
ratio is determined by the size of the uncompressed
token image with respect to the size of the compressed
token image.

3) FaceQNet
FaceQNet [7] is a recent deep learning-based quality assess-
ment approach. The solution is built on a ResNet-50 Convo-
lutional Neural Network trained on the VGGFace2 database
with the purpose of providing a comprehensive image
quality score. For training purposes, the images in the
VGGFace2 database have been automatically labeled using
the BioLab-ICAO framework [15] with quality information

related to their ICAO compliance level. It’s worth recalling
that FaceQnet is intended to be a general estimator and not
restricted to the context of face images for identity documents
and that ICAO compliant images are all ideally scored as top
level by FaceQNet. We made the assumption that the score
provided, derived from features automatically learned from
the deep neural network, may complement the evaluations
given by other indicators whose controls are entirely based
on hand-crafted features. This hypothesis is also supported
by the current ISO draft (ISO/IECWD 29794-5:2020 ) which
suggests to consider both hand-crafted features and holistic
quality scores obtained by deep learning-based systems.

IV. EXPERIMENTAL EVALUATION
A. DATABASES AND TESTING PROTOCOL
Several experiments have been carried out to evaluate the
effectiveness of the proposed regressor on good-quality
images.

The database used for testing the proposed quality regres-
sor has been composed from different public face databases:
AR Face Database [26], FERET [27], FRGC [28] and
PUT [29]. For each database, we used the commercial ICAO
compliance verification software to automatically process
and select high-quality compliant images and to tokenize
them. More than 63000 images have been processed result-
ing in a final set of 7628 selected images used for the
experiments: 192 images from AR, 640 images from Feret,
5549 images fro FRGC and 1247 images from PUT.

The dataset has been partitioned into a training set
(5343 images) and a test set (2285 images).

In order to measure the capability of the proposed quality
regressor to predict the utility of the face images for face veri-
fication purposes, some face verification experiments need to
be carried out. Different face recognition systems have been
considered here:
• DLib [30]: a widely used open source and deep
learning-based face recognition library that, according
to some internal tests is able to provide performance
compatible with the typical requirements of the ID doc-
ument verification scenario;

• VGG-Face and ArcFace, two state-of-the-art deep mod-
els for face recognition publicly available in the Deep-
face library [31];

• VeriLook 12.1 [32]: a commercial face verification tool
developed by Neurotechnology.

The verification thresholds used for the four FRSs have
been determined on the training set in order to fulfill the oper-
ational requirements suggested by Frontex (FMR = 0.1%
with a maximum FNMR of 5%).

The genuine and impostor attempts have been all carried
out intra-database (i.e. with images taken from the same
original dataset) and have been defined as follows:
• All the possible genuine attempts have been carried out
using pairs of images of the same subject; the number of
attempts varies for the different datasets from one up to
40 per subject.
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• The impostor attempts of a given subject have been
defined taking at most a single probe image for each
other subject of the same dataset, fixing a maximum of
100 impostor attempts for each gallery image.

Overall, the number of verification attempts performed on
the images of the testing set is as follows: 44581 genuine
attempts and 217156 impostor attempts.

TABLE 2. The different versions of the quality regressor obtained using
different subsets of the features: Commercial ICAO Check tool (ICAOC),
BioLab ICAO Check tool (ICAOB), ISO/IEC WD 29794-5:2020 (ISO) and
FaceQNet.

All the experiments are accompanied by an ablation study
aimed at evaluating the effectiveness of the different quality
indicators and their complementarity in the different scenar-
ios. Different versions of the quality regressor have been
trained based on different combinations of quality indicators
subsets used to compose the feature vector representing the
images, as described in Table 2. The regressor implementa-
tion is based on the scikit-learn library [33]; for each com-
bination, the regressor parameters have been tuned using the
RandomizedSearch functionality on a validation set extracted
from the training set.

B. METRICS
In the literature, the evaluation of quality assessment
approaches is based on the idea that their effectiveness is
related to the capability of identifying low-quality images
which have a negative impact on the face verification pro-
cess. For this reason, the approach adopted at NIST in the
FRVT Quality Assessment benchmark [10], is to analyze the
so-called Error versus Discard Characteristic (EDC), a curve
obtained by observing the FNMR variations as a function of
the fraction r of low-quality images discarded from a refer-
ence dataset used for face verification experiments. An error
reduction (decreasing trend) is desirable since it confirms that
the quality indicator used to select images is actually related
to the utility of the specific samples.

When coming to the ID documents scenario, the applica-
tion of these metrics is not straightforward as it appears to be
due to some very specific issues related to the use of high-
quality images:
• the failure of a genuine verification attempt is certainly
influenced by the quality of the two compared images,
but if one of the two images is high quality (the one
we are evaluating), the errors are mainly determined by

FIGURE 1. FNMR vs. Discard curves obtained using respectively all the
training impostors scores and only half of them for the computation of
the target values according to Eq. 3.

the quality of the probe image. This makes it difficult to
relate the quality score assigned to an ICAO compliant
image to the face verification errors typically caused by
the bad quality of the probe.

• the obvious solution to the previous point is to select
high-quality probe images. This is the approach we fol-
lowed here, but it is not the ultimate solution since when
only high-quality images are used for face verification,
the errors made by FRSs are very low. Indeed, in our
experience, some errors (both false matches and false
non-matches) are observed for the open source FRSs
tested, while state-of-the-art commercial tools such as
VeriLook almost do not commit false non-match errors,
which are the most relevant ones from the image quality
perspective. The absence of errors makes inapplicable
the computation of EDC. This is another specific issue
for the high-quality image scenario which is not typi-
cally observed in the general context of image quality
assessment.

In order to deal with these issues, we decided to perform
face verification attempts only based on high-quality images,
and to report the EDC graphs for the open source FRSs.
We will analyze the EDC curve for both FMR and FNMR,
to better evaluate and compare the two alternative def-
initions of the target quality score used for regressor
training.

C. EXPERIMENTAL RESULTS
Several experiments have been carried out to evaluate the
effectiveness of the proposed approach, taking into account
different aspects:
• the impact of the target quality value definition;
• the correlation between the estimated quality score
and the target value computed from face verification
scores;

• the different feature subsets used by the regressor and
their impact on EDC;

• the importance of the single quality features used to
encode images.
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FIGURE 2. Error vs. Discard curves computed for EER, FNMR and FMR using the two alternative definitions of the target quality value for regressor
training: qs1 in the first row and qs2 in the second row.

1) IMPACT OF THE TARGET QUALITY VALUE
We proposed in section III-A two alternative definitions
of the target quality score computed for regressor training
(Eq. 2 and Eq. 3), on the basis of a different computation
of the impostor score values (subject-specific in qs1, gen-
eral over the whole population in qs2). Some experiments
have been conducted using the open source FRSs to evaluate
its impact, using BDF as feature combination for regressor
training.

Figure 2 reports the EDC graphs for FNMR, FMR and
EER obtained using the quality scores predicted by two
regressors trained using the target values defined in Eq. 2
and Eq. 3, respectively. In both cases, the EDC trend for the
EER is decreasing (Figure 2a and Figure 2d), indicating that
the quality scores predicted by the regressor are effectively
related to the utility of the images for face verification
and that discarding images based on the predicted quality
score produces an overall error reduction. However, the
trend for FMR and FNMR curves are noticeably different,
even opposite, for qs1 and qs2. For qs1 the FNMR EDC
(Figure 2b) does not exhibit the desired decreasing trend,
which characterizes on the contrary the FMR EDC
(Figure 2c). This is not the expected optimal behaviour since,
as already mentioned in Section III-A, it is mainly due to the
high impact of subject-specific impostor scores. The FNMR
EDCgraph obtainedwith qs2 (Figure 2e) is much closer to the
desired result since a smoothly decreasing trend is observed
for FNMR. The FMR trend (Figure 2f) is stable or slightly

increasing for ArcFace and VGG-Face, while for DLib a
larger increment is reported (even if in general the FMR
changes are one order of magnitude smaller than the FNMR
changes); this indicates that high-quality scores are assigned
to images producing false matches. However, in this case, the
face verification errors are related to an effective similarity
between subjects (and DLib seems to be particularly sensitive
to this issue) and not attributable to image quality features.
To summarize, we believe that the target value definition
provided in Eq. 3 is more effective to produce the desired
behaviour in terms of error reduction.

From a practical point of view the adoption of qs2 (Eq. 3)
would require a continuous updating of the average impostor
score (µp(s(xj, xk ), j 6= k)) and of its standard deviation
(σp(s(xj, xk ), j 6= k)). However, being the average impostor
score only a normalization factor, we argue that it can be
determined on a limited training set and subsequently used
without further updates. To confirm our hypothesis we per-
formed an experiment where the average impostor score and
its standard deviation have been determined using only half
of the scores available rather than all of them. We used the
scores to compute the target values for training our qual-
ity regressor and we measured the resulting EDC curves
(FNMR vs. discard) reported in Figure 1. The graph clearly
shows that the difference between the two approaches is
negligible and confirms our hypothesis that the reference
value can be computed from an initial training set and used
unaltered for the subsequent computations.
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The target quality score definition of Eq. 3 will be used in
the rest of the experiments.

2) ESTIMATED QUALITY SCORE VS. TARGET VALUE
A set of experiments has been carried out to evaluate the
capability of the regressor to predict quality values highly
correlated to the target quality scores, computed according to
Eq. 3. To this aim, the correlation between the target values
and the quality values predicted by the different versions of
the regressor on the test set has been computed for DLib,
ArcFace, VGG-Face and VeriLook. The results are given in
Table 3. Overall the correlation values are always positive and
quite good in some cases, even if differences can be observed
between the different versions of the regressor; the combi-
nations BCDF, BDF, CDF and BCD generally achieve higher
values w.r.t. other combinations. As a term of comparison, the
correlation between the target quality values and the quality
scores provided by FaceQNet is lower (0.3283).

TABLE 3. Correlation values between the target quality values, computed
with all the FRSs, and the quality scores predicted by the different
versions of the quality regressor.

This different behaviour is visualized in the two scatter
plots of Fig. 3; Fig. 3a compares the target quality values
computed from Eq. 3 (using DLib for face verification) and
the values predicted by the BDF regressor, while Fig. 3b
compares target values and FaceQNet quality scores. The
graph in Fig. 3a shows a good correlation between the two
values and a quite smooth increasing trend. Considering that
the test images are all well controlled and of good quality,
we can conclude that the estimated quality measure is able
to effectively capture the limited variability present in the
dataset. In the graph of Fig. 3b the correlation is less evident,
as clearly highlighted by the ‘‘flat’’ trend line. This means
that the FaceQNet quality values range between about 0.1 and
0.8 with just a weak relationship with the target quality score.
This is quite understandable if we consider that FaceQNet has
been designed and trained to deal with amore general concept
of image quality; it is however worth of attention the quite
low value (<0.2) measured for some samples in the dataset,
which is a bit counter-intuitive with reference to the specific
scenario.

3) FEATURE SUBSETS
Further experiments have been conducted to compare the
effectiveness of the different versions of the quality regressor,
obtained using different feature subsets; this analysis is based
on the EDC graphs, obtained by measuring the FNMR in
subsequent face verification tests where part of the images are
gradually removed from the test dataset, discarding at each
step the samples with worst quality score.

FIGURE 3. Scatter plot representing the correlation between target
quality scores (computed according to Eq. 1) and the quality values
provided by the BDF regressor and FaceQNet, respectively.

The results obtained are given in Fig. 4 for the different
versions of the proposed quality regressor. In particular, the
graphs show, the FNMR value as a function of the frac-
tion (r) of low-quality images discarded, for the different
versions of the quality regressor (see Table 2) correspond-
ing to different feature subsets, using DLib (Fig. 4a), Arc-
Face (Fig. 4b) and VGG-Face (Fig. 4c) for face verification,
respectively.

Overall, a good behaviour is observed; in all cases dis-
carding low-quality images based on the proposed indicator
allows to reduce the error rate. Of course, the error rates
measured on this set of high-quality images are quite low (all
FRSs comply with the Frontex guidelines), nevertheless the
quality score computed by the regressor shows to be effective
in capturing the small differences between images that impact
to some extent the verification results. The decreasing trend
is common to the different versions of the regressor, even if
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FIGURE 4. FNMR vs. Discard curves obtained on the digital images for the different versions of the quality regressor (different feature subsets - BDF, CDF,
BF, CF, DF), using respectively Dlib, ArcFace and VGG-Face for face verification. As a term of comparison, the FNMR vs. Discard curve obtained using the
FaceQNet quality score for selecting the images to discard is reported (dashed line).

FIGURE 5. Examples of images that received low (a) and high (b) quality
scores using the BDF quality regressor and DLib for face verification.

some differences can be appreciated and some combinations
achieve better results; in particular, BCDF, BCD, BDF and
CDF are the most promising for the tested face verification
systems. For some combinations the contribution of the Face-
QNet quality score is relevant, but it can somehow be substi-
tuted by a set of single quality controls; for instance, the BDC
combination that doesn’t include FaceQNet achieves the best
general performance. A slightly anomalous behaviour is vis-
ible in Fig. 4b for the feature combination DF where the
curve has a sudden increment after an initial decrement. This
trend seems to indicate that the images discarded in that
range of experiments are not responsible for false rejections;
the reduction of the number of test images and a constant
rejection rate determines the small increment observable in

FIGURE 6. Examples of images that passed the automatic ICAO check
despite of the presence of non-compliant elements: (a) hat/cap,
(b) non-frontal pose, (c) low contrast.

the graph. However, we believe that this is due to the fact
that the test set only contains high-quality images, with small
differences in terms of quality, and that FRSs are generally
quite robust to this small factors.

To establish a term of comparison, we computed the same
FNMR vs. Discard curves for the different FRSs gradually
discarding the images in the test set according to the quality
score provided by FaceQNet (dashed black lines in Fig. 4).
It is clearly visible that the error decrement is slower and less
accentuated for FaceQNet w.r.t. all the different combinations
of the quality regressor. This analysis confirms that, for the
specific task of quality assessment in eMRTD documents,
existing general and unified quality scores are not sufficient
and must be combined and complemented with other indica-
tors able to better capture small image details affecting image
quality.

Fig. 5 provides some examples of images that received
low (Fig.5a) and high (Fig. 5b) quality scores. The outcome
of quality prediction is reasonable from a visual point of
view; low quality images are affected by some limited issues
in terms of resolution, pose, lighting or shadows that might
contribute to produce lower genuine scores during the veri-
fication attempts. On the contrary, the images scored with a
high value are all well controlled, and do not present relevant
defects.
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FIGURE 7. Feature importance for the regressors trained using the CDF and BCD feature combinations and ArcFace for face verification. The bar colors
refer to the feature categorization given in Table 1 (see legend).

4) IMPORTANCE OF THE SINGLE QUALITY FEATURES
Of course, not all the single quality indicators used to train
the regressor are equally relevant for the purposes of quality
estimation. A useful output of the regressor training process
is also the importance of the single features with respect to the
predictability of the target variable, computed by considering
the relative rank (i.e. depth) of a feature used as a specific
node in a tree. Features used at the top of the tree contribute to
the final prediction of a larger fraction of the input samples.
The expected fraction of the samples they contribute to can
thus be used as an estimate of the relative importance of the

features. In scikit-learn [33], the fraction of samples a feature
contributes to is combined with the decrease in impurity
from splitting them to create a normalized estimate of the
predictive power of that feature. The estimates of predictive
ability are generally averaged over several randomized trees;
this is known as the mean decrease in impurity, orMDI. Refer
to [34] for more information on MDI and feature importance
evaluation with Random Forests. Fig.7 shows the feature
importance values obtained by the different quality scores for
the regressors trained using CDF and BCD feature combina-
tions and ArcFace for face verification. For a more immediate
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visual evaluation, the histogram bars have been assigned a
colour code referring to the indicators categorization given in
Table 1 (e.g. green stands for indicators related to blurring and
mis-focus). For the CDF combination (Fig. 7a) it is interesting
to note the major role played by FaceQNet as a synthetic indi-
cator; however, other categories of indicators are fundamental
such as exposure, face image pose, blurring and misfocus
which capture most of the small defects characterizing the
images in the testing set. For instance, although all the images
have a negligible level of blurring, some of them are sharper
than other (e.g. FRGC images vs. AR ones). Another set of
relevant indicators is related to exposure, lighting variations
and shadows. Even in this case the variations in the test
set are very limited and negligible, however small differ-
ences can be appreciated; the related indicators are therefore
very useful in the quality estimation process. For the BCD
regressor (Fig.7b), where FaceQNet score has not been used,
an important feature is represented by the check related to
hat/cap. This is quite surprising, but a visual inspection of the
images automatically selected as ICAO compliant revealed
that a number of images with hat passed the control (see
Fig. 6a). It is therefore reasonable that this check assumes
a certain importance in quality assessment. Other important
features are also related to small variations observable in the
dataset such as limited pose deviations from frontal (Fig. 6a)
or low contrast (Fig. 6c). Overall the most relevant features
are those related to exposure, lighting, pose and presence of
accessories.

In both cases, the features obtaining a lower relevance
score fall in one of the following two cases: i) features
highly correlated to other features that received a higher score
(e.g. SDK_SHARPNESS_TEST belongs to the blurring class
and other similar features such as ISO_SHARPNESS are
probably more effective); ii) features related to specific vari-
ations that do not appear in the dataset due to the preliminary
selection of high-quality images (e.g. mouth closed or anoma-
lous head position).

An additional experiment has been carried out to eval-
uate the importance of the single quality features within
each group (ICAO_C, ICAO_B, ISO) thus excluding the
impact of overlaps between different feature groups. More
specifically, we trained different quality regressors start-
ing from the features of single feature subsets (ICAO_C,
ICAO_B, ISO) and we comparatively analyzed two dif-
ferent aspects: the FNMR vs. discard curves and the fea-
ture importance. The FNMR vs. discard curves obtained
using ArcFace for face recognition are reported in Figure 8.
The results show that the feature subsets ICAO_C (C) and
ICAO_B (B) perform quite well producing the desired
decreasing trend, while the ISO feature set (D) performs
worse.

Regarding feature importance, we tried to estimate the
overall feature importance of the different categories of qual-
ity controls reported in Table 1: 1) Blurring and mis-focus,
2) Exposure, lighting variations and shadows, 3) Eye, 4) Face
pose, aspect ratio, other faces, 5) Mouth, 6) Accessories,

FIGURE 8. FNMR vs. Discard curves obtained using obtained using
different quality regressors trained of different feature subsets (ICAO_C,
ICAO_B, ISO); ArcFace has been used here for face recognition.

TABLE 4. Overall category importance for different versions of the quality
regressor (B, C and D). The value of a given category for a given regressor
is computed summing up the Borda count scores obtained by the single
features of that category.

7) Background, 8) Other (e.g. compression). For this eval-
uation we proceeded as follows:

1) we considered the feature importance obtained by
regressor training for the three different regressors
trained on single feature subsets (ICAO_C, ICAO_B,
ISO);

2) we adopted a Borda count approach to assign a score to
each feature for each regressor; in particular, we ranked
the single features in decreasing order of their impor-
tance and assigned them a decreasing score (from 1 to
1/N , where N is the number of features used to train
the specific regressor).

3) the features scores for each regressor are then summed
over the different categories of Table 1, and normalized
according to the number of controls per category, thus
obtaining the results reported in Table 4.

The bolded values represent the three more relevant cat-
egories for each feature subset. The results obtained are
aligned with those reported in Figure 7 and confirm that
very relevant factors for quality assessment in this context
are those related to exposure/lighting, blurring, presence of
accessories and mouth (expressions).

V. CONCLUSION
In this paper an approach for image quality assessment in
electronic documents has been proposed. The method is
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based on a Random Forest regressor, trained starting from
a large set of features including ISO/ICAO controls, quality
indicators described in the draft ISO/IEC WD 29794-5 and
the quality score provided by FaceQNet. The regressor has
been trained with the objective of learning to predict the
utility of a specific image for face verification purposes.
Indeed, the target quality value used for training has been
derived (following a novel approach) for each image from a
set of genuine and impostor verification attempts.

The proposed regressor has been tested in combination
with different face recognition systems (DLib, ArcFace,
VGG-Face and VeriLook) to get a broad overview of its effec-
tiveness. In line with the procedure adopted at NIST [10],
performance evaluation is based on Error vs. Discard curves
that analyse the FNMR trend as a function of the proportion of
testing images discarded based on the quality score assigned.

The results obtained are quite encouraging; the differ-
ent versions of the proposed quality regressor provide all
interesting results confirming their capability of predicting
a significant quality score from a set of quality indicators
related to ISO/ICAO compliance controls and FaceQNet out-
put. An analysis of the feature importance shows that the
most relevant factors for quality assessment in this context
are those related to exposure/lighting, head pose and blur-
ring/focus. Indeed, even ICAO compliant images can present
a (very limited) amount of such alterations and the proposed
quality regressor is able to capture such small variations for
image quality score prediction.

The experimental validation carried out in this paper
highlighted a major issue that specifically emerges in the
high-quality image scenario. Indeed, in this context the error
rates measured for state-of-the-art FRSs are very low and
make it difficult to adopt the standard Error vs. Discard
curves to evaluate the effectiveness of quality assessment
approaches; for instance, no FNM errors have been observed
when a state-of-the-art FRS such as VeriLook has been
applied to our high-quality images. On the one hand, this
may indicate that quality assessment in this context is not
so critical or relevant; on the other hand, the next ISO/IEC
39794-5 allows to store information about biometric samples
quality in dedicated quality blocks in the next generation
passports, thus suggesting the need for reliable quality esti-
mation approaches on ISO/ICAO compliant images. There-
fore we believe that the problem of performance assessment
for high-quality images should be further studied.

Several possible extensions will be considered in our future
research activity. A desirable feature for a quality assess-
ment approach is to produce a result that is clearly explain-
able to humans, in terms of what factors mostly determined
the predicted quality score; the method should be therefore
extended to output this kind of information, that could be
obtained by comparing the single quality features (input to
the regressor) and the feature importance obtained during the
training stage.Moreover, further investigations on printed and
scanned images are certainly needed to analyze another rele-
vant application scenario. Finally, of uttermost importance is

an experimentation on real data that will be carried out in a
near future.
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