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THE DISTRIBUTIONAL DIVERGENCE OF HORIZONTAL
VECTOR FIELDS VANISHING AT INFINITY ON CARNOT

GROUPS

A. BALDI - F. MONTEFALCONE

We define a BV -type space in the setting of Carnot groups (i.e., simply
connected Lie groups with stratified nilpotent Lie algebra) that allows
one to characterize all distributions F for which there exists a continuous
horizontal vector field Φ, vanishing at infinity, that solves the equation
divHΦ = F . This generalizes to the setting of Carnot groups some results
by De Pauw and Pfeffer, [13], and by De Pauw and Torres, [14], for the
Euclidean setting.

Contents

1 Introduction 240

2 Notation and preliminary results 243
2.1 Vector Measures in HG and Riesz Theorem . . . . . . . . . . . 248
2.2 Functions of bounded H-variation in Carnot groups . . . . . . . 250

3 The space BV Q/Q−1
H (G) 252

3.1 An approximation result for BV Q/Q−1
H (G) . . . . . . . . . . . . 253

Received on April 17, 2023

AMS 2010 Subject Classification: 35A23, 35R03, 26D15, 46E36, 49Q15
Keywords: Carnot groups, BV functions, Gagliardo-Niremberg inequalities, divergence-type op-
erators



240 A. BALDI - F. MONTEFALCONE

4 Charges vanishing at infinity 256
4.1 An example of charge vanishing at ∞ . . . . . . . . . . . . . . . 258

5 Bourgain-Brezis’s duality argument for the getting the estimate (4) 262
5.1 A charge associated with a divergence operator . . . . . . . . . 262
5.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266

1. Introduction

In their celebrated 2003 paper [7], Bourgain and Brezis studied a problem con-
cerning the equation divY = f for Lp-periodic functions f defined on Rn. Among
their results, they considered the limiting case p = n and proved that there exists
a vector field Y solving the equation and that belongs to L∞. To attack the above
problem, they started by using special vector fields of the form Y = ∇u, thus
considering the problem ∆u = f . This method for 1 < p < ∞ yields a solution
u ∈W 2,p and, consequently, a solution Y ∈W 1,p. Unfortunately, in the limiting
case p = n, the fact that Y ∈W 1,p does not imply directly that ∇u belongs to L∞,
since W 1,p is not contained in L∞. Despite this, they proved that in a suitable
class of periodic functions on Rn there exists indeed a continuous vector fields
Y that solves the equation divY = f and such that

∥Y∥L∞ ≤ C (n)∥ f∥Ln , (1)

where C (n) denotes a dimensional constant. The continuity of Y is a key point
in their proof, which relies on the Sobolev embedding of both spaces W 1,1 and
BV into Ln/n−1, and on a duality argument. The proof itself was not construc-
tive. As a matter of fact, the authors showed that there are no bounded linear
operators K from the space of Ln-periodic functions to L∞ such that div(K f ) = f
in the distributional sense. Thus, inequality (1) cannot follow from a represen-
tation formula for solutions to the equation under study. After the paper [6] was
written, a huge literature appeared concerning equations such as

divY = F. (2)

Among them we quote [13], where the authors considered the problem in a more
general framework, finding necessary and sufficient conditions on F in order to
get a continuous weak solution of (2). Moreover, they introduced the notions of
charge and strong charge, which originated from their researches on generalized
Riemann integrals and Gauss-Green theorems; see [13] and references therein.

We remind the reader that a distribution F ∈ D′(Rn) is said a flux if the
equation (2) has a continuous solution, i.e., if there exists a vector field Y ∈
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C(Rn;Rn) such that

F(ϕ) =−
∫
Rn
⟨Y (x),∇ϕ(x)⟩dx ∀ϕ ∈ D(Rn).

A linear functional F :D(Rn)−→R is called a charge in Rn if limi→+∞ F(ϕi)=
0 for every sequence {ϕi}i∈N ⊂D(Rn) such that

lim
i→+∞

∥ϕi∥L1 = 0 and sup
i
(∥∇ϕi∥L1 +∥ϕi∥L∞)< ∞;

see Definition 2.3 in [13]. On the other hand, the linear functional F :D(Rn)−→
R is said a strong charge in Rn if limi→+∞ F(ϕi)= 0 for every sequence {ϕi}i∈N⊂
D(Rn) such that limi→+∞ ∥ϕi∥L1 = 0 and supi ∥∇ϕi∥L1 <+∞. The linear spaces
of all fluxes, charges and strong charges in Rn are denoted, respectively, by
F(Rn), Ch(Rn), and Chs(Rn). It is observed in [13] that, in principle, F(Rn)⊂
Ch(Rn)⊂ Chs(Rn)⊂D′(Rn) but in the paper the authors show that F = Chs.

We remark that an example of strong charge is given by any distribution
associated with a function f ∈ Ln

loc(R
n): this shows the connection with the

problem studied by Bourgain and Brezis. Later on, De Pauw and Torres, [14],
characterized all functionals F acting linearly on the subspace of Ln/(n−1)(Rn)
of all functions whose distributional gradient is a vector valued measure, un-
der a suitable continuity assumption. The requirement on F is connected with
the definition of charge vanishing at infinity (see Definition 3.1 in [14]). As a
corollary of their characterization result, De Pauw and Torres proved that given
f ∈ Ln(Rn) there exists Y ∈C0(Rn,Rn) such that divY = f in the sense of dis-
tribution, where C0(Rn,Rn) denotes the space of all continuous vector fields
vanishing at infinity.

Starting from the existence result of De Pauw and Torres and adapting Bour-
gain and Brezis’ proof, Moonens and Picon proved in [25] that if f ∈ Ln(Rn),
then there exists Ỹ ∈C0(Rn,Rn) solving the equation divỸ = f , and such that

∥Ỹ∥L∞ ≤ C (n)∥ f∥Ln ,

where the constant C (n) is a dimensional constant independent of f .
In this paper we study, in the setting of Carnot groups (i.e., simply connected

Lie groups G, with stratified nilpotent Lie algebra g; see, e.g., [5], [15], [31]), an
analogous of the equation (2), obtaining also a continuity estimate similar to the
one above. Carnot groups are the simpler examples of sub-Riemannian mani-
folds and play a deep role in studying, in a sub-Riemannian setting, problems
arising from differential geometry, geometric measure theory, subelliptic differ-
ential equations, optimal control theory, mathematical models in neurosciences
and robotics. Roughly speaking, a sub-Riemannian structure on a smooth n-
dimensional manifold M is given by a subbundle HM of the tangent bundle
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T M, which defines a family of admissible directions at any point of M. The
subbundle HM is called the horizontal bundle. If we endow each fiber HxM
of HM with a scalar product ⟨,⟩x, there exists a naturally associated distance
d on M, called Carnot-Carathéodory distance, defined as the infimum of the
Riemannian length of all horizontal curves (i.e., any curve γ : I → M such that
γ ′(t) ∈ Hγ(t)M for a.e. t ∈ I) joining two given points.

In any Carnot group G, the horizontal subbundle HG is generated by left
translation of the first layer of the stratification of the Lie algebra g, which can
be identified with a linear subspace of the tangent space of the group at the
identity. Moreover, through the Lie group exponential map, G can be identified
with the Euclidean space Rn, endowed with a polynomial group law, where
n = dim g. Notice that the Hausdorff dimension Q of a Carnot group G turns
out to be strictly greater than its topological dimension.

Horizontal vector fields in Carnot groups (i.e., smooth sections of the hori-
zontal subbundle HG) are the natural counterpart of vector fields in Euclidean
spaces, and there is a well understood notion of horizontal divergence, later
denoted as divH . This fact makes possible to study an equation of the type

divHΦ = F. (3)

More precisely, in this paper we study the notion of charge vanishing at infinity
in the setting of Carnot groups, following the lines of [14], in connection with
the solvability of the equation (3).

Our main result is stated in Theorem 5.6, where we prove that if F ∈D′(G),
then there exist continuous horizontal vector fields vanishing at infinity (see
Section 2 for precise definitions) that solve (3) in the distributional sense if and
only if F is a charge vanishing at infinity. As a corollary, if F ∈ LQ(G) (hence,
it turns out that F can be regarded as a charge vanishing at infinity), there is
a continuous solution of (3) vanishing at infinity that in addition satisfies the
inequality

∥Φ∥L∞ ≤ C (Q)∥F∥LQ , (4)

where C (Q) denotes a geometric constant, which is independent of F (see (42)).
The problem of the existence of an L∞-solution Φ, and of an inequality like

(4), could be formulated in the more general setting of the Rumin complex of
intrinsic differential forms on Carnot groups. In fact, horizontal vector fields
can be identified with intrinsic differential forms of degree (n− 1), so that an
estimate like (4) can be seen as the first link of a chain of analogous inequali-
ties for intrinsic differential forms of any degree. A similar result, for Rumin’s
differential forms of any degree, has been recently obtained in the setting of
Heisenberg groups in [3]. Nevertheless, the formulation of the problem itself, in
terms of differential forms of arbitrary degree in general Carnot groups, is not
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straightforward at all due to the lack of homogeneity of the Rumin’s exterior
differential (for an explanation of this phenomenon, see, e.g., [4] p.6). Thus,
one of the motivations of our paper is to attack this kind of problem in general
Carnot groups for horizontal vector fields (thought of as identified with intrin-
sic differential forms of degree (n−1)), where the Rumin’s exterior differential
turns out to be always homogeneous. Finally, it is worth also mentioning the
very recent paper [24], where the notion of charge is studied in connection with
the compactness of normal currents in Carnot groups.

The paper is organized as follows. Precise definitions and basic properties of
Carnot groups are discussed in Section 2, together with the notions of horizontal
vector measures and horizontal vector fields vanishing at infinity adapted for this
setting; see Section 2.1. Then, in Section 2.2, we collect several results about
BV functions in Carnot groups. In Section 3 we introduce and study another
BV -like space, denoted by BV Q/Q−1(G) and defined as the set of all functions
in LQ/Q−1(G) whose distributional gradient (regarded as a measure) has finite
total variation. In Section 4 we study a closed subspace of the dual space of
BV Q/Q−1(G), denoted by Ch0(G). In particular, following the lines of [14],
we prove that its dual is isomorphic to BV Q/Q−1(G). Section 5 contains our
main result (see Theorem 5.6) concerning the equation divHΦ = F (meant in
the distributional sense). In particular, we show that this equation admits as a
solution a continuous horizontal vector field Φ vanishing at infinity if and only
if F ∈ Ch0(G). In addition, as a corollary, we prove an estimate of the type (4);
see Corollary 5.7.

2. Notation and preliminary results

A Carnot group G of step κ is a simply connected Lie group whose Lie algebra
g is finite dimensional, say of dimension n, and admits a step κ stratification,
i.e., there exist linear subspaces V1, ...,Vκ such that

g=V1 ⊕ ...⊕Vκ , [V1,Vj] =Vj+1, Vκ ̸= {0}, Vj = {0} if i > κ, (5)

where [V1,Vj] denotes the subspace of g generated by all commutators of the
form [X ,Y ], with X ∈V1 and Y ∈Vj ( j ≥ 1).

For any j = 1, . . . ,κ , let m j := dimVj and h j := m1 + · · ·+m j, where h0 =
0 and, clearly, hκ = n. Now choose a basis {e1, . . . ,en} of g adapted to the
stratification, i.e.,

{eh j−1+1, . . . ,eh j} is a basis of Vj for any j = 1, . . . ,κ.

Let X = {X1, . . . ,Xn} be the set of left-invariant vector fields of G such that
Xi(e) = ei (i = 1, ...,n), where e denotes the identity of G. By the stratification
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hypothesis (5), all left-invariant vector fields of G are generated by iterated Lie
brackets of the subset {X1, . . . ,Xm1}: we will refer to X1, . . . ,Xm1 as the generat-
ing vector fields of the group.

The exponential map is a one to one map from g onto G. Thus, any x ∈ G
can be written in a unique way as x = exp(x1X1+ · · ·+xnXn). Using these expo-
nential coordinates, we shall identify x with the n-tuple (x1, . . . ,xn) ∈ Rn and,
accordingly, G with (Rn, ·). The explicit expression of the group operation “·”
follows from the Campbell-Baker-Hausdorff formula; see [5]. If j = 1, . . . ,κ ,
then set x j := (xh j−1+1, . . . ,xh j) ∈ Rm j . Thus, we can also identify x with the
κ-tuple (x1, . . . ,xκ) ∈ Rm1 × . . .×Rmκ = Rn.

Recall that there are two important families of group automorphisms: left
translations and group dilations. For any x ∈ G, the left translation by x, say
τx : G−→G, is the map given by

G ∋ z 7−→ τxz := x · z.

For any λ > 0, the dilation δλ : G−→G, is defined as

δλ (x1, ...,xn) = (λ d1x1, ...,λ
dnxn), (6)

where di ∈N (i = 1, ...,n) denotes the homogeneity of the monomial xi in G (see
[15], Ch.1, par. C), which is given by

di = j whenever h j−1 +1 ≤ i ≤ h j ( j = 1, ...,κ). (7)

In particular, note that 1 = d1 = ...= dm1 < dm1+1 = 2 ≤ ...≤ dn = κ.

The Lie algebra g can always be equipped with a scalar product ⟨·, ·⟩ for which
{X1, . . . ,Xn} is an orthonormal basis.

As customary, we also fix a smooth homogeneous norm ∥ ·∥ in G (see [31],
p. 638) such that the gauge distance d(x,y) := ∥y−1 · x∥ is a left-invariant dis-
tance on G, in fact equivalent to the “Carnot-Carathéodory distance” (see [1]).
We set

B(x,r) := {y ∈G; d(x,y)< r}

to denote the open r-ball centered at x ∈ G. It is well-known that any Haar
measure of a Carnot group G coincides, up to a constant factor, with the stan-
dard Lebesgue measure L n on g ∼= Rn (notice that we just write dx instead of
dL n(x) in the integrals). If A ⊂ G is a L n-measurable set, we will also set
|A| := L n(A).

The homogeneous dimension Q of the group G is the number defined as

Q :=
κ

∑
j=1

j dimVj. (8)
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Since for any x ∈G and r > 0 we have

|B(x,r)|= |B(e,r)|= rQ|B(e,1)|, (9)

the integer Q turns out to be the Hausdorff dimension of the metric space (G,d).

Proposition 2.1. The group product “·” has the form

x · y = x+ y+Q(x,y) for all x,y ∈ Rn, (10)

where Q= (Q1, . . . ,Qn) : Rn ×Rn −→Rn, and any Qi is a homogeneous poly-
nomial of degree di (i = 1, ...,n) with respect to the intrinsic dilations (6), i.e.,

Qi(δλ x,δλ y) = λ
diQi(x,y) for all x,y ∈G.

In addition, for every x,y ∈G the following hold:

Q1(x,y) = ...=Qm1(x,y) = 0; (11)

Q j(x,0) =Q j(0,y) = 0 and Q j(x,x) =Q j(x,−x) = 0 for m1 < j ≤ n;
(12)

Q j(x,y) =Q j(x1, . . . ,xhi−1 ,y1, . . . ,yhi−1) for hi−1 ≤ j ≤ hi (i > 1). (13)

It follows from Proposition 2.1 that δλ x · δλ y = δλ (x · y) for every x,y ∈
G, and that the inverse x−1 of any x = (x1, . . . ,xn) ∈ G has the form x−1 =
(−x1, . . . ,−xn).

Proposition 2.2 (see, e.g., [19], Proposition 2.2). The left-invariant vector fields
{X1, ...,Xn} have polynomial coefficients and are of the form

X j(x) = ∂ j +
n

∑
i>hl

qi, j(x)∂i for any j = 1, . . . ,n and j ≤ hl (l = 1, ...,κ),

(14)
where qi, j(x) = ∂Qi

∂y j
(x,y)

∣∣
y=0.

In particular, if hl−1 < j ≤ hl , then qi, j(x) = qi, j(x1, ...,xhl−1) and qi, j(0) = 0.

The subbundle HG of the tangent bundle TG spanned by the vector fields
{X1, . . . ,Xm1} is called the horizontal bundle and plays a particularly important
role in the theory. The fibers of HG are explicitly given by

HxG= span {X1(x), . . . ,Xm1(x)} ∀x ∈G.

For simplicity of notation, we will henceforth set m := m1.
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A subriemannian structure is defined on G once one endows each fiber HxG
of the horizontal bundle HG with a scalar product ⟨·, ·⟩x; its associated norm
is denoted as | · |x. When clear from the context, we will drop the subscript x,
simply writing ⟨·, ·⟩ and | · |.

From now on, we shall assume that, at any x∈G, the basis {X1(x), . . . ,Xm(x)}
is orthonormal (under the chosen scalar product).

Measurable sections of the horizontal bundle HG are called horizontal sec-
tions (or horizontal vector fields ), and vectors in HxG are called horizontal
vectors.

Given a horizontal vector field1 Φ : G→ HG, and since a horizontal frame
has already been fixed, we can write Φ in terms of its m components Φi : G→R
(i = 1, . . . ,m) along the horizontal frame {X1, . . .Xm}, so that

Φ =
m

∑
j=1

φ jX j.

In other words, we can always assume that Φ = (φ1, ...,φm).
Now, let f : G−→ R be a smooth function, say f ∈C∞(G). The horizontal

gradient of f is the horizontal vector field DH f defined by

⟨DH f (x),X⟩x = d fx(X), ∀x ∈G, ∀X ∈ HxG.

Clearly, with respect to the the horizontal frame, we can write DH f =(X1 f , ...,Xm f ).
Moreover, if Φ = (φ1, . . . ,φm) is a smooth horizontal vector field, say Φ ∈

C∞(G,HG), its horizontal divergence divH Φ is, by definition, the real valued
function

divH Φ :=
m

∑
j=1

X jφ j. (15)

The same symbols DH and divH will be adopted later, when working with
the weak horizontal gradient and divergence operators (intended in the sense of
distributions).

Recall that if Ω⊆G is an open set, the space of continuous linear functionals
on C∞(Ω) (=: E(Ω)) is denoted by E ′(Ω) and the space of continuous linear
functionals on C∞

c (Ω) (=: D(Ω)) is denoted by D′(Ω). Throughout the paper,
we will use the notation ⟨·|·⟩ for the duality between D′(Ω) and D(Ω) and also
for the duality between E ′(Ω) and E(Ω) (more generally, the same notation will
be used for the duality between other function spaces defined below).

If f : G −→ R, we denote by v f the function given by v f (x) := f (x−1).
Furthermore, if T ∈ D′(G), then vT will denote the distribution defined by
⟨vT |ϕ⟩ := ⟨T |vϕ⟩ for any test function ϕ ∈ D(G).

1In other words, if π : TG→G is the bundle projection map, then π ◦Φ is the identity map.
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As in [15], we adopt the following multi-index notation for higher-order
derivatives. If I = (i1, . . . , in) is a multi–index, we set X I = X i1

1 . . .X in
n . By the

Poincaré-Birkhoff-Witt theorem (see, e.g., [9], I.2.7), the differential operators
X I form a basis for the algebra of left-invariant differential operators in G. Fur-
thermore, let |I| := i1 + . . .+ in be the order of the differential operator X I , and
let d(I) := d1i1 + . . .+dnin be its degree of homogeneity with respect to group
dilations. From the Poincaré–Birkhoff-Witt theorem it follows, in particular,
that any homogeneous linear differential operator in the horizontal derivatives
can be expressed as a linear combination of the operators X I of the special form
above.

We now recall the notion of convolution in the setting of Carnot groups (see,
e.g., [15]). If f ∈ D(G) and g ∈ L1

loc(G), we set

f ∗g(x) :=
∫

f (y)g(y−1 · x)dy ∀x ∈G. (16)

Furthermore, recall that if also g is a smooth function and P is a left-invariant
differential operator, then

P( f ∗g) = f ∗Pg.

More generally, we remark that the convolution is well-defined whenever
f ,g ∈ D′(G), provided at least one of them has compact support. In this case,
for any test function φ ∈ D(G), the following identities hold:

⟨ f ∗g|φ⟩= ⟨g|v f ∗φ⟩ and ⟨ f ∗g|φ⟩= ⟨ f |φ ∗ vg⟩. (17)

Suppose now that f ∈ E ′(G) and g ∈ D′(G). If ψ ∈ D(G), then it can be
shown that

⟨(X I f )∗g|ψ⟩= ⟨X I f |ψ ∗ vg⟩= (−1)|I|⟨ f |ψ ∗ (X I vg)⟩
= (−1)|I|⟨ f ∗ vX I vg|ψ⟩.

(18)

The following theorem can be found in [15] (see Proposition 1.18).

Theorem 2.3 (Hausdorff-Young inequality). If f ∈ Lp(G), g ∈ Lq(G), 1 ≤
p,q,r ≤ ∞, and 1

p +
1
q = 1+ 1

r , then f ∗g ∈ Lr(G) and ∥ f ∗g∥Lr ≤ ∥ f∥Lp∥g∥Lq .

Remark 2.4. If T ∈ E ′(G), and P is a differential operator in G, then PT ∈
E ′(G), and it turns out that supp PT ⊂ supp T (see [32], Exercise 24.3).

We collect in the next proposition a few basic properties of the convolution
of two distributions.

Proposition 2.5. The following assertions hold.
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1. If T ∈ D′(G) (or, T ∈ E ′(G), respectively), then the convolution φ 7→
φ ∗ T is a continuous linear map of E(G) (or, D(G), respectively) into
D(G) (see [32], Theorem 27.3).

2. The convolution maps E(G)×D′(G) (or, D(G)×E ′(G), respectively)
into D(G) (see [32], p. 288).

3. The convolution (S,T ) 7→ S∗T , defined as

⟨S∗T |φ⟩D′,D = ⟨S|φ ∗ vT ⟩E ′,E ,

is a separately continuous bilinear map from E ′(G)×D′(G) into D′(G)
(see [32], Theorem 27.6).

Let J : G −→ R be a mollifier (for the group structure), i.e., J ∈ C∞
c (G),

J ≥ 0, supp(J) ⋐ B(e,1), and
∫
G J(x)dx = 1. Note that, if one starts from a

standard mollifier J defined in (R,+), then the function J(∥x∥) turns out to be a
mollifier in G. Now, given a mollifier J, we define a family of approximations
to the identity {Jε}ε>0 by setting

Jε(x) :=
1

εQ J(δ1/εx) .

We remark explicitly that Jε(x) = vJε(x) for every x ∈G.
Let 1 ≤ p < +∞. If f ∈ Lp(G), then Jε ∗ f −→ f in Lp(G) as ε → 0.

Furthermore, since f ∗ Jε = v (vJε ∗ v f ) = v (Jε ∗ v f ), the same assertions hold
true for f ∗ Jε .

2.1. Vector Measures in HG and Riesz Theorem

Throughout we shall denote by Cc(G,HG) the class of continuous horizontal
vector fields with compact support in G, and by C0(G,HG) its completion with
respect to the uniform norm

∥Φ∥∞ = sup{|Φ(x)|x : x ∈G},

where Φ : G −→ HG. It turns out that C0(G,HG), endowed with the uniform
norm ∥ · ∥∞, is a Banach space. Furthermore, since the uniform limit of contin-
uous functions is a continuous function, it follows that Φ ∈ C0(G,HG) if, and
only if, Φ is continuous and for every ε > 0 there exists a compact set K ⊂ G
such that |Φ(x)|x ≤ ε whenever x ∈G\K.

We shall refer to the space C0(G,HG) as the space of continuous horizontal
vector fields vanishing at infinity. Exactly as in the Euclidean case, the linear
subspace D(G,HG) is dense in C0(G,HG).
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Now we need a substitute for the notion of vector-valued measure in Carnot
groups (compare with [12], Definition 3.5).

Let γ ∈M(G) be a Radon measure on G and let α : G→ HG be a (locally)
bounded γ-measurable horizontal vector field. Hence, there is a naturally de-
fined linear functional on Cc(G,HG) given by Tαγ(Φ) :=

∫
G⟨Φ,α⟩dγ (clearly,

Tαγ is bounded in Cc(G,HG) with respect to the L∞-topology). As a conse-
quence, we can define a notion of vector measure αγ in HG by setting

Cc(G,HG) ∋ Φ 7−→
∫
G
⟨Φ,d(αγ)⟩ := Tαγ(Φ).

By density, this functional extends to a continuous linear functional in C0(G,HG).
In the sequel, we shall denote by M(G,HG) the space of all vector measures
on G (in the previous sense). As previously pointed out, we can write α =

∑
m
i=1 αiXi, where the components αi : G → R (i = 1, ...,m) with respect to the

horizontal frame are now (locally) bounded γ-measurable functions. Hence, the
vector measure µ = αγ can be written (in components) as µ = (µ1, . . . ,µm) =
(α1, . . . ,αm)γ, and we get

Tµ(Φ) =
∫
G
⟨Φ,dµ⟩=

m

∑
i=1

∫
G

Φi(x)dµi(x).

Since in Carnot groups the horizontal bundle has a global trivialization, we
can always argue componentwise. Then it is not difficult to show that any T ∈
C0(G,HG)∗ can be represented by a vector measure µ in HG as

T (Φ) =
∫
G
⟨Φ,dµ⟩ ∀Φ ∈C0(G,HG).

Moreover, due to the density of D(G,HG) in C0(G,HG), if we take T ∈D(G,HG)∗

such that sup{T (Φ) : Φ ∈ D(G,HG), ∥Φ∥∞ ≤ 1}<+∞, we can extend uniquely
T to an element of C0(G,HG)∗. Hence, any T turns out to be associated with a
vector measure µ ∈M(G,HG). We henceforth set

∥µ∥M := sup{T (Φ) : Φ ∈ D(G,HG), ∥Φ∥∞ ≤ 1}= ∥T∥C∗
0

(the symbol M will be omitted when clear by the context). The identifica-
tion between the space M(G,HG) of vector measures with finite mass and
C0(G,HG)∗ can be proved using the map ρ : M(G,HG)−→C0(G,HG)∗ de-
fined by

ρ(µ)(Φ) :=
∫
G
⟨Φ,dµ⟩= Tµ(Φ) ∀Φ ∈C0(G,HG).
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2.2. Functions of bounded H-variation in Carnot groups

In this subsection we recall some known definitions and results concerning func-
tions of “intrinsic bounded variation”.

Let Ω ⊆ G be an open set. Recall that a function f : Ω −→ R is said to
have intrinsic bounded variation in Ω, and in this case we write f ∈ BVH(Ω), if
f ∈ L1(Ω) and

∥DH f∥(Ω) := sup
{∫

Ω

f divHΦ dx : Φ ∈ D(Ω,HΩ), ∥Φ∥∞ ≤ 1
}
<+∞,

where ∥Φ∥∞ = sup{|Φ(x)|x : x ∈ Ω}.
The quantity ∥DH f∥(Ω) represents the total horizontal variation (or, H-

variation) of the distributional horizontal gradient DH f in Ω.
Unless otherwise stated, throughout the paper we shall assume that Ω =G.

In this case, the total H-variation of DH f in G will be simply denoted as ∥DH f∥.
Note that the preceding definition can easily be localized. To this aim, let

f ∈ L1
loc(Ω) and assume that ∥DH f∥(V ) < +∞ for every open subset V ⋐ Ω.

In this case, we set f ∈ BVH,loc(Ω) to denote the space of functions of locally
bounded H-variation in Ω.

Of course, if G is commutative and equipped with the Euclidean metric, the
previous definitions coincide with the classical ones. There is a wide literature
on BVH-functions in Carnot groups for which we refer, for instance, to [18],
[20], [33], and references therein.

By adapting the classical Riesz representation theorem to our setting, one
can prove the following “structure theorem”.

Theorem 2.6. If f ∈ BVH,loc(Ω), then ∥DH f∥ is a Radon measure on Ω. In
addition, there exists a bounded ∥DH f∥-measurable horizontal section σ f : Ω→
HΩ such that |σ f (x)|x = 1 for ∥DH f∥-a.e. x ∈ Ω, and the following holds∫

Ω

f divHΦ dx =−
∫

Ω

⟨Φ,σ f ⟩d∥DH f∥ ∀Φ ∈ D(Ω,HΩ). (19)

Let C1
H(Ω) denote the linear space of functions f : Ω −→ R such that the

pointwise horizontal partial derivatives X1 f , . . . ,Xm f are continuous in Ω.

Remark 2.7. As in the Euclidean case, every function f ∈ C1
H(Ω) belongs to

BVH,loc(Ω). This follows by integrating by parts. Indeed, we have∫
Ω

f divHΦ dx =−
∫

Ω

⟨Φ,DH f ⟩dx,

which implies that ∥DH f∥(Ω) = L n |DH f |, and

σ f =

{
DH f
|DH f | if DH f ̸= 0

0 if DH f = 0
L n-a.e.
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Let Ω = G. According to the previous section’s definition, µ = σ f ∥DH f∥
is a vector measure in HG. Writing σ f with respect to the horizontal frame
as σ f = ∑

m
i=1 σ f ,iXi, where the components σ f ,i : G −→ R (i = 1, . . . ,m) are

bounded measurable functions, we have µ = (σ f ,1, . . . ,σ f ,m)∥DH f∥. We shall
set [DH f ] := µ , so that (19) becomes∫

G
f divHΦ dx =−

∫
G
⟨Φ,d[DH f ]⟩ ∀Φ ∈ D(G,HΩ). (20)

The following results are relevant in the theory of bounded H-variation func-
tions in Carnot groups (for a proof we refer the reader to the literature quoted
above).

The first one asserts that the (total) H-variation is lower semicontinuous with
respect to the L1

loc-convergence and follows because the map f 7→ ∥DH f∥(·) is
the supremum of a family of L1-continuous functionals.

Theorem 2.8. Let Ω ⊆G be an open set. Let { fk}k∈N be a sequence in BVH(Ω)
such that fk −→ f in L1

loc(Ω) as k →+∞. Then

∥DH f∥(Ω)≤ liminf
k→+∞

∥DH fk∥(Ω).

The next theorem, in the Euclidean setting, is better known as the “Anzellotti-
Giaquinta approximation theorem”.

Theorem 2.9. Let Ω ⊆G be an open set and let f ∈ BVH(Ω). Then, there exists
a sequence { fk}k∈N ⊂ BVH(Ω)∩C∞(Ω) such that fk −→ f in L1(Ω) as k →+∞,
and

lim
k→+∞

∥DH fk∥(Ω) = ∥DH f∥(Ω).

If E ⊆ G is a Borel set, we set PH(E) := ∥DH χE∥, where χE is the char-
acteristic function of E. More generally, if Ω ⊆ G is an open set, we set
PH(E,Ω) := ∥DH χE∥(Ω). The quantities just defined are the H-perimeter of
E in G and in Ω, respectively.

The next result is the coarea formula for functions of bounded H-variation
(see, e.g., [18], [20]).

Theorem 2.10 (Coarea formula). Let f ∈BVH(Ω) and set Et := {x∈Ω : f (x)>
t}. Then, Et has finite H-perimeter in Ω for a.e. t ∈R and the following formula
holds

∥DH f∥(Ω) =
∫
R

PH(Et ,Ω)dt. (21)

Conversely, if f ∈ L1(Ω) and
∫
R PH(Et ,Ω)dt <+∞, then f ∈ BVH(Ω).
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Finally, we have to recall a fundamental inequality, whose validity will be
of central importance for our next results.

Remark 2.11 (Gagliardo-Nirenberg inequality). As is well-known, the classical
Gagliardo-Nirenberg inequality has been generalized to Carnot groups by many
authors (and with different aims); see, e.g., [11], [16], [17], [20], [23], [27].
More precisely, if f ∈D(G), the inequality states that there exists a “geometric”
constant CGN = CGN (Q,G) such that

∥ f∥LQ/Q−1 ≤ CGN∥DH f∥L1 . (22)

The inequality (22) extends to functions in BVH(G) having compact support.
In fact, arguing as in [22] (see Theorem 1.28), it is sufficient to approximate
f ∈ BVH(G) with a sequence { f j} j∈N ⊂ D(G) such that f j −→ f in L1(G)
and ∥DH f j∥ −→ ∥DH f∥ as j → +∞. Then, by (22) the sequence is uniformly
bounded in the LQ/Q−1-norm and hence there exists a subsequence weakly con-
vergent to some f0 ∈ LQ/Q−1(G). But since f j −→ f in L1(G) as j → +∞, it
follows that f j ⇀ f = f0 in LQ/Q−1(G) as j → +∞ and the proof is achieved
by using the weak lower semicontinuity of the LQ/Q−1-norm (see, e.g., [10],
Proposition 3.5).

3. The space BV Q/Q−1
H (G)

We introduce another intrinsic BVH-type space, which is in fact a subspace of
LQ/Q−1(G), where Q denotes the homogeneous dimension (equal to the Haus-
dorff dimension) of G; see (8). In the Euclidean setting this space was intro-
duced and studied by De Pauw and Torres in [14].

Definition 3.1. The space BV Q/Q−1
H (G) is the set of functions f ∈ LQ/Q−1(G)

whose distributional gradient DH f is a finite vector measure, i.e.,

∥DH f∥ := ∥DH f∥(G)= sup
{∫

G
f divHΦ dx : Φ ∈ D(G,HG), ∥Φ∥∞ ≤ 1

}
<+∞.

The space BV Q/Q−1
H (G) is a Banach space when endowed with the norm

∥ f∥LQ/Q−1 +∥DH f∥.

Note also that BV Q/Q−1
H (G)⊂ BVH,loc(G).

The next result shows the lower semicontinuity of the H-variation with re-
spect to the weak convergence in LQ/Q−1(G).
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Theorem 3.2. Let { fk}k∈N be a sequence in BV Q/Q−1
H (G) such that fk ⇀ f in

LQ/Q−1(G) as k →+∞. Then

∥DH f∥ ≤ liminf
k→+∞

∥DH fk∥.

Proof. We consider the functional
∫
G f divHΦ dx with Φ∈D(G,HG) and ∥Φ∥∞ ≤

1. Since divHΦ ∈ LQ(G) and fk ⇀ f in LQ/Q−1(G) as k →+∞, we have∫
G

f divHΦ dx = lim
k→+∞

∫
G

fk divHΦ dx .

By assumption, { fk}k∈N ⊂ BV Q/Q−1
H (G), and hence

∫
G fk divHΦ dx ≤ ∥DH fk∥.

Thus ∫
G

f divHΦ dx ≤ liminf
k→+∞

∥DH fk∥,

and the conclusion follows by taking the supremum on the left-hand side over
all Φ in D(G,HG) such that ∥Φ∥∞ ≤ 1.

3.1. An approximation result for BV Q/Q−1
H (G)

We start with an approximation result that yields as corollaries a Gagliardo-
Nirenberg inequality for functions in BV Q/Q−1

H (G) and a compactness result
in BV Q/Q−1

H (G). The results in this subsection generalize the corresponding
Euclidean ones in [14].

Theorem 3.3. Let f ∈ BV Q/Q−1
H (G). Then, there exists a sequence { f j} j∈N ⊂

D(G) such that:

(i) f j ⇀ f in LQ/Q−1(G) as j →+∞ and sup j ∥DH f j∥<+∞.

In addition, the sequence { f j} j∈N satisfies:

(ii) lim j→+∞ ∥DH f j∥L1 = ∥DH f∥.

Proof. The proof is divided in several steps.

Step 1. Consider a family of approximations to the identity {Jε}ε>0 (see Section
2) and remember that Jε =

vJε . Since Jε ∗ f −→ f in LQ/Q−1(G) as ε →
0+, one has obviously Jε ∗ f ⇀ f in LQ/Q−1(G) as ε → 0+. In addition,
it follows from (17) that if Φ ∈ D(G,HG) and ∥Φ∥∞ ≤ 1, then

⟨Jε ∗ f |XiΦ⟩= ⟨ f |vJε ∗XiΦ⟩= ⟨ f |Jε ∗XiΦ⟩= ⟨ f |Xi(Jε ∗Φ)⟩.
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Hence ∫
G
(Jε ∗ f )divH Φdx =

∫
G

f divH (Jε ∗Φ)dx.

Now since ∥Jε ∗Φ∥∞ ≤∥Φ∥∞ ≤ 1, taking the supremum on the right-hand
side, we get ∫

G
(Jε ∗ f )divH Φdx ≤ ∥DH f∥.

In turn, since Jε ∗ f ∈C∞(G), taking the supremum on the left-hand side
over all Φ ∈ D(G,HG) such that ∥Φ∥∞ ≤ 1, we obtain

∥DH(Jε ∗ f )∥L1 = ∥DH(Jε ∗ f )∥ ≤ ∥DH f∥ (23)

for every ε > 0; see, e.g., Remark 2.7. So let {εk}k∈N be a strictly decreas-
ing sequence such that εk → 0 as k →+∞. Using the lower semicontinuity
property in Theorem 3.2 together with (23), it follows eventually that

lim
k→+∞

∥DH(Jεk ∗ f )∥L1 = ∥DH f∥. (24)

Step 2. Starting from (24), it is clear that there must exist a subsequence
{

Jεk j
∗

f
}

j∈N of {Jεk ∗ f}k∈N such that

∥DH(Jεk j
∗ f )∥L1 ≤ ∥DH f∥+ 1

j
∀ j ∈ N. (25)

Step 3. Let us fix a sequence of cut-off functions {gi}i∈N ⊂ D(G) such that for
any i ∈ N supp(gi) ⊂ B(e,2i), gi ≡ 1 in B(e, i), and supi ∥DHgi∥ < +∞.
We have

DH((Jεk j
∗ f )gi) = giDH(Jεk j

∗ f )+(Jεk j
∗ f )DHgi. (26)

Let us start by estimating the second term of the right hand side above.
Let j ∈ N be fixed. Since Jεk j

∗ f ∈ LQ/Q−1(G), it follows that

limsup
i→+∞

∫
G

∣∣∣(Jεk j
∗ f )DHgi

∣∣∣ dx = limsup
i→+∞

∫
G\B(e,i)

∣∣∣(Jεk j
∗ f )DHgi

∣∣∣ dx

≤ limsup
i→+∞

(∫
G\B(e,i)

∣∣∣(Jεk j
∗ f )

∣∣∣Q/Q−1
dx
)Q−1/Q

∥DHgi∥LQ

= 0.
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With this estimate in mind, and by means of (25), it can be shown that
there exists a strictly increasing sequence {i j} j∈N such that∫

G

∣∣∣DH

(
(Jεk j

∗ f )gi

)∣∣∣ dx ≤
∫
G

∣∣∣DH(Jεk j
∗ f )

∣∣∣ dx+
1
j

(27)

≤ ∥DH f∥+ 2
j

∀ j ∈ N.

Step 4. Let us set
f j := (Jεk j

∗ f )gi j ∀ j ∈ N.

From Step 3 it follows in particular that sup j ∥DH f j∥ < +∞. Let us to
show that f j ⇀ f in LQ/Q−1(G) as j → +∞. If we take g ∈ LQ(G), we
have

∣∣∣∣∫G g
(

f − (Jεk j
∗ f )gi j

)
dx
∣∣∣∣≤ ∫

G
|g|

∣∣∣ f − (Jεk j
∗ f )

∣∣∣ dx+
∫
G
|g|

∣∣∣Jεk j
∗ f

∣∣∣ |1−gi j |dx

≤ ∥g∥LQ∥ f − (Jεk j
∗ f )∥LQ/Q−1 +

(∫
G\B(e,2i j)

|g|Q dx
)1/Q

∥ f∥LQ/Q−1 .

Since both addends of the right-hand side vanish as j → +∞, assertion
(i) is proved. Finally, using the inequalities (27) together with the lower
semicontinuity property in Theorem 3.2, it follows that lim j→+∞ ∥DH f j∥L1 =
∥DH f∥, which proves (ii).

Corollary 3.4 (Gagliardo-Nirenberg inequality in BV Q/Q−1
H (G)). Let f ∈BV Q/Q−1

H (G).
Then

∥ f∥LQ/Q−1 ≤ CGN∥DH f∥. (28)

Proof. The proof follows by approximating f as in Theorem 3.3, using inequal-
ity (22) for functions in D(G), and then applying the weak lower semicontinuity
of the LQ/Q−1-norm.

Remark 3.5. Let f ∈ BV Q/Q−1
H (G). By (28) it follows that the H-variation

∥DH f∥ is an equivalent norm to ∥ f∥LQ/Q−1 + ∥DH f∥. For this reason, in the
sequel the H-variation will be taken as a norm and we shall set

∥ f∥
BV Q/Q−1

H
:= ∥DH f∥.



256 A. BALDI - F. MONTEFALCONE

Note also that (28) immediately implies the continuous embedding

BVH(G) ↪→ BV Q/Q−1
H (G). (29)

As a corollary of Theorem 3.3 and of the Gagliardo-Nirenberg inequality,
we obtain the following compactness result.

Corollary 3.6 (compactness). Let { fk}k∈N be a sequence in BV Q/Q−1
H (G) satis-

fying
sup

k
∥DH fk∥<+∞.

Then, there exists a subsequence { fk j} j∈N and a function f ∈ BV Q/Q−1
H (G) such

that
fk j ⇀ f in LQ/Q−1(G) as j →+∞.

.

Proof. Since supk ∥DH fk∥ < +∞, by Corollary 3.4 { fk}k∈N is equibounded in
LQ/Q−1(G). Hence there exists a subsequence { fk j} j∈N that weakly converges
in LQ/Q−1(G) to some function f (see, e.g. [10], Theorem 3.18). By Theo-
rem 3.2, ∥DH f∥ ≤ liminf j→+∞ ∥DH fk j∥. Thus, using the equiboundeness of

∥DH fk j∥, it follows that f ∈ BV Q/Q−1
H (G).

4. Charges vanishing at infinity

In this section we shall define a subspace of
(
BV Q/Q−1

H (G)
)∗, denoted by Ch0(G),

and we shall investigate the relationship between its dual and the space
(
BV Q/Q−1

H (G)
)
.

The results of this section will be used later, in order to define a divergence-
type operator from C0(G,HG) to Ch0(G), which will turn out to be a bounded
linear operator.

In rough terms, this operator will be the right substitute for the horizontal
divergence operator divH , when acting on C0(G,HG), and we shall prove that
is a surjective operator, which means that we can find a solution in C0(G,HG)
to the equation divHΦ = F , whenever F ∈ Ch0(G).

The presentation and results in this section are largely inspired by those in
[14].

Definition 4.1. Given a sequence { f j} j∈N in BV Q/Q−1
H (G) we write

f j ↠ 0 ( j →+∞)

if and only if f j ⇀ 0 in LQ/Q−1(G) as j →+∞ and sup j ∥DH f j∥<+∞.
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More generally, if f ∈ BV Q/Q−1
H (G), we write f j − f ↠ 0 as j →+∞ when-

ever f j ⇀ f in LQ/Q−1(G) as j →+∞ and sup j ∥DH f j∥<+∞.

Definition 4.2 (Charges vanishing at ∞). Let F : BV Q/Q−1
H (G)−→R be a linear

functional. We say that F is a charge vanishing at ∞ if and only if

⟨F | f j⟩ −−−−→
j−→+∞

0

for any sequence { f j} j∈N ⊂ BV Q/Q−1
H (G) such that f j ↠ 0 as j →+∞.

From now on we shall denote by Ch0(G) the class of all charges vanishing
at ∞.

Remark 4.3. It is clear that Ch0(G) is a (real) vector space. We set

∥F∥Ch0 := sup
{
⟨F | f ⟩ : f ∈ BV Q/Q−1

H (G), ∥DH f∥ ≤ 1
}
.

Notice that ∥F∥Ch0 < +∞ whenever F ∈ Ch0(G). In fact, there exists a se-
quence { f j} j∈N ⊂ BV Q/Q−1

H (G) with ∥DH f j∥ ≤ 1 such that ⟨F | f j⟩ −→ ∥F∥Ch0

as j →+∞. By Proposition 3.6, there exist f ∈ BV Q/Q−1
H (G) and a subsequence

{ f jk}k∈N such that f jk − f ↠ 0 as k →+∞. As a consequence, ⟨F | f jk − f ⟩ −→ 0
as k →+∞. Thus

⟨F | f ⟩= lim
k→+∞

⟨F | f jk⟩= ∥F∥Ch0 <+∞.

From this remark it follows that ∥ · ∥Ch0 is a norm on Ch0(G). We also
observe that Ch0(G)⊂

(
BV Q/Q−1

H (G)
)∗ and that for any F ∈ Ch0(G) we have

∥F∥Ch0 = ∥F∥(
BV Q/Q−1

H (G)
)∗ .

Proposition 4.4. The space Ch0(G) is a Banach space under the norm ∥ · ∥Ch0 .

Proof. We show that each Cauchy sequence {Fk}k∈N ⊂ Ch0(G) converges to
an element of Ch0(G). To this end, note that {Fk}k∈N has to converge to some
F ∈

(
BV Q/Q−1

H (G)
)∗, hence for any ε > 0 there exists kε ∈ N such that ∥F −

Fk∥(BV Q/Q−1
H (G)

)∗ < ε for any k > kε .

Let now k > kε and let { f j} j∈N ⊂ BV Q/Q−1
H (G) be any sequence such that

f j ↠ 0 as j →+∞. Furthermore, set

K := sup
j
∥DH f j∥.
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For every j ∈ N

|⟨F | f j⟩| ≤ |⟨F −Fk| f j⟩|+ |⟨Fk| f j⟩|
≤ K ∥F −Fk∥(BV Q/Q−1

H (G)
)∗ + |⟨Fk| f j⟩|

≤ K ε + |⟨Fk| f j⟩|.

In turn, this implies that

limsup
j→+∞

|⟨F | f j⟩| ≤ K ε.

From the arbitrariness of ε > 0 we get that F ∈ Ch0(G).

4.1. An example of charge vanishing at ∞

Since BV Q/Q−1
H (G)⊂ LQ/Q−1(G), we can state the following definition.

Definition 4.5. For any f ∈ LQ(G), let Λ( f ) : BV Q/Q−1
H (G)−→R be the linear

functional defined by

⟨Λ( f )|g⟩ :=
∫
G

f gdx.

Proposition 4.6. If f ∈LQ(G), then Λ( f )∈Ch0(G) and ∥Λ( f )∥Ch0 ≤CGN∥ f∥LQ .
Thus, the linear operator Λ : LQ(G) −→ Ch0(G) is a bounded linear operator
whose norm is bounded by the Gagliardo-Nirenberg constant CGN .

Proof. Let {g j} j∈N ⊂ BV Q/Q−1
H (G) be a sequence such that g j ↠ 0 as j →+∞.

In particular, this sequence weakly converges to 0 in LQ/Q−1(G). So we get that

⟨Λ( f )|g j⟩=
∫
G

f g j dx −−−−→
j→+∞

0,

which shows that Λ( f ) ∈ Ch0(G). Moreover, for any g ∈ BV Q/Q−1
H (G) we have

|⟨Λ( f )|g⟩| ≤ ∥ f∥LQ ∥g∥LQ/Q−1 ≤ CGN∥DHg∥∥ f∥LQ ,

where we have used Hölder inequality and the Gagliardo-Nirenberg inequality
(28). Hence

∥Λ( f )∥Ch0 ≤ CGN∥ f∥LQ .
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We would like to show that the image R(Λ) of Λ is dense in Ch0(G) or,
equivalently, that any charge vanishing at infinity can be approximated by a
charge in R(Λ).

As already recalled in Section 2 (see, e.g., Proposition 2.5), we notice that
in distribution theory the common way to define the convolution between a dis-
tribution F and a test function φ is as follows:

⟨F ∗φ |ψ⟩ := ⟨F |ψ ∗ v
φ⟩D′,D ∀ ψ ∈ D(G).

Now, let F ∈ Ch0(G) and φ ∈ D(G): our aim is to define a new charge F ∗φ .
More precisely, let g ∈ BV Q/Q−1

H (G) and φ ∈ D(G). Arguing as in Step 1
of the proof of Proposition 3.3, we get that g∗ vφ ∈ BV Q/Q−1

H (G) and that

∥DH( f ∗φ)∥L1 ≤ ∥DH f∥∥φ∥L1 . (30)

This motivates the following definition.

Definition 4.7. Let F ∈ Ch0(G) and φ ∈D(G). We define the linear functional

F ∗φ : BV Q/Q−1
H (G)−→ R

by setting
BV Q/Q−1

H (G) ∋ g 7−→ ⟨F ∗φ |g⟩ := ⟨F |g∗ v
φ⟩.

Proposition 4.8. Let F ∈Ch0(G) and φ ∈D(G). Then F ∗φ ∈Ch0(G)∩R(Λ).

Proof. The proof follows almost verbatim the corresponding one in [14], Propo-
sition 4.1, and we sketch it for the reader’s convenience. When one restricts F
to D(G), the restricted functional is a distribution. Thus, the convolution F ∗φ

is a well-defined distribution, which is actually a smooth function. Thus, there
must exist f ∈C∞(G) such that

⟨F ∗φ |ψ⟩=
∫
G

f ψ dx ∀ψ ∈ D(G). (31)

Moreover, it is not difficult to see that the function f belongs to LQ(G).
In fact, let {ψ j} j∈N ⊂ D(G) be a sequence such that ψ j ⇀ 0 in LQ/Q−1 and
∥ψ j∥LQ/Q−1 −−−−→

j→+∞
0.

We clearly have the following:

sup
j
∥DH(ψ j ∗ v

φ)∥ = sup
j
∥DH(ψ j ∗ v

φ)∥L1 = sup
j
∥ψ j ∗DH(

v
φ)∥L1

≤ sup
j
∥ψ j∥LQ/Q−1∥DH(

v
φ)∥LQ/Q+1

= sup
j
∥ψ j∥LQ/Q−1∥DHφ∥LQ/Q+1 <+∞,
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where we have used the Hausdorff-Young inequality (see Theorem 2.3). More-
over, for any g ∈ LQ(G) we have∫

G
g(ψ j ∗φ)dx =

∫
G

ψ j(g∗φ)dx.

Since g ∗ φ ∈ LQ(G) and ψ j ⇀ 0 weakly in LQ/Q−1(G) as j → +∞, the right-
hand side of the last equality tends to 0 as j → +∞. In particular, this implies
that ψ j ∗φ ↠ 0 as j →+∞ and that

⟨F |ψ j ∗φ⟩= ⟨F ∗φ |ψ j⟩ −−−−→
j→+∞

0.

Thus, the linear functional F ∗ φ turns out to be continuous in D(G) (with
respect to the topology of LQ/Q−1(G)). The density of D(G) in LQ/Q−1(G)
implies that F ∗ φ can be uniquely extended to a bounded linear functional
on LQ/Q−1(G). Thus, it follows from the Riesz representation theorem that
f ∈ LQ(G).

Note that since f ∈ LQ(G), Proposition 4.6 implies that Λ( f ) ∈ Ch0(G).
We are left to show that Λ( f ) = F ∗φ , which means that F ∗φ ∈R(Λ).
In fact, this is equivalent to show that equation (31) holds true whenever

ψ ∈ BV Q/Q−1
H (G).

By Theorem 3.3 we can take a sequence {ψ j} j∈N ⊂D(G) such that ψ j ↠ ψ as
j →+∞. Hence, from (31) we get that ⟨F ∗φ |ψ j⟩=

∫
G f ψ j dx for every j ∈ N

and ∫
G

f ψ j dx −−−−→
j→+∞

∫
G

f ψ dx.

We also observe that

⟨F ∗φ |ψ j⟩= ⟨F |ψ j ∗ v
φ⟩ −−−−→

j→+∞
⟨F |ψ ∗ v

φ⟩= ⟨F ∗φ |ψ⟩,

which is true because F ∈ Ch0(G) and ψ j ∗ vφ ↠ ψ ∗ vφ as j → +∞. As a
consequence

⟨F ∗φ |ψ⟩=
∫
G

f ψ dx ∀ψ ∈ BV Q/Q−1
H (G),

as wished.

Let {Jε}ε>0 be a family of approximations to the identity associated with a
symmetric kernel (i.e., Jε(x) = vJε(x) for every x ∈G). Let {εk}k∈N be a strictly
decreasing sequence such that εk → 0+ as k →+∞.
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Proposition 4.9. Let F ∈ Ch0(G) and let {Jεk}k∈N ⊂D(G) be as above. Then

∥F −F ∗ Jεk∥Ch0 −−−−→k→+∞

0.

We omit this proof since it looks very similar to the corresponding one in
[14] (see Proposition 4.2).

Remark 4.10. An immediate consequence of this approximation result is the
density of R(Λ) in the space Ch0(G) of all charges vanishing at ∞.

Remark 4.11. For any Φ ∈ D(G,HG) with ∥Φ∥∞ ≤ 1, let us consider the
charge Λ(divHΦ). Since

⟨Λ(divHΦ)|g⟩=
∫
G

gdivHΦdx ∀g ∈ BV Q/Q−1
H (G),

we infer that ⟨Λ(divHΦ)|g⟩ ≤ ∥DHg∥ . Thus, if g ∈ BV Q/Q−1
H (G) and ∥DHg∥ ≤

1, we immediately get that

∥Λ(divHΦ)∥Ch0 ≤ 1 . (32)

Proposition 4.12. There exists a linear bijective operator ev : BV Q/Q−1
H (G)−→

Ch∗
0(G), given by

⟨ev( f )|F⟩ := ⟨F | f ⟩ ∀ f ∈ BV Q/Q−1
H (G) ∀F ∈ Ch0(G).

Proof. It is obvious that ev is a linear operator. Furthermore, since

|⟨ev( f )|F⟩|= |⟨F | f ⟩| ≤ ∥F∥Ch0∥DH f∥,

it follows that the operator ev maps BV Q/Q−1
H (G) onto Ch∗

0(G). In order to show
that ev is also injective, let f ∈ BV Q/Q−1

H (G) be such that ev( f ) = 0. Thus, if we
take g ∈ D(G) together with its corresponding charge Λ(g), we get that

0 = ⟨ev( f )|Λ(g)⟩= ⟨Λ(g)| f ⟩=
∫
G

f gdx ∀g ∈ D(G).

Since f ∈ L1
loc(G), it follows that f (x) = 0 for L n-a.e. x ∈ G. Therefore, f

turns out to be identically zero (as a function in BV Q/Q−1
H (G)).

To prove that ev is surjective, we select α ∈ Ch∗
0(G). By using Proposition

4.6 it follows that the composition α ◦Λ belongs to the space (LQ(G))∗. Hence,
by the Riesz representation theorem there exists a unique h ∈ LQ/Q−1(G) for
which

⟨α|Λ( f )⟩= ⟨α ◦Λ| f ⟩=
∫
G

h f dx ∀ f ∈ LQ(G).
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We need to show that h ∈ BV Q/Q−1
H (G). To this aim, we apply the preceding

equality to divHΦ, whenever Φ ∈ D(G,HG) and ∥Φ∥∞ ≤ 1. Thus

⟨α|Λ(divHΦ)⟩=
∫
G

hdivHΦdx .

Hence, we get that∫
G

hdivHΦdx = ⟨α|Λ(divHΦ)⟩ ≤ ∥α∥Ch∗
0
∥Λ(divHΦ)∥Ch0 ≤ ∥α∥Ch∗

0
,

where the last inequality follows from (32). Taking the supremum on the left
hand side over all Φ∈D(G,HG) such that ∥Φ∥∞ ≤ 1, we get that ∥DHh∥<+∞.
If follows that h ∈ BV Q/Q−1

H (G) and that

⟨ev(h)|Λ( f )⟩= ⟨Λ( f )|h⟩=
∫
G

h f dx = ⟨α|Λ( f )⟩,

for every f ∈ LQ(G). Using that R(Λ) is dense in Ch0(G), we finally get that
ev(h) = α , as wished.

Notice that the map ev is in fact an isomorphism of Banach spaces.

5. Bourgain-Brezis’s duality argument for the getting the estimate (4)

In order to prove inequality (1), Bourgain and Brezis pass from an operator to
its adjoint and conversely. A similar method is used in [13], [14], [25], and [26].

To begin with, if f ∈ LQ(G) we have to explain in which sense we want to
solve the equation

divHΦ = f

in our setting, finding a solution Φ ∈C0(G,HG) such that

∥Φ∥L∞ ≤ C (Q)∥ f∥LQ ,

where C (Q) is a geometric constant.
The results in this section generalize both Theorem 6.1 in [14] and Theorem

3.1 in [25] to sub-Riemannian Carnot groups.

5.1. A charge associated with a divergence operator

Also in Carnot groups, we can define the notion of flux. More precisely, we
say that a distribution F ∈ D′(G) is a flux if the equation divH Y = F has a
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continuous solution, i.e., if there exists a horizontal vector field Y ∈ C(G;HG)
such that

F(ϕ) =−
∫
G
⟨Y (x),DHϕ(x)⟩dx ∀ϕ ∈ D(G).

We now have to define a linear operator Γ : C0(G,HG) −→ Ch0(G) such
that the charge Γ(Φ), for any given Φ ∈ C0(G,HG), can be thought of as the
(distributional) horizontal divergence of Φ.

We start by observing that for any f ∈ BV Q/Q−1
H (G)⊂ BVH,loc(G) the struc-

ture theorem implies that∫
G

f divHΦ dx =−
∫
G
⟨Φ,d[DH f ]⟩ ∀Φ ∈ D(G,HG). (33)

We give the following definition.

Definition 5.1. For any Φ ∈C0(G,HG), let Γ(Φ) : BV Q/Q−1
H (G) −→ R be the

linear functional defined as

⟨Γ(Φ),g⟩ :=−
∫
G
⟨Φ,d[DHg]⟩ ∀g ∈ BV Q/Q−1

H (G).

Proposition 5.2. If Φ ∈ C0(G,HG), then Γ(Φ) ∈ Ch0(G) and ∥Γ(Φ)∥Ch0 ≤
∥Φ∥∞.

As a consequence, the linear operator

Γ : C0(G,HG)−→ Ch0(G)

is a bounded linear operator.

Proof. Let Φ ∈C0(G,HG) and let {g j} j∈N ⊂ BV Q/Q−1
H (G) be a sequence such

that g j ↠ 0 as j → +∞. For any ε > 0, let Ψ ∈ D(G,HG) be such that ∥Φ−
Ψ∥∞ < ε . Moreover, let us set K := sup j ∥DHg j∥. We have

∣∣⟨Γ(Φ)|g j⟩
∣∣ ≤

∣∣∣∣∫G⟨(Φ−Ψ),d[DHg j]⟩dx
∣∣∣∣+ ∣∣∣∣∫G divHΨg j dx

∣∣∣∣
≤ K ε +

∣∣∣∣∫G divHΨg j dx
∣∣∣∣ .

Since divHΨ is a smooth compactly supported function, we get that divHΨ ∈
LQ(G) and hence the second integral goes to 0 as j →+∞. As a consequence

limsup
j→+∞

∣∣⟨Γ(Φ)|g j⟩
∣∣≤ K ε.

Thus, the first claim follows from the arbitrariness of ε > 0.
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It is also clear that for any g ∈ BV Q/Q−1
H (G) the following inequality holds

|⟨Γ(Φ)|g⟩| ≤ ∥Φ∥∞ ∥DHg∥.

This implies the second claim and achieves the proof.

Remark 5.3. For any Φ ∈ D(G,HG), let us consider the charges Λ(divHΦ)
and Γ(Φ). It is immediate to see that

⟨Λ(divHΦ)|g⟩=
∫
G

gdivHΦdx = ⟨Γ(Φ)|g⟩ ∀g ∈ D(G).

Thus, using Theorem 3.3 we get that they coincide as functionals on BV Q/Q−1
H (G).

Keeping this in mind, what we shall prove in Corollary 5.7 is that for any f ∈
LQ(G) there exists a continuous vector field vanishing at infinity Φ∈C0(G,HG)
such that

Γ(Φ) = Λ( f )

in the sense that

−
∫
G
⟨Φ,d[DHg]⟩=

∫
G

f gdx ∀g ∈ BV Q/Q−1
H (G). (34)

This will be a consequence of Theorem 5.6 below.

Following the original idea of Bourgain and Brezis, as in [14] we need to
characterize the adjoint Γ∗ of Γ.

We first consider the map

−DH : BV Q/Q−1
H (G)−→M(G,HG),

where DHg := [DHg]. Moreover, let ρ : M(G,HG) −→ C0(G,HG)∗ be such
that

ρ(µ)(v) =
∫
G
⟨v,dµ⟩= Tµ(v) ∀v ∈C0(G,HG).

The map Γ∗ : Ch∗
0(G)→ C0(G,HG)∗ makes the following diagram commuta-

tive
BV Q/Q−1

H (G)
−DH−−−−→ M(G,HG)

ev
y yρ

Ch∗
0(G) −−−−→

Γ∗
C0(G,HG)∗.
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Indeed, let α ∈ Ch∗
0(G) and Φ ∈ C0(G,HG). Furthermore, let g = ev−1(α).

Hence

⟨Γ∗(α)|Φ⟩C∗
0 ,C0 = ⟨α|Γ(Φ)⟩Ch∗

0,Ch0 =⟨ev(g)|Γ(Φ)⟩
(35)

= ⟨Γ(Φ)|g⟩=−
∫
G
⟨Φ,d[DHg]⟩.

Thus, up to the identifications C0(G,HG)∼=M(G,HG) and Ch∗
0(G)∼=BV Q/Q−1

H (G),
since Γ is the distributional horizontal divergence of Φ, then Γ∗ is (minus) the
distributional horizontal gradient −DHg of g.

Proposition 5.4. The range R(Γ∗) of the adjoint operator

Γ
∗ : Ch∗

0(G)→C0(G,HG)∗

is closed in Ch∗
0(G).

Proof. Let {α j} j∈N ⊂ Ch∗
0(G) be a sequence such that

Γ
∗(α j)−−−−→

j→+∞
T,

for some T ∈ C0(G,HG)∗. Let {g j} j∈N be the corresponding sequence in
BV Q/Q−1

H (G), where we have set g j := ev−1(α j) for any j ∈ N. The sequence
{Γ∗(α j)} j∈N is bounded, being convergent. Hence, by (35) also ∥DHg j∥ is
bounded and we get that sup j ∥DH f j∥<+∞. From Proposition 3.6 we get that

there exist g ∈ BV Q/Q−1
H (G) and a subsequence {g jk}k∈N ⊂ BV Q/Q−1

H (G) such
that g jk ↠ g as k →+∞. Setting α = ev(g), we have

⟨T |Φ⟩C∗
0 ,C0 = lim

k→+∞

⟨Γ∗(α jk)|Φ⟩=− lim
k→+∞

∫
G
⟨Φ,d[DHg jk ]⟩

= lim
k→+∞

∫
G

g jk divHΦdx =
∫
G

gdivHΦdx

= −
∫
G
⟨Φ,d[DHg]⟩= ⟨Γ∗(α)|Φ⟩C∗

0 ,C0

for any Φ ∈ D(G,HG).
By the density of D(G,HG) in C0(G,HG), we get that T = Γ∗(α), which

achieves the proof.

As a corollary, keeping in mind Proposition II.18 in [10] we have the fol-
lowing:

Corollary 5.5. The range R(Γ) of Γ is closed in Ch0(G).
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5.2. Main results

We are in a position to solve the problem

Γ(Φ) = F,

whenever Φ ∈C0(G,HG) and F ∈D′(G). More precisely, the following holds:

Theorem 5.6. Let F ∈ D′(G). Then, there exists Φ ∈C0(G,HG) such that

Γ(Φ) = F (36)

if, and only if, F ∈ Ch0(G).
In addition, if F ∈ Ch0(G) there exists a solution Φ ∈ C0(G,HG) of (36)

such that
∥Φ∥∞ ≤ 2∥F∥Ch0 . (37)

Proof. Step 1 (proof of (36)). The necessity part follows from Proposition 5.2.
Furthermore, since in Corollary 5.5 we have proved that R(Γ) is closed,

the sufficiency part will be proved once we have shown that R(Γ) is dense in
Ch0(G).

To show that R(Γ) is dense in Ch0(G) we use a standard consequence of
the Hahn-Banach theorem; see [10], Corollary I.8. We assume that α ∈ Ch∗

0(G)
vanishes on all of R(Γ). Thus, we have to show that α must vanish everywhere
on Ch0(G).

To this aim, let α ∈ Ch∗
0(G) be such that ⟨α|Γ(Φ)⟩ = 0 for every Φ ∈

C0(G,HG). By Proposition 4.12, there exists a unique g ∈ BV Q/Q−1
H (G) such

that α = ev(g). Then

0 = ⟨ev(g)|Γ(Φ)⟩= ⟨Γ(Φ)|g⟩=−
∫
G
⟨Φ,d[DHg]⟩ ∀Φ ∈C0(G,HG).

This implies that DHg = 0 and in turn that g = 0, since g ∈ BV Q/Q−1
H (G).

Step 2 (proof of the second part). Let F ∈Ch0(G). We show that it is possible
to find a solution of (36) that satisfies also the estimate (37).

Again, we use the original idea by Bourgain and Brezis for periodic func-
tions, already used in the Euclidean setting by [13] and [25], under more general
assumptions.

For the sake of simplicity, we will set here X =C0(G,HG).
Let F ∈ Ch0(G) be such that ∥F∥Ch0 > 0, and define two convex subsets by

setting

U := {Φ ∈ X : Γ(Φ) = F} , V := {Φ ∈ X : ∥Φ∥∞ < 2∥F∥Ch0} .
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From Step 1 we get that U ≠ /0. Moreover, V ≠ /0 because Φ = 0 clearly belongs
to V .
Claim: We claim that U ∩V ≠ /0.

If we could show that the claim is true, then the proof would be complete
since we would have found a solution Φ of (36) that satisfies also the estimate
∥Φ∥∞ < 2∥F∥Ch0 .

Thus, we are left to prove the claim. By contradiction, we assume that

U ∩V = /0. (38)

By the first geometric form of the Hahn-Banach theorem (see, e.g., Theorem 1.6
in [10]) we get that there exist T ∈ X∗ and t ∈ R such that:

⟨T |Φ⟩ ≥ t ∀Φ ∈ U and ⟨T |Φ⟩ ≤ t ∀Φ ∈ V. (39)

Note that t > 0, since Φ = 0 ∈ V . Moreover, we observe that Ker(Γ)⊂ Ker(T ).
In fact, let Φ0 ∈Ker(Γ) and Φ∈U . Then, for every s∈R we have Φ+sΦ0 ∈

U .
As a consequence, from the inequality ⟨T |Φ+ sΦ0⟩ ≥ t we should have

s⟨T |Φ0⟩ ≥ t −⟨T |Φ⟩ ∀s ∈ R.

But this does not hold unless ⟨T |Φ0⟩= 0. Hence Φ0 ∈Ker(T ). Being surjective,
Γ is also open by the open mapping theorem. Therefore, it turns out that Γ is a
quotient map. Hence there exists α ∈ Ch0(G)∗ such that T = α ◦Γ. Now, take
g̃ = ev−1(α) ∈ BV Q/Q−1

H (G). Then, for any Φ ∈ X we have

−
∫
G
⟨Φ,d[DH g̃]⟩ = ⟨Γ(Φ)|g̃⟩= ⟨ev(g̃)|Γ(Φ)⟩= ⟨α|Γ(Φ)⟩Ch∗

0,Ch0

(40)

= (α ◦Γ)(Φ) = ⟨T |Φ⟩C∗
0 ,C0 .

On the other hand, let Φ ∈ D(G,HG) be such that ∥Φ∥∞ ≤ 1 and choose
ε > 0 such that 1+ ε < 2. Hence Ψ := (1+ ε)∥F∥Ch0Φ ∈ V . In addition, we
have∫

G
g̃divHΦdx = −

∫
G
⟨Φ,d[DH g̃]⟩=− 1

(1+ ε)∥F∥Ch0

∫
G
⟨Ψ,d[DH g̃]⟩

=
by (40)

1
(1+ ε)∥F∥Ch0

⟨T |Ψ⟩ ≤
Ψ∈V

t
(1+ ε)∥F∥Ch0

.

In particular, by taking the supremum on all Φ ∈ D(G,HG) ⊂ X such that
∥Φ∥∞ ≤ 1, we get that

∥DH g̃∥ ≤ t
(1+ ε)∥F∥Ch0

.
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Let Φ ∈ U . Using the last estimate together with (39) and (40), we get that

t ≤ ⟨T |Φ⟩= ⟨Γ(Φ)|g̃⟩ =
Φ∈U

⟨F |g̃⟩ ≤ ∥F∥Ch0∥DH g̃∥ ≤ t
(1+ ε)

.

But this cannot be true, since we have seen that t is positive. This contradiction
shows our claim and concludes the proof.

By Step 1 of the above proof, we have that Γ is surjective. Since Γ is also
continuous (see Proposition 5.2), by the open mapping theorem there exists a
positive constant C > 0 such that

∥Φ∥∞ ≤ C ∥F∥Ch0 ,

for any solution Φ ∈C0(G,HG) of (36). Therefore, the second part of Theorem
5.6 would follow straightforwardly for any solution Φ ∈ C0(G,HG) of (36), if
one were satisfied with a generic constant. On the contrary, we have been able to
get an estimate with an explicit constant, but paying the price that the estimate
holds for some Φ. We also note that the constant 2 does not play any role here.
The proof would work as well with a constant as close to 1 as one wants.

As an immediate corollary of Theorem 5.6, for any f ∈ LQ(G) we have
the following estimate with a geometric constant, which depends only on the
homogeneous dimension.

Clearly, the equation Γ(Φ) = Λ( f ) is meant here as specified in (34).

Corollary 5.7. For any f ∈ LQ(G) there exists a solution Φ ∈C0(G,HG) of

Γ(Φ) = Λ( f ) (41)

satisfying the inequality

∥Φ∥∞ ≤ 2 CGN∥ f∥LQ , (42)

where CGN is the constant appearing in (28).

Proof. Recall that Λ( f )∈ Ch0(G) for any f ∈ LQ(G). Thus, from Theorem 5.6
we get that there exists a solution Φ ∈C0(G,HG) satisfying

∥Φ∥∞ ≤ 2∥Λ( f )∥Ch0 .

Finally, (42) follows from Proposition 4.6.
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[23] M. Gromov, Carnot-Carathéodory spaces seen from within, in “Subrieman-
nian Geometry”, Progress in Mathematics, 144. ed. by A.Bellaiche and J.Risler,
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