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A B S T R A C T 

Satellite galaxies within the Milky Way’s (MW’s) virial radius R vir are typically devoid of cold gas due to ram pressure stripping 

by the MW’s corona. The density of this corona is poorly constrained today and essentially unconstrained in the past, but can be 
estimated using ram pressure stripping. In this paper, we probe the MW’s corona at z ≈ 1.6 using the Draco dwarf spheroidal 
galaxy. We assume that (i) Draco’s orbit is determined by its interaction with the MW, whose dark matter halo we evolve in 

time following cosmologically motivated prescriptions, (ii) Draco’s star formation was quenched by ram pressure stripping and 

(iii) the MW’s corona is approximately smooth, spherical, and in hydrostatic equilibrium. We used Gaia proper motions to set 
the initial conditions and Draco’s star formation history to estimate its past gas content. We found indications that Draco was 
stripped of its gas during the first pericentric passage. Using 3D hydrodynamical simulations at a resolution that enables us to 

resolv e individual superno vae and assuming no tidal stripping, which we estimate to be a minor effect, we find a density of 
the MW corona ≥8 × 10 

−4 cm 

−3 at a radius ≈0.72 R vir . This provides evidence that the MW’s corona was already in place at 
z ≈ 1.6 and with a higher density than today. If isothermal, this corona would have contained all the baryons expected by the 
cosmological baryon fraction. Extrapolating to today shows good agreement with literature constraints if feedback has remo v ed 

� 30 per cent of baryons accreted on to the halo. 

Key words: methods: numerical – Galaxy: evolution – Galaxy: halo – galaxies: dwarf – galaxies: ISM. 
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 I N T RO D U C T I O N  

elati vely massi ve galaxies such as our Milky Way (MW) are
xpected from theoretical galaxy formation and cosmological sim- 
lations to contain a hot gas corona extending to roughly the virial
adius R vir . This corona is formed by gas that is shock heated as
t falls into the dark matter (DM) halo and cannot cool efficiently
Rees & Ostriker 1977 ; White & Frenk 1991 ). Instead, it settles into
 hydrostatic atmosphere between the interstellar medium (ISM) 
nd the intergalactic medium (IGM) or local group medium. The 
W corona is expected to have formed roughly at redshift z ≈ 2
hen the MW reached a virial mass of a few × 10 11 M � (Kere ̌s

t al. 2009 ; Correa et al. 2018 ). In the MW, the existence of this hot
oronal gas has been established relatively close to the galactic disc 
hrough observations in absorption and X-ray emission (e.g. Gupta 
t al. 2012 ; Henley & Shelton 2013 ; Miller & Bregman 2013 ; Li &
re gman 2017 ; Bre gman et al. 2018 ). The head–tail morphology of
an y high-v elocity clouds also shows that they are interacting with
 surrounding medium (Putman, Saul & Mets 2011 ) but these clouds
re generally also found to be at distances of d � 10 kpc (Thom et al.
008 ; Lehner et al. 2022 ). These thus provide indirect evidence for
he presence of the corona in the vicinity of the disc. 
 E-mail: fraternali@astro.rug.nl n
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Ho we ver, observ ations of the H I gas content of the MW satellite
alaxies support the expectation that the corona extends much further 
ut to roughly the MW’s virial radius of about 250 kpc (Putman et al.
021 ). Generally, satellites within R vir are found to have no detectable
 I down to very low upper limits, while satellites outside of R vir have

ubstantial H I masses. This suggests that satellites lose their gas due
o ram pressure stripping by the hot corona. The notable exceptions
re the Magellanic Clouds, which are relatively massive and probably 
n their first infall (Besla et al. 2007 ). Tidal stripping can also remo v e
as from nearby satellites but this is not expected to be a major effect
n most cases (Gatto et al. 2013 ; Putman et al. 2021 ). 

This ram pressure stripping can be used not only as evidence of the
xistence of the hot corona but also to put constraints on its density
long part of a satellite’s orbit (Grcevich & Putman 2009 ; Gatto
t al. 2013 ; Salem et al. 2015 ; Putman et al. 2021 ). This is because
he ram pressure is given by the density and relativ e v elocity of the
urrounding medium along the orbit P ram 

= ρcor v 
2 (Gunn & Gott

972 ). Assuming that the satellite is spherical and that the stripping
ccurs instantly at pericentre, where the velocity is greatest, a lower
imit on the particle density of the corona at pericentre can be roughly
stimated from 

 cor � 

σ 2 
� n ISM 

v 2 peri 

, (1) 
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here σ � is the stellar velocity dispersion of the satellite, n ISM 

is
he particle density of the satellite’s ISM, and v peri is the velocity
ith respect to the corona at pericentre (Mori & Burkert 2000 ;
rcevich & Putman 2009 ). However, this is only a rough estimate

nd the assumption that all the stripping occurs at pericentre is often
ot valid (Gatto et al. 2013 ). 
In simulations, the stripping throughout the orbit can be included,

s well as other important effects on the gas such as supernova
eedback. Many such simulations of satellite galaxies undergoing
am pressure stripping have been examined in the literature (e.g.

ayer et al. 2006 ; Gatto et al. 2013 ; Nichols, Re v az & Jablonka
015 ; Salem et al. 2015 ; Emerick et al. 2016 ; Tepper-Garc ́ıa & Bland-
awthorn 2018 ; Hausammann, Re v az & Jablonka 2019 ; Tepper-
arc ́ıa et al. 2019 ). Most of these works do not attempt to constrain

he MW coronal density but rather adopt a single value or profile
nd focus on other aspects. The exceptions are Gatto et al. ( 2013 )
nd Salem et al. ( 2015 ), who each ran an array of simulations with
ifferent coronal densities in order to constrain the average density
round the satellites. Salem et al. ( 2015 ) simulated the partial ram
ressure stripping of the LMC during its recent pericentric passage
o constrain the present-day coronal density at its distance of r ≈
0 kpc from the centre of the MW. Gatto et al. ( 2013 ) used a more
eneral approach based on the observed star formation history (SFH)
o simulate the stripping of the Carina and Sextans dwarf spheriodal
alaxies. The SFH together with the calculated orbit reveals which
assage stripped the last of the dwarf’s ISM. By assuming a spherical
sothermal density profile the density of the dwarf’s ISM before this
assage can then be derived from its star formation rate (SFR). In
his way, they found lower limits in the coronal density at distances
f 40 − 90 kpc from the Galactic Centre. In the analysis of Gatto
t al. ( 2013 ), the main uncertainty was in the observed proper
otions of the satellites, which greatly affect the derived orbits.
hese proper motion measurements have improved dramatically in

ecent years with the advent of Gaia (Gaia Collaboration 2016 ). A
urther limitation was the two dimensional geometry assumed in their
imulations. 

The density of the corona is particularly important for the outstand-
ng question of the so-called missing baryons . On the cosmological
cale this refers to the problem that censuses of observed baryons
n the Universe generally fall significantly short of the cosmological
aryon fraction (Shull, Smith & Danforth 2012 ; Nicastro et al. 2017 ).
he cosmological baryon fraction, defined as the ratio between the

otal baryonic and DM masses, is known to good accuracy from
osmology to be f b = �b / �c ≈ 0.18 (Planck Collaboration VI 2020 ),
here �b and �c are the density parameters for baryons and DM

ssuming a Lambda cold dark matter ( � CDM) cosmology. These
aryons are expected to mainly reside in a warm–hot IGM. The
ecent analyses of Nicastro et al. ( 2018 ) and Macquart et al. ( 2020 )
an account for all of the baryons although with large uncertainties.
o we ver, there is also a missing baryon problem on the scale of

ndividual galaxies. In the MW, the stellar and cold gas mass is
6 × 10 10 M � (Bland-Hawthorn & Gerhard 2016 ) while the virial
ass is ≈10 12 M � (Callingham et al. 2019 ; Posti & Helmi 2019 ).
ence, the MW would need a hot corona of ≈10 11 M � to account for

ll the baryons expected within its DM halo from the cosmological
aryon fraction. Ho we ver, the corona could be less massive than
his if feedback has expelled gas from the halo and/or prevented gas
rom falling within the virial radius to begin with. Observational
tudies are inconclusive on this with some estimating that the corona
nly contains a small fraction of the baryonic mass (Anderson &
regman 2010 ; Li & Bregman 2017 ; Bregman et al. 2018 ) and
thers that it could contain all the missing baryons (Gupta et al. 2012 ;
NRAS 528, 3009–3027 (2024) 
aerman, Sternberg & McKee 2017 ; Martynenko 2022 ). In any case,
he mass of the corona should not exceed the mass calculated from
he cosmological baryon fraction. With an assumed density profile,
his can be used to put upper limits on its density (e.g. Tepper-Garc ́ıa,
land-Hawthorn & Sutherland 2015 ). 
In this paper, we estimate the density of the corona using the Draco

warf spheroidal galaxy. This satellite is an ideal target to probe the
W corona through its ram pressure stripping. It does not show

igns of tidal interaction (S ́egall et al. 2007 ; Mu ̃ noz et al. 2018 ) and
ontains no detectable H I gas down to a very low upper limit (Putman
t al. 2021 ). Its SFH suggests that it lost its gas already around 10 Gyr
go (see Section 2.1 ). This is too late to be explained by reionization
ut after the corona is expected to have formed. Using the highly
ccurate proper motions from Gaia Early Data Release 3 (EDR3; Li
t al. 2021 ) we find that the drop in Draco’s star formation aligns
ell with its first infall. We take advantage of this to constrain the
ensity of the MW’s early corona, for the first time, by simulating
raco’s first passage. Our final results rely on a few assumptions.
e assume that Draco’s orbit is largely determined, at least since z
1.6, by the potential of the MW’s DM halo, which we evolve in

ime following prescriptions from cosmological simulations, without
ignificant effects due to interactions with other structures. Such an
ssumption is clearly valid for the main possible perturbers, i.e. the
agellanic Clouds as they are and have al w ays been located in

he opposite hemisphere with respect to Draco (Fritz et al. 2018 ;
atel et al. 2020 ). We also assume that Draco’s star formation was
uenched by ram pressure stripping against the MW’s corona and
ot by an encounter with another satellite, which is expected to be
 rare event (Genina et al. 2022 ). Finally, we assume that the MW’s
orona is smooth, roughly spherical and in hydrostatic equilibrium
t least to first order since z ≈ 1.6 to now. Our assumptions and their
mplications are discussed further in the latter half of Section 4 . 

The paper is structured as follows. In Section 2 , we describe
raco’s SFH, integrate its orbit, and describe our simulation setup.

n Section 3 , we show and discuss our density constraint on the early
orona and how it relates to the present-day literature constraints
hrough accretion and outflows. In Section 4 , we describe how our
esults depend on the assumed virial mass, coronal temperature, and
he resolution of the simulations, and discuss the limitations of our

ethod. Finally, we summarize and conclude in Section 5 . A simple
odel for the growth of the mass in the corona, which we use to

xtrapolate some of our results, is described in Appendix A . 

 M E T H O D S  

e follow the ram pressure stripping of Draco by the MW corona by
imulating a volume containing Draco’s cold gas and gravitational
otential and part of the surrounding lower density coronal gas. We
imulate Draco travelling through the corona by injecting a ‘wind’
ith varying velocity into this simulation volume from one of the
oundaries. In doing this, we neglect the changing direction of the
rajectory throughout the orbit which is unimportant for our purposes
hat are only concerned with the efficiency of ram pressure stripping.

hile we will generally assume a constant coronal density along the
rbit (but see Section 4.5 ), the change in velocity is important due to
he fact that ram pressure is strongly velocity-dependent P ram 

∝ v 2 .
ence, before running the simulations we need to integrate Draco’s
rbit back in time from its present-day position and velocity in order
o find this time-dependent velocity to be used in the simulations.
n addition, the simulated orbits, together with Draco’s SFH, have
o be consistent with its ISM having been lost to ram pressure
tripping during the first passage. We describe this SFH and our



Density of the MW’s corona at z = 1.6 3011 

Figure 1. Total SFR of Draco as a function of time from Aparicio, Carrera & 

Mart ́ınez-Delgado ( 2001 ). This is the sum of the SFRs that the y deriv e for 
radii r < 7.5 arcmin and 7.5 < r < 30 arcmin 2 with the uncertainties added 
in quadrature. The time-axis has been slightly rescaled from a present-day 
cosmic time of 15–13.88 Gyr, as described in the text. 
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Table 1. Cosmic time, redshift, galactocentric distance, and total velocity in 
the Galactic rest frame at pericentre for the first passage for the three choices 
of present-day MW virial masses. 

M vir, z = 0 t peri z peri d GC, peri v peri 

(10 12 M �) (Gyr) (kpc) (km s −1 ) 

0.95 4.4 1.7 62 200 
1.25 4.1 1.6 59 211 
1.6 3.8 1.5 56 222 

Note. Our fiducial choice is highlighted in bold. 
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rbit calculations, as well as the numerical setup for our simulations
f Draco, in the following sections. 

.1 Star formation history 

e use the SFH of Draco from Aparicio, Carrera & Mart ́ınez-
elgado ( 2001 ) for e v aluating the orbits as well as for the initial

onditions and SNIa feedback rates (while SNII rates are instead 
alculated from the local SFR in each cell, see Section 2.3.3 ), as
escribed later in this section. This SFH begins 15 Gyr ago so we
escale the time of the bins slightly such that it begins at 13.88 Gyr
go to be consistent with our assumed cosmology for the evolution 
f the MW potential (see Section 2.2 ). This 8 per cent rescaling of
he time is negligible compared to the width of the bins. Aparicio,
arrera & Mart ́ınez-Delgado ( 2001 ) report the SFH within an inner

egion of r < 7.5 arcmin and an outer region of 7.5 < r < 30 arcmin 2 

hich we sum to get the total SFR within r < 30 arcmin which is
700 pc. We show this SFH in Fig. 1 . Note that the small bump

round 2–3 Gyr ago is likely not actual star formation but rather
aused by ‘blue straggler’ stars (Mapelli et al. 2007 ; Mu ̃ noz et al.
018 ). From the bin centred at cosmic age ≈3.5 Gyr to the next
in at ≈5.5 Gyr the SFR drops from being clearly abo v e zero to
onsistent with zero (within 1.2 σ ), which implies that Draco lost its
as during this time. This drop is consistent with the other published
FHs of Draco in Dolphin et al. ( 2003 ) and Weisz et al. ( 2014 ).
here is also a drop from the earlier bin at a cosmic age around
 Gyr. Ho we ver, it is not clear if the corona had already formed by
hen and in any case we are not aiming to reproduce the entire SFH
ut only the last stripping event. Also, as we show in the following
ection, for reasonable MW masses Draco’s first infall occurs later as
ell. Hence, we will focus only on the last big drop in the SFH. The

arlier decrease might have been caused by feedback and/or stripping 
rom gas outside the virial radius. While we show in Section 4.1 that
eedback alone is not efficient at removing gas, it still tends to lower
he SFR by spreading out the gas. Additionally, Putman et al. ( 2021 )
ecently found that the observed gas masses and positions of MW 

nd M31 satellites suggest that ram pressure stripping from a local 
roup medium surrounding both galaxies can be ef fecti ve outside the
irial radius of either galaxy. 
.2 Orbit integration 

e use the distance and velocity of Draco from the Gaia EDR3
eported in Li et al. ( 2021 ) as the starting point for integrating
raco’s orbit back in time. These are d GC = 81 . 8 + 6 . 1 

−5 . 7 kpc for the
istance from the Galactic Centre and v tot = 181 . 5 + 7 . 2 

−7 . 5 km s −1 for
he total velocity in the Galactic rest frame. We take into account
he evolution of the MW potential throughout the orbit according to
he change in virial mass, radius, and concentration of its Navaro–
rank–White (NFW, Navarro, Frenk & White 1996 ) DM profile from

he halo evolution models of Zhao et al. ( 2009 ). We calculate these
odels using the code made available by these authors 1 with updated

osmological parameters from Planck Collaboration VI ( 2020 ). We 
o not include any separate components for baryonic matter because 
he DM dominates the potential at all times and because the evolution
f the baryonic components is much more uncertain. Hence, the 
aryonic contribution is, in principle, included in this virial mass. 
o we ver, within the uncertainty in the mass of the MW the distinction
etween DM halo mass and total DM + baryonic mass is not
mportant. We neglect the effect of dynamical friction on the Draco
warf as the dynamical friction time is estimated to be of the order of

1000 Gyr (Cimatti, Fraternali & Nipoti 2019 ). Due to the spherical
ymmetry of this potential, the individual components of Draco’s 
elocity as well as its actual position on the sky are inconsequential.
he Zhao et al. ( 2009 ) halo evolution model has the present-day
irial mass of the MW NFW halo, M vir, z = 0 , as a free parameter.
stimates of this mass in the literature vary substantially but it is
enerally found to be in the range M vir, z = 0 = 0.8 −1.6 × 10 12 M �
e.g. Callingham et al. 2019 ; Posti & Helmi 2019 ; Cautun et al. 2020 ;
i et al. 2020 ). Hence, we integrate Draco’s orbit for different choices
f the present-day virial mass back in time e v aluating for each mass
f it is consistent with ram pressure stripping being the cause for the
rop in the SFR. Our criteria for this is that the drop in the SFR
hould (i) align with the first passage and (ii) occur while Draco
s generally within the MW’s virial radius. For masses where these
onditions are not satisfied either ram pressure stripping would not 
e the main mechanism responsible for the gas loss or the stripping
ould have to be largely due to a local group medium rather than the
W’s corona, as mentioned in Section 2.1 . 
Integrating orbits for 17 equally spaced present-day virial masses 

n the range 0.8 −1.6 × 10 12 M � (i.e. 5 × 10 10 M � apart) we find
hree masses that satisfy these criteria: M vir, z = 0 = 9.5 × 10 11 M �,
 vir, z = 0 = 1.25 × 10 12 M �, and M vir, z = 0 = 1.6 × 10 12 M �. For

he each of these orbits, the first passage is quite similar although
t higher masses the period is shorter and the velocity higher. The
ime, galactocentric distance, and velocity at pericenter are shown 
n Table 1 . Draco has completed three, four, and five pericentric
assages at the present-day for the low, medium, and high MW mass
otential, respectively. We choose the medium mass as our fiducial 
MNRAS 528, 3009–3027 (2024) 
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M

Figure 2. Top panel: Galactocentric distance to Draco along its orbit (black) 
and the evolution of the MW’s virial radius (grey) for our fiducial potential 
with a present-day MW virial mass of M vir, z = 0 = 1.25 × 10 12 M �. Middle 
panel: velocity of Draco along its orbit for the same potential. Bottom panel: 
Draco’s total SFH (see Section 2.1 ). The dashed lines enclose the time range 
during the first passage that is included in the simulations. 
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otential and hence focus on the results of the simulations based on
his orbit. We discuss the two other cases, which turn out to yield
argely similar results, in Section 4.2 . 

We show the galactocentric distance and velocity of this orbit in
ig. 2 , together with the SFH from Fig. 1 . To assess the effect of

he uncertainties in our adopted estimates for Draco’s present-day
istance and velocity, we further integrate orbits for 1000 different
ets of these values. For these, we randomly sample the distance
odulus and proper motions reported in Li et al. ( 2021 ), which have
aussian uncertanties, converting them to galactocentric distances

nd total Galactic rest-frame velocities according to Section 2.3
f that paper. We integrate these orbits with the same 17 present-
ay virial masses between 0.8 −1.6 × 10 12 M � as before. We find
hat the main effect of the uncertainties at a given virial mass is to
hange the orbital period. Hence, the distance and velocity evolution
s mainly shifted with time while the pericentric and apocentric radii
nd velocities are largely similar. At our fiducial mass of M vir, z = 0 =
.25 × 10 12 M �, 55 per cent of the orbits have a first pericentric
assage with d GC, peri < R vir that occurs within a cosmic time of 3–
 Gyr. Therefore, they are consistent with the decline in SFR being
ue to ram pressure stripping. For the orbits that are not consistent
ith ram pressure stripping, this is mainly due to the first pericentric
assage happening too early compared to the growth of the MW’s
irial radius such that it occurs mostly outside of the virial radius,
nd so presumably outside the extent of the corona. Across our
irial mass range the percentage of orbits that are consistent with
am presure stripping between cosmic times of 3–5 Gyr increases
rom about 25 per cent at the lowest mass to about 75 per cent at the
ighest mass. This increase with M vir, z = 0 is due to both the virial
adius growing faster and the orbital period being shorter such that
ore passages occur. For all of the 1000 sets of sampled distances

nd velocities, between two and four of the 17 virial masses lead to
NRAS 528, 3009–3027 (2024) 
assages consistent with stripping. Hence, the three orbits that we
onsider in the rest of this paper with the median proper motions
nd distances are quite representative of the space of plausible orbits
iven the uncertainties in the Li et al. ( 2021 ) data and range of
easonable MW virial masses. 

Given the dependence of ram pressure stripping on the square of
he velocity (see equation 1 ), the difference between the minimum
elocity at apocentre and the maximum velocity at pericentre leads
o a significant, but not o v erwhelming, difference in the efficiency
f stripping of about a factor of 4 at these points in the orbit. For
any satellite galaxies this difference is much more extreme and

he stripping can be assumed to occur essentially instantly at the
ericentre. In our case, the difference is too small for this to be a
easonable approximation. Instead, we decide to include the parts
f the orbit with velocity v 2 > 

1 
2 v 

2 
max , same as was used in Gatto

t al. ( 2013 ). They found that including parts of the passage with
ess efficient stripping (i.e. with lower relative velocities) led to
ittle difference in their inferred coronal densities. With the adopted
elocity cut the simulations cover cosmic times between 3.5 and
.7 Gyr after big bang. As can be seen from Fig. 2 , Draco is then
nitially outside of the virial radius. Ho we v er, it mo v es within the
irial radius after about 200 Myr which is only about 12 per cent of
he simulated time. The simulations co v er galactocentric distances
elatively close to the virial radius at those times in the range 60–
00 kpc. Hence, the density constraints inferred from this trajectory
pplies to the outer parts of the early corona. 

.3 Numerical setup 

e evolve the system using the RAMSES code (Teyssier 2002 ) in a
hree-dimensional cartesian domain of 24 × 24 × 24 kpc with Draco
t the centre. We use Adaptive Mesh Refinement (AMR) with five
e vels. Each le vel n has double the resolution of level n − 1 ranging
rom n = 7 to 11 for a maximum resolution of � x ≈ 11.7 pc. Cells
ithin a radius of r < 400 pc from, the centre of Draco’s potential

re al w ays refined to the finest level. Outside of this radius cells are
efined based on their mass. Cells on level n are refined if they contain
ore than 2 14 − n M � corresponding to a factor of 4 difference in the

equired density between each level. 
We include optically thin radiative cooling down to T ≈ 150 K as

ell as heating from the metagalactic ultraviolet background (UVB).
or the cooling, we assume collisional ionization equilibrium using

he default table in RAMSES calculated from CLOUDY (Ferland et al.
998 ). These tables depend on density , temperature, metallicity , and
onization fraction, which, in turn, depends on the redshift. For the
VB, we use the model of Haardt & Madau ( 2012 ) including the

edshift evolution of its intensity during the simulations. In addition
o the heating, photoionization from the UVB also affects metal line
ooling rates and the mean molecular weight in the simulations. We
pply the density and redshift-dependent self-shielding approxima-
ion of Rahmati et al. ( 2013 ) to the UVB heating and photoionization
alculations in each cell. That is, we multiply the photoionization and
hotoheating rates by a factor below unity f SSh ( n H , z), where n H is
he hydrogen number density in the cell. Rahmati et al. ( 2013 ) found
hat this relation provides a tight fit to the photoionization rates in
imulations with the radiative transfer, with the redshift-dependent
arameters given in their table A1. We interpolate these parameters
o the redshift at each time-step during our simulations. We do,
o we ver, limit f SSh to still allow some UV heating even in denser
ells such that the equilibrium temperature is generally close to the
0 4 K temperature of our initial isothermal profile for Draco’s ISM
see Section 2.3.1 ). While gas is still allowed to cool below this
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Table 2. Initial parameters for the MW corona and Draco that are fixed in 
all simulations. 

Symbol Description Value 

MW 

T cor Coronal temperature 2.2 × 10 6 K 

Z cor Coronal metallicity 0.1 Z �
Draco 
T ISM 

ISM temperature 10 4 K 

Z cor ISM metallicity 0.01 Z �
ρ0, DM 

Central DM density 1.12 m p cm 

−3 

r s NFW scale length 1.46 kpc 
M � Stellar mass 3.2 × 10 5 M �
r 1/2 Stellar half-mass radius 196 pc 
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emperature, this limitation on f SSh acts as a ‘soft’ cooling floor. 
ithout such ‘soft’ cooling floor, the inner parts of the initial ISM

mmediately starts to cool leading to a collapse to a small and very
ense core. These high densities, in turn, lead to a short early burst of
entral SNe that are generally underresolved due to the high densities. 
e hence apply this limit to the self-shielding to a v oid the strong

ut-of-equilibrium cooling effects, while still capturing the effect of 
enser gas being less affected by the metagalactic UVB. This also 
ompensates somewhat for not including the UV heating from stars 
ithin Draco. 

.3.1 Initial conditions 

e show a summary of the initial parameters that are the same in
ll simulations in Table 2 . We initialize the coronal gas within the
imulation volume to have uniform density and temperature. We 
hoose a temperature of T cor = 2.2 × 10 6 K based on observations
f the MW’s present-day corona (Henley & Shelton 2013 ; Bregman 
t al. 2018 ). We demonstrate in Section 4.4 that the value of T cor has
ittle effect on the stripping. In reality, an isothermal density profile in
ydrostatic equilibrium with the MW potential would need to have a 
ensity that varies with radius. However, we are only concerned with 
he average density along the orbit, and only in the part of the orbit that
e include in the simulations (see Fig. 2 ). In the same way, the corona
eed not be isothermal outside of the distances probed by this partial
rbit. Thus, we are not assuming that the MW corona is isothermal
 verywhere to deri ve our lower limit on the density along part of the
rbit, although we will do so in order to extrapolate this constraint to
ther radii in Section 3.1.2 . We do present a simulation where we vary
he coronal density along the trajectory in Section 4.5 where we find
hat the changing density is indeed not important. We might expect 
hat the early corona was less hot because the virial temperature 
sed to be lower. The temperature of the corona is not equal to the
irial temperature, which is somewhat lower at about 10 6 K at the
resent-day. Assuming that it is mainly comprised of shock heated 
ccreted gas, though, it should evolve in a comparable way. For our
otentials, almost all of the virial temperature evolution occurs before 
he time at the beginning of the simulations at redshift z = 1.9. From
hat time to the present-day, the virial temperature changes by less
han 10 per cent. Hence, we expect relatively little evolution of the
oronal temperature as well during this time. For the metallicity of
he corona, we assume Z cor = 0.1 Z �. This is somewhat less than the

0.3 Z � value preferred for the present corona (Miller & Bregman 
015 ), which is appropriate given the early times and relatively large
istances considered (see Fig. 2 ). 
We assume that Draco contains an isothermal ISM at temperature 

 ISM 

= 10 4 K in hydrostatic equilibrium with its DM halo and stellar
otential. We ignore the self-gravity of Draco’s ISM because the 
M dominates the mass at all radii. The stellar potential, while more

mportant than the gravity of the gas, turned out to only very slightly
educe the stripping. But it is included since we have to assume a
tellar profile for our SNIa injection (see Section 2.3.3 ). We assume
 spherically symmetric potential � ( r ) such that the gas density then
ollows 

ISM 

( r) = ρ0 , ISM 

exp 

(
−� ( r) − � 0 

c 2 s 

)
, (2) 

here ρ0, ISM 

is the central gas density, � 0 is the central DM + stellar
otential, and c 2 s is the square of the isothermal sound speed.
his sound speed is given by c 2 s = k B T ISM 

/ ( μm p ) where k B is the
oltzman constant and μ is the mean molecular weight divided by 

he proton mass m p . Note that, due to the density dependence of UVB
hotoionization self-shielding, μ is generally not constant across this 
rofile despite the constant temperature but instead tends to decrease 
lightly with radius. While many dwarf galaxies show signs of having
 cored DM profile, Draco generally is found to be well described by
 cuspy NFW profile (e.g. Jardel et al. 2013 ; Read, Walker & Steger
018 ; Kaplinghat, Valli & Yu 2019 ; Hayashi, Chiba & Ishiyama
020 ). Thus, we assume an NFW profile with density ρDM 

( r ) =
0, DM 

( r / r s )(1 + r / r s ) −2 and potential 

 DM 

( r) = −4 πGρ0 , DM 

r 3 s 

r 
ln (1 + r/r s ) (3) 

or the DM component where we use ρ0, DM 

= 1.12 m p cm 

−3 and
 s = 1.46 kpc as estimated from an extended form of spherical Jeans
nalysis in Kaplinghat, Valli & Yu ( 2019 ). For the stellar component,
e assume a Plummer potential 

 � ( r) = − GM � √ 

r 2 + r 2 1 / 2 

, (4) 

here the total stellar mass is M � = 3.2 × 10 5 M � (Martin, de Jong &
ix 2008 ) and the half-mass radius is r 1/2 = 196 pc (Walker et al.
007 ). 
In using the present-day observed stellar mass and radius, we are

ssuming these have not evolved substantially since the beginning of 
ur simulations at redshift z ≈ 2. Because we begin our simulations
uring the relatively steep decline in the SFH, this is a reasonable
ssumption. Indeed, according to our adopted SFH, Draco formed 
ost of its stellar mass prior to the beginning of the simulations

nd integrating the SFH leads to a compatible mass. In any case, as
entioned previously, the stellar potential only has a small influence 

n the o v erall potential, which is dominated by the DM. 
The ISM is in pressure equilibrium with the hot gas in the corona

nd so extends to a radius r ISM, 0 where the density has dropped to
ISM 

( r ISM, 0 ) = μn cor T cor / T ISM 

. Draco’s potential extends further out
o the tidal radius r t , defined as the distance from Draco’s centre
owards the Galactic Centre where the gravitational forces of Draco 
nd the MW cancel out. Ho we ver, Draco’s potential at large radii
s too weak to significantly affect the corona there. We take its
hange along Draco’s orbit into account, estimating it for each 
ime t by iteratively solving the equation of King ( 1962 ) (ignoring
ccentricity): 

 t ( t) = d GC ( t) 

(
M Dr ( r Dr < r t ( t)) 

3 M MW 

( t, r GC < d GC ( t)) 

)1 / 3 

, (5) 

here d GC ( t ) is the distance from the Galactic Centre, M Dr ( r Dr <

 t ( t )) is the DM + stellar mass of Draco within the tidal radius,
nd M MW 

( t , r GC < d GC ( t )) is the DM mass of the MW within
MNRAS 528, 3009–3027 (2024) 
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Table 3. Initial central density and radius of Draco’s ISM for each simulated 
coronal density. 

n 0, cor (cm 

−3 ) ρ0, ISM 

( m p cm 

−3 ) r 0, ISM 

(pc) 

5 × 10 −4 3.96 270 
7 × 10 −4 4.01 245 
8 × 10 −4 4.04 234 
9 × 10 −4 4.07 220 
10 −3 4.10 210 
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raco’s distance at time t (using the same evolving NFW profile
s for the orbit inte gration). F or the time-span considered in our
imulations, r t varies within 6–13 kpc for both the low- and high-mass

W potential. These large tidal radii highlight that, as previously
entioned, Draco’s ISM should not be affected by tidal stripping. 
There are few observational estimates of the gas-phase metallicity

or dwarfs around Draco’s mass of M � ≈ 10 5.5 M �. From the
etallicities of the Leo P dwarf (Skillman et al. 2013 ) and two

warfs in the sample of Guse v a et al. ( 2017 ), as well as extrapolating
he mass–metallicity relation for dwarfs of Berg et al. ( 2012 ), we
ould expect the gas-phase metallicity for a dwarf with Draco’s
ass at the present-day to be in the range log(O/H) + 12 = 7.2 ± 0.2

orresponding to Z ISM 

= 0.02 − 0.05 Z �. This is an upper limit for
he initial metallicity of Draco’s ISM in our simulations, though,
ecause the mass–metallicity relation evolves with redshift towards
ower metallicities at fixed stellar mass (Huang et al. 2019 ). We
ssume Z ISM 

= 0.01 Z �. 
The initial ISM mass is specified by setting ρ0, ISM 

. We derive this
y inverting a star formation law using the SFR given by Draco’s
FH (see Section 2.1 ). Gatto et al. ( 2013 ) used a similar approach
sing a steepened Kennicutt–Schmidt law with an exponent of 2.47,
hich has been found to better fit dwarf galaxies than the standard

xponent of 1.4 (Roychowdhury et al. 2009 ). More recently, Bacchini
t al. ( 2019 ) found that the star formation in spiral galaxies can be
ell fitted by a volumetric star formation law of the form 

ρSFR 

M � yr −1 kpc −3 = A 

(
ρH 

M � pc −3 

)α

. (6) 

acchini et al. ( 2020 ) showed that this law also fits well for dwarf
alaxies with A = 12.59 and α = 2.03. Such a volumetric law is
ore sensible for galaxies without discs compared to using surface

uantities. Similar ρSFR ∼ ρ2 
ISM 

star formation laws have also been
uggested in earlier work by Larson ( 1969 ) and Koeppen, Theis &
ensler ( 1995 ). Ho we ver, the observ ationally deri ved SFR has been

ntegrated within an elliptical region projected on the sky, rather
han a sphere. Approximating, the ellipsis as being circular, the
ntegrated volume thus represents a cylinder with cylindrical radius
 < R SF . Hence, we compute the SFR from the gas density within the

ntersection of our assumed spherical ISM distribution with radius
 0, ISM 

and the observed projected region with cylindrical radius R SF : 

 tot ( R < R SF ) = 4 π
∫ R SF 

0 

∫ √ 

r 2 ISM , 0 + z 2 

0 
ρSFR ( r = 

√ 

R 

2 + z 2 ) R d R d z. (7) 

Due to our inclusion of supernova feedback, the initial gas
istribution is not in equilibrium. The feedback quickly causes the
nitial gas profile to expand and flatten. This lowers the SFR and,
ence, the feedback. Ho we v er, the e xpelled gas ev entually falls back
nd reaches the centre after some tens of Myr. This causes the SFR
nd feedback to increase and the c ycle be gins anew. Due to this
ehaviour the SFR oscillates with an average value that is at early
imes a bit lower than the initial value. Therefore, the gas distribution
hould be initialized to a higher than observed SFR such that this
arly time-averaged SFR matches the observed value. We find that
n initial SFR that is f boost = 1.2 times the observed one leads to an
v erage SFR o v er the first sev eral c ycles close to the observ ed value.
ence, the left-hand side of equation ( 7 ) should be multiplied by

 boost . The SFR at the beginning of the simulations is then initialized
o f boost 
 tot ( R < R SF ) = f boost × 5.8 × 10 −5 M � yr −1 in accordance
ith the SFH (see Fig. 1 ), except in Section 4.3 where we probe a

ower SFR. 
NRAS 528, 3009–3027 (2024) 
Using equation ( 6 ) with the hydrostatic gas profile, equation ( 2 ),
nd assuming a constant hydrogen mass fraction f H then yields 

 boost 
 tot ( R < R SF ) = 4 πA ( f H ρ0 , ISM 

) α

×
∫ R SF 

0 

∫ √ 

r 2 ISM , 0 + z 2 

0 
exp 

[
−α

(
−� ( r) − � 0 

c 2 s 

)]
R d R d z 

(8) 

nd so the central density ρ0, ISM 

is given by 

ρ0 , ISM 

= 

1 

f H 

⎛ 

⎜ ⎜ ⎝ 

f boost 
 tot ( R < R SF ) 

4 πA 

∫ R SF 
0 

∫ √ 

r 2 0 , ISM + z 2 

0 exp 
[ 
−α

(
−� ( r) −� 0 

c 2 s 

)] 
R d R d z 

⎞ 

⎟ ⎟ ⎠ 

1 /α

(9) 

e assume that the hydrogen-to-total gas density conversion factor
s 1/ f H = 1.36. Due to the dependence of r 0, ISM 

on the density, and
onsequently on ρ0, ISM 

, equation ( 9 ) has to be solved iteratively. 
We show the values of ρ0, ISM 

and r 0, ISM 

for each coronal density
n Table 3 . As can be seen, r 0, ISM 

is much smaller than R SF = 700 pc
or all coronal densities. Hence, in practice, the entire gas profile is
l w ays enclosed within R SF and equation ( 9 ) can be simplified to
se an integral over a sphere of radius r 0, ISM 

. Of course, the extent
f the ISM should be at least as large as r SF to be consistent with
he SFR. Ho we ver, this is still ef fecti vely the case due to the SN
eedback and the effects of ram pressure which quickly cause the
old gas distribution to expand significantly. Due to this, the radius
ithin which the density is, on average, much higher than the coronal
ensity is ef fecti vely greater than R SF in all cases shortly after the
tart of the simulations. 

.3.2 Velocity injection 

e use a ‘wind tunnel’ type of setup to simulate Draco moving along
ts orbit through the corona. That is, we inject a time-dependent
elocity at the lower boundary in y pointing towards the upper
oundary while the other boundaries are zero-gradient (‘outflow’)
oundaries. Section 2.2 describes how we derive the velocities along
he orbit v( t ). Ho we ver, in practice, this velocity needs to be amplified
omewhat in order for the velocity inside the simulation domain to
ctually follow the wanted evolution. This is due to the fact that the
elocity of the gas injected at the boundary immediately changes
s it mo v es into the volume and either collides with or lags behind
he slower or faster gas in front of it. The result is that the velocity
volution inside the volume becomes a smoothed out version of
he injected velocity evolution with velocities that rise and fall too
lowly in time and that are generally too low. We find that injecting
he velocity according to 

 inj ( t) = v ( t) 

(
1 + 

v ( t) − v( t = 0) 

v ref 

)
, (10) 
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here v ref depends on the potential, leads to the actual velocity inside
he volume being within a few per cent of v( t ) at all times. We find v ref 

rom simulations that include only the corona (i.e. does not actually 
ontain Draco), which are very computationally inexpensive to run. 
or our fiducial potential, v ref = 219 km s −1 . For the low- and high-
ass potentials discussed in Section 4.2 v ref = 206 and 234 km s −1 ,

espectively. 

.3.3 Supernova feedback 

lthough Draco’s SFR is relatively low at the epoch that we begin the
imulations, feedback from supernovae can still significantly change 
he stripping efficiency by facilitating ram pressure stripping (Gatto 
t al. 2013 ). Ho we ver, only the energy input is important with the
dded mass and metals being negligible. Because of this, we do not
irectly simulate the stellar population. That is, we do not include 
tar particles representing star clusters with continuous feedback. 
nstead, we calculate the probability of an individual SNII occurring 
n each cell based on its current cold gas density and use a subgrid
pproach to add individual SNIa according to the SFH. Due to the
ow SFR the injected SNe really do represent each individual SN 

xplosion rather than the combined feedback of some population. 
SNII are caused by stars with initial masses > 8 M � and for our

urposes occur essentially instantly after their formation. Thus, the 
ate of SNII in cell i is proportional to the SFR in that cell 

 SNII ,i ( t) = N SNII 
 i ( t) , (11) 

here N SNII is the number of SNII per unit stellar mass formed.
his depends solely on the assumed initial mass function (IMF) and 
e adopt 0.0118 SNII M 

−1 
� appropriate for a Chabrier ( 2003 ) IMF

Pillepich et al. 2018 ). We only include cells that have a temperature
 < 2 × 10 4 K. The SFR in each cell is calculated from the
ensity using the same volumetric star formation law of Bacchini 
t al. ( 2019 ) used in estimating the initial gas mass (equation 6 ,
ee Section 2.3.1 ). Given the initial SFR, we expect ∼10 Myr
etween each individual SNII occurrence anywhere in the galaxy. 
ecause of this, we estimate the number of SNII in each cell from
oisson distributions with the average number of events during the 
imulation time-step in any cell being λ � 1. In practice, multiple 
Ne occurring in the same cell at the same time is so unlikely that

t never happens during our simulations. 
Unlike SNII, a star can explode as an SNIa after a substantial

mount of time has passed since its birth. Consequently, the SNIa 
ate depends on the entire SFH rather than just the current SFR.
herefore, we cannot calculate this rate for each individual cell as
e do for SNII. Ho we v er, because we hav e the global SFH (see
ection 2.1 ), we can calculate the global rate at a given time. The
lobal SNIa rate can be expressed as the convolution of the SFH with
 delay time distribution (DTD), 

 SNIa ( t) = 

∫ t 

0 

( t − t ′ ) DTD ( t ′ )d t ′ . (12) 

nfortunately, the DTD is quite uncertain. We use the expression 
eported in Heringer, Pritchet & van Kerkwijk ( 2019 ), DTD ( t) =
0 −12 . 15 M 

−1 
� yr −1 ( t 

1 Gyr ) 
−1 . 34 for t > 0.1 Gyr and zero otherwise.

uring the simulation runs, the SFH is updated every 10 Myr with the
lobal SFR as computed from the sum of the SFRs in all cells with
ool gas that we find during the SNII rate calculation. The SNIa rates
uring the simulations are generally substantially lower than the SNII 
ates. The number of SNIa during each time-step is estimated from
 Poisson distribution with λ set according to the rate as for SNII.
e assume that SNIa occur within a stellar distribution that follows
he observed Plummer profile also used for the stellar potential (see
ection 2.3.1 ). Accordingly, SNIa are injected at random locations 
rawn from this distribution. Unlike SNII, which by definition should 
nly occur in regions with relatively high densities, there is a small
isk of SNIa being injected in very low-density regions leading to
 xtremely high v elocities and numerical issues. We a v oid this by not
llowing SNIa that would enclose only 1 M � of gas to be injected.
n practice, this happens extremely rarely and so the lower SNIa rate
rom skipping these events is not a concern. 

Injecting SNe as thermal energy generally requires resolutions 
n excess of our standard resolution of � x = 11.7 kpc to a v oid
he so-called ‘o v ercooling’ problem (Katz 1992 ; Navarro & White
993 ). Such o v ercooling would cause SNe to do little work on the
urrounding gas and so the effect of feedback on the gas would end
p being severely underestimated. To a v oid this issue, we instead
nject the energy as a mix of thermal and kinetic energy according to
he density of each cell within the initial blast. This scheme is largely
imilar to the ‘mechanical feedback’ or ‘momentum feedback’ 
chemes of, for example, Hopkins et al. ( 2014 , 2018b ), Kimm &
en ( 2014 ), Rosdahl et al. ( 2017 ), and Gentry, Madau & Krumholz
 2020 ), who found that the evolution of an SN converged towards the
orrect solution at much lower resolutions than pure thermal or pure
inetic energy injection. Our implementation differs in that we do 
ot inject any mass and we do not hav e an y star particle associated
ith the SN. This simplifies the equations because the blast is al w ays
erfectly centred on a cell and occurs in the same reference frame
s the gas. Additionally, we require that all cells within the initial
last be on the finest refinement level. Due to our radius and density-
ependent refinement criteria, an SNII occurring in, or directly next 
o, a cell on a coarser level would only occur extremely rarely (a
ouple during the entire 1.1–1.4 Gyr of the simulation). Ho we ver, we
isallow such SNe because they tend to cause numerical instability. 
ue to their extreme rarity this does not overall affect the simulations. 
he basis of the SN injection scheme is in each cell to either inject all

he energy as kinetic energy if the mass in that cell is relati vely lo w, or
o inject a combination of thermal and kinetic energy with the kinetic
nergy corresponding to the ‘terminal momentum’ otherwise. The 
otal energy injected per SN is al w ays E SN = 10 51 erg in either case.

When an SN is supposed to occur in a cell, we inject it into a region
entred on that cell and co v ering an y surrounding cells sharing either
 line or a plane with it. Because we assume that all the surrounding
ells are on the same refinement level as the central cell, this region
l w ays co v ers a 3 × 3 × 3 cube with the 8 corner cells remo v ed, i.e.
 SN = 19 cells. The volume of the injection region is hence V SN =
9 V cell where V cell is the cell volume. We weight the momentum and
nergy injected into each cell i . This weight is w i = 1 for cells directly
djacent to the central cell, i.e. sharing a plane, and w i = 1/2 for cells
iagonally from the central cell, i.e. sharing only a line. The central
ell has a weight of 1 and hence the weights sum to 13. Because the
entral cell has no well defined direction away from the centre for the
njection momentum vector, we al w ays inject only thermal energy in
his cell. This represents only about 5 per cent of the total injection
olume and so even though o v ercooling might occur in this cell the
ffect of this on the o v erall SN evolution is insignificant. Hence, the
omentum injection co v ers N mom 

= N SN − 1 = 18 cells in a volume
f V mom 

= V SN − V cell = 18 V cell with weights summing to 12. 
The terminal momentum is the total momentum of the SN 

uring the momentum-conserving sno wplo w phase. This follows 
he radiative phase which ends once most of the thermal energy
as been radiated away. Thus, the scheme alleviates overcooling 
n cases where the early stages of the SN cannot be resolved by
nitializing the SN bubble in a later evolutionary stage. If the SN can
MNRAS 528, 3009–3027 (2024) 
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M

Figure 3. Projected density along the z-axis of gas significantly below the coronal temperature at T < 10 6 K in the simulation with coronal density n cor = 

8 × 10 −4 cm 

−3 . The leftmost panel shows the initial density at the start of the simulation at a cosmic time of 3.5 Gyr. The following panels show the density at 
progressively later times approximately 250 Myr apart until the end of the simulation at 4.7 Gyr. Only the rele v ant part of the much larger 24 3 kpc 3 simulation 
volume is shown. 
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e resolved injecting purely kinetic energy works because collisions
ill correctly convert this partly into thermal energy. We assume a

imilar expression for the terminal momentum in a given cell i as
osdahl et al. ( 2017 ): 

 term ,i = 3 × 10 5 M �km s −1 E 

16 / 17 
51 n 

−2 / 17 
i f 

3 / 2 
Z,i , (13) 

here E 51 ≡ E SN /(10 51 erg), n i is the particle density in cm 

−3 , and 

 Z,i = 

{
2 Z i < 0 . 01 Z �
( Z i /Z �) −0 . 14 otherwise 

. (14) 

s previously mentioned, we al w ays inject a total energy of E 51 = 1
ith each cell receiving 

E i = 

w i 

� i w i 

E 51 = 

w i 

13 
E 51 . (15) 

In the case, where the energy is injected purely as kinetic energy,
he total injected momentum is 

 SN = f vol 

√ 

2 M SN E 51 , (16) 

here M SN is the total gas mass within the injection region and f vol =
 mom 

/ V SN = 18/19 is a slight correction factor to take into account
hat momentum is not injected into the central cell. 

An amount of momentum proportional to either equation ( 16 ) or
quation ( 13 ) is added to each cell in the injection region according to 

p i = 

3 w i 

2 N mom 

min ( f vol 

√ 

2 × 13 

w i 

m i E 51 , p term ,i ) , (17) 

here the first factor ensures that the weighting produces the correct
otal momentum across the 18 cells where momentum is injected, and
13 
w i 

m i = 

13 
w i 

ρi V cell is related to the weighted mass in the cell. As the
erminal momentum is weakly anticorrelated with density, at a given
esolution, the first argument will be smaller for low densities where
he SN is resolved while the second argument will be smaller at higher
ensities. Conv ersely, for a giv en density, the first argument will be
maller at higher resolutions, i.e. smaller � x , because m i ∝ V cell =
 � x ) 3 while the second argument is independent of resolution
NRAS 528, 3009–3027 (2024) 
nd so will be the smaller argument at lower resolutions. Hence,
he effect is to inject only kinetic energy when the Sedov–Taylor
hase can be resolved and otherwise inject energy according to the
omentum-conserving sno wplo w phase, as mentioned pre viously. 

 RESULTS  

e show the evolution of the cold gas in Draco in a simulation
ith a coronal density of n cor = 8 × 10 −4 cm 

−3 in Fig. 3 . At this
oronal density, essentially all of the ISM has been lost by the end
f the simulation as described below. As expected, ram pressure
rogressively strips Draco’s ISM from the outside in with the denser
nner parts being lost last. There is no large tail and only small clumps
f stripped gas upstream. This might be expected due to heating from
he relatively intense UV background at z > 1.3. However, in our
imulations, this cannot be assessed due to the poor resolution of
ow-density stripped gas. Cells containing such gas will be on coarser
efinement levels, due to our mass-based refinement criterion, and
o be severely smoothed out leading to too efficient mixing with the
orona. Hence, we cannot follow the evolution of this gas, although
t will generally be unbound and so is not important for our analysis.
he front of the ISM is pushed upstream but only by a fraction of

he size of its initial distribution. Hence, the gas is lost directly to the
orona rather than as a stream of cold gas that is gradually pushed
ut to eventually become unbound from Draco. 
We show the main quantities derived from our simulations, as

escribed in the rest of this section, in Table 4 . 

.1 Density of the early MW corona 

.1.1 Avera g e coronal density along Draco’s first infall at z = 

.3 − 1.9 

e use the stripping of Draco’s ISM to put a lower bound on the
verage density of the corona at the times (cosmic ages of 3.5–4.7 Gyr
r redshifts around z ≈ 1.3 −1.9) and distances (59–103 kpc or 0.6–
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Table 4. For the three possible choices of the present-day MW virial mass, 
we show our derived constraints on the corona. 

M vir, z = 0 〈 r 〉 〈 r 〉 / R vir n cor, min M cor, min f b, min n cor, max 

(10 12 M �) (kpc) (cm 

−3 ) (M �) (cm 

−3 ) 

0.95 76 0.82 7 × 10 −4 6.8 × 10 10 0.18 7 × 10 −4 

1.25 72 0.76 8 × 10 −4 7.3 × 10 10 0.17 9 × 10 −4 

1.6 69 0.74 8 × 10 −4 7.2 × 10 10 0.15 10 −3 

Notes. The second column is Draco’s average galactocentric distance 〈 r 〉 
during first infall; this average is weighted by the mass-loss (see equation 
18 ). The third column is this distance as a fraction of the virial radius at 
the time of pericentre. The following columns are the minimum coronal 
density n cor, min required for complete stripping of Draco’s ISM, and the 
corresponding minimum coronal mass and baryon fraction based on the fitted 
isothermal density profile (see Section 3.1.2 ). The rightmost column is the 
upper limit on the coronal density n cor, max derived from the maximum baryon 
fraction f b, max = f b = 0.18. The row of our fiducial virial mass is highlighted 
in bold 
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.3 R vir ) of the simulations. Our constraint is a lower bound because
raco’s SFH does not have the time resolution needed to assess when
uring the passage the gas was lost completely. The mean distance is
ke wed to wards lo wer distances due to the flattening in the distance
volution around the pericentre and is around 76 kpc. Despite the 
istance range extending beyond the virial radius Draco is generally 
ithin the virial radius due to its growth during the simulations and

he mean distance in terms of the virial radius is 0.81 R vir . 
We quantify the remaining mass of Draco’s ISM during the 

imulation as the total mass of cold gas that is gravitationally bound
o Draco M cold, bound . We define ‘cold’ as T < 10 5 K and bound
s having a total velocity less than the escape velocity to infinity
 v | < v esc ( r) = 

√ 

2 | � ( r) | . The criterion that the gas be bound does
ot exclude a significant mass of gas not already excluded by the
emperature criterion, due to most stripped gas being quickly heated 
s previously mentioned. The initial value of M cold, bound differs by 
bout 25 per cent from the lowest to the highest coronal density due to
he initial pressure equilibrium leading to smaller initial ISM radii at 
igher coronal densities (see Table 3 ). Ho we ver, this has essentially
o effect on the early SFR, which is initially dominated by the
enser gas near the centre. We show the evolution of M cold, bound for
imulations with different n cor in Fig. 4 . 

As can be seen, the mass-loss generally increases monotonically 
ith coronal density as expected. The simulation with n cor = 

 × 10 −4 cm 

−3 is close to the simulation with n cor = 9 × 10 −4 cm 

−3 

ut complete stripping does occur slightly before the end of the 
imulation in the latter case. Ho we ver, the otherwise relati vely high
ensitivity of the stripping on the density means that the ISM is
learly lost before the end of the simulation for densities n cor >

0 −3 cm 

−3 and too late for n cor < 7 × 10 −4 cm 

−3 . We are hence
ble to, within the assumptions of the simulations, derive an accurate 
ower bound of n cor, min on the coronal density at the abo v e-mentioned
istances and ages of 〈 n cor, min (59 −103 kpc) 〉 = 8 × 10 −4 cm 

−3 . At
his coronal density essentially all of the ISM has been lost by the
nd of the simulation, with only M cold, bound ≈ 7500 M �, or about
 per cent of its initial mass, remaining. As expected, the mass-loss
s generally greater during the middle part of the simulations where 
raco’s velocity is higher compared to at the beginning and end of the 

imulations. Ho we ver, instantaneous stripping at the pericentre, as is
ften assumed, is clearly not a very accurate approximation. Due to 
his evolution in the mass-loss the average distance for the purposes
f our lower density limit is skewed slightly further to wards lo wer
istances than the unweighted mean distance of 76 kpc. Weighting 
he distance by the mass-loss, we find 

 r〉 = 

∫ 4 . 7 Gyr 
3 . 5 Gyr r 

d M 

d t d t ∫ 4 . 7 Gyr 
3 . 5 Gyr 

d M 

d t d t 
≈

∫ M 0 
0 r d M 

M 0 
= 72 kpc , (18) 

here M here is shorthand for M cold, bound and M 0 is the initial value
t a cosmic time of 3.5 Gyr ( z = 1.9). Thus, the 59 −103 kpc range
or our lower density bound n cor, min is centred at 72 kpc and we have
 cor, min (72 kpc) = 8 × 10 −4 cm 

−3 . This corresponds to 0.76 R vir . 
Gatto et al. ( 2013 ) found that the analytical estimate of the lower

imit on the coronal density from equation ( 1 ) was significantly less
han the result of their simulations for Carina and Sextans. If we plug
 peri = 211 km s −1 , the initial average density of Draco’s ISM in our
imulations of n ISM 

= 0.48 cm 

−3 , and Draco’s measured present-day
tellar velocity dispersion of σ � = 9.1 km s −1 (Simon 2019 ) into
quation ( 1 ) we obtain n cor � 9 × 10 −4 cm 

−3 in remarkably good
greement with our simulation results. We caution though that, as 
entioned previously, our simulations disagree with the assumption 

f instantaneous stripping at pericentre used in the crude analytical 
stimate and so the close agreement must be partially a coincidence. 
t is unlikely that equation ( 1 ) agrees this closely with simulations,
n general, for the range of different masses and SN rates of MW
atellites. 

.1.2 Density profile and mass of the corona at z ≈ 1.6 

ased on our lower bound on the coronal density, we can derive lower
ounds for the density profile, n cor, min ( r ), and the total mass, M cor, min ,
f the MW corona. In order to do this, we have to assume a profile that
an be fit from our single point of n cor, min (72 kpc) = 8 × 10 −4 cm 

−3 .
e assume the same hydrostatic isothermal density profile as for 
raco’s ISM, equation ( 2 ), with the same NFW potential as used for

he orbit integration and temperature T cor = 2.2 × 10 6 K as used in the
imulations. At this temperature, self-shielding is unimportant and 
o μ ≈ 0.6 regardless of the density. This profile is expected to be too
at very close to the centre at r � 0.1 R vir because it ignores the disc
nd bulge potential, which are uncertain at high redshift. Ho we ver,
MNRAS 528, 3009–3027 (2024) 
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Figure 5. Our estimated lower bound on the density of the corona at redshift 
z ≈ 1.6 (triangle) with the range of distances of Draco’s orbit indicated by the 
horizontal bars. The black lines are isothermal density profiles representing 
the lower and upper bounds for the corona. The lower bound profile (solid 
line) is fitted to our lower bound estimate. The upper bound (dashed line) 
is based on the cosmological baryon fraction (see Section 3.1.3 ). The grey 
band surrounding the dashed line shows the wider range of upper limits 
considering the uncertain ISM mass. The orange line is the n ∝ r −2 profile 
fit to the average density of the gas within the haloes of MW-like progenitors 
at z = 2 in the FIRE-2 simulations of Hafen et al. ( 2019 ). The blue line is the 
isothermal density profile based on the mass from equation ( 19 ) fitted to the 
EAGLE simulations in Correa et al. ( 2018 ). 
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his is not important because our constraint applies to much larger
istances and the effect on the o v erall estimated mass of the corona
rom this small fraction of its volume is not significant. In any case,
hile a hydrostatic profile is often used for the corona in the literature,

t can only be a rough approximation given the presence of in and
outflowing gas in the corona. We discuss this in Section 4.7 . Due to
he evolution of the MW potential, we have to choose a specific time
o fit the profile. We choose the time at pericentre, i.e. a cosmic age
f t = 4.1 Gyr corresponding to a redshift of z = 1.6, which is also
he time halfway through the simulations and within a few per cent
f the mass-loss weighted time, as a natural choice. At this time, this
W model has a scale density of ρ0, DM 

= 0.2 m p cm 

−3 and a scale
adius of r s = 19.9 kpc. We find that the central density of the MW
orona has to be at least n 0, cor ≈ 5.7 × 10 −3 cm 

−3 for the density at
he mass-loss weighted mean distance of Draco’s orbit of 72 kpc to
e abo v e the 8 × 10 −4 cm 

−3 lower density bound. 
We show our estimate on the lower bound together with this

sothermal profile in Fig. 5 . We also show our estimated upper
ound isothermal density profile derived from the cosmological
aryon fraction as described in Section 3.1.3 . As can be seen, these
rofiles are very close. To our knowledge, there are no observations
r pre vious observ ationally based estimates of the hot coronal gas
n MW progenitor mass galaxies at these redshifts to compare
ith. Ho we ver, there are some theoretical predictions from galaxy

imulations. Hafen et al. ( 2019 ) examined the evolution of the gas
t 0.1 < r / R vir < 1 for the progenitors of (among others) MW mass
alaxies in the FIRE-2 cosmological zoom-in simulations (Hopkins
t al. 2018a ). They found that the density at z = 2 followed the
 ∝ r −2 profile shown in orange in Fig. 5 . As this is at a slightly higher
NRAS 528, 3009–3027 (2024) 
edshift, it is an upper limit on the density at z = 1.6 due to the fact
hat the density of the corona decreases with time. Additionally, this
rofile is for gas at all temperatures within the halo and only roughly
alf of the mass of this gas is in the hot ( T > 10 5.3 K) phase. In
ny case, the profile is steeper than the isothermal NFW profile with
ensities abo v e the upper isothermal limit near the centre and about a
uarter of our lower bound at r = 0.76 R vir . In addition to the FIRE-2
esult, we also show the isothermal profile derived from the coronal
ass given by Correa et al. ( 2018 ). They examined hot coronae
ithin haloes at 0.15 R 200 < r < R 200 in the EAGLE cosmological

imulations (Schaye et al. 2015 ), where R 200 is the radius within
hich the mean DM density is 200 times the critical density and is

lightly less than the virial radius. They found that this hot gas mass
ormalized by the total baryonic mass, estimated as f b M 200 , for z <
 is approximately given by 

log 

(
M cor 

f b M 200 

)
= −0 . 79 + 0 . 31 ̃ z − 0 . 96 ̃ z 2 

+ (0 . 52 − 0 . 57 ̃ z + 0 . 85 ̃ z 2 ) x − 0 . 05 x 2 , (19) 

here ˜ z ≡ log (1 + z) , x ≡ log ( M 200 /10 12 M �), and M 200 is the DM
ass within R 200 . As can be seen, this leads to a low-mass corona that

nly accounts for a small fraction of the baryonic mass. Ho we ver,
his depends strongly on feedback which can both help the corona
row by expelling gas from the ISM and hinder its growth by
emoving gas from the corona (in addition to the effect of even
owering the infalling baryon fraction, in some cases, as mentioned
n Appendix A ). They find that stellar feedback mainly causes the
ormer while AGN feedback mainly leads to the latter effect. By
omparing a few different EAGLE simulations with different subgrid
eedback implementations, they find that the corona of an MW mass
alo at z = 0 can contain anywhere from 4 to 40 per cent of f b M 200 .
his is substantially below our lower limit that is consistent with
ontaining all the ‘missing’ baryons (see Section 3.1.3 ). This suggests
hat the strong ejective feedback in these simulations is overly
f fecti ve at removing coronal gas. We note that this conclusion could
hange if our assumptions that the corona is smooth and roughly in
ydrostatic equilibrium at z ≈ 1.6 were remo v ed. We can, in fact,
nvision that in a more structured medium (e.g. Hummels et al. 2019 )
he stripping could occur in denser regions and the average density
e lower than estimated here. However, observations of giant Ly α
ebulae around redshift z ∼ 3 quasars in 10 12 M � halos do indicate
hat galaxies in that regime also have massive hot coronae with
imilar properties to that estimated here and significantly denser than
redicted by cosmological simulations (Pezzulli & Cantalupo 2019 ).
Integrating our lower limit density profile out to the virial radius

t t = 4.1 Gyr ( z = 1.6) of R vir = 94 kpc, we obtain an estimate
f the lower bound on the mass of the corona at that time of
 cor, min = 

∫ R vir 

0 4 πr 2 μm p n cor, min ( r) dr = 4 . 3 × 10 10 M �. The lower
imit on the o v erall av erage density of the entire corona 〈 n cor, min 〉 =
 M cor, min / (4 πμm p R 

3 
vir ) turns out to be equal to our estimate at 72 kpc

.e. 〈 n cor, min 〉 ≈ 8 × 10 −4 cm 

−3 . 

.1.3 Baryon fraction and upper bounds 

o estimate the lower bound of the baryon fraction at z = 1.6, we need
o find M b ≈ M � + M ISM 

+ M cor at this time. From the stellar mass
volution model of van Dokkum et al. ( 2013 ) we find that the stellar
ass of the MW around the time of pericentre was M � ( z = 1.6) ≈
 × 10 10 M � or 40 per cent of the present-day stellar mass. The mass
f the MW’s ISM at z = 1.6 is highly uncertain but generally gas
ass fractions were higher in the past (Santini et al. 2014 ; Scoville
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t al. 2017 ). Assuming that the mass fraction of the ISM f ISM 

=
 ISM 

/( M � + M ISM 

) was about double its present value of f ISM 

≈ 0.15
Bland-Hawthorn & Gerhard 2016 ; McMillan 2017 ), as suggested 
y the model of Dav ́e, Finlator & Oppenheimer ( 2012 ), we obtain
 � ( z = 1.6) + M ISM 

( z = 1.6) ≈ 3 × 10 10 M �. The virial mass of the
W’s DM profile at z = 1.6 in our assumed model is 4.3 × 10 1 1 M �.
ur determination of M cor leads then to a lower bound on the baryon

raction of 

 b , min ( z = 1 . 6) = 

M b ( z = 1 . 6) 

M vir ( z = 1 . 6) 
= 

7 . 3 × 10 10 M �
4 . 3 × 10 11 M �

= 0 . 17 . (20) 

his is very close to the cosmological baryon fraction of f b = 0.18
ut still consistent with the requirement that the MW should not 
ave a higher baryon fraction than this. Without the coronal gas, the
aryon fraction would only be 0.07. Hence, most of the baryons and
ssentially all of the ‘missing baryons’ at z = 1.6 would be in the
orona. 

We derive an upper limit on the mass of the corona based on the
equirement that the baryon fraction of the MW should not exceed 
he cosmological baryon fraction. This limit is M cor < 4.8 × 10 10 M �,
bout 10 per cent abo v e the lower limit on M cor from integrating the
sothermal profile in the previous section. 

From this upper limit on the coronal mass, we can derive an upper
imit isothermal density profile. We find that this mass is exceeded for
rofiles with central density n 0, cor > 6.4 × 10 −3 cm 

−3 corresponding 
o a density at 72 kpc of about 9 × 10 −4 cm 

−3 . Due to the considerable
ncertainty on the ISM mass of the MW at z = 1.6, we also show a
ider band in grey surrounding the upper limit in Fig. 5 . This band is
erived from upper limits considering a wide range of possible f ISM 

rom 0.15 to 0.5. The range of densities between our lower and upper
imits is thus very narrow, and o v erlaps when considering the grey
and. The lower limit at 72 kpc from our simulations is considerably
ore robust than the upper limits, though. Unlike the upper bounds, 

t does not assume that the entire corona, including the inner parts,
ollows the same isothermal density profile and does not involve any 
ssumptions about the stellar and ISM mass of the MW. 

In summary, our results suggest that the MW at z = 1.6 had a
aryon fraction close to the cosmological baryon fraction. 

.2 The present-day corona 

.2.1 Liter ature constr aints 

nlike at high redshift, there are a number of constraints on the
ensity of the present-day MW corona in the literature. Hence, we 
an assess the evolution of the corona by comparing our constraint 
ith these. We will consider the density constraints of Anderson & 

regman ( 2010 ), Gatto et al. ( 2013 ), Salem et al. ( 2015 ), and Putman
t al. ( 2021 ). Our lower limit of 8 × 10 −4 cm 

−3 at z = 1.6 is abo v e
lmost all of these estimates, even though those are generally in the
nner part of the halo. This highlights that the density of the corona
as generally decreased significantly. This is expected as the volume 
ithin R vir has increased by a factor of ≈30 while the virial mass
as increased by a factor of ≈3. Hence, any volume filling medium
hat extends to R vir must have become less dense, on average, despite
aving increased in mass, for reasonable growth rates. 
The constraint of Anderson & Bregman ( 2010 ) is based on the

ispersion measure of pulsars in the Large Magellanic Cloud (LMC). 
his is an upper limit because they do not include any contribution

o the dispersion measure from warm gas in the LMC. The other
onstraints are based on ram pressure stripping with Gatto et al. 
 2013 ) and Salem et al. ( 2015 ) being derived from simulations and
utman et al. ( 2021 ) being more crude lower limits calculated from
quation ( 1 ). We bin the data of Putman et al. ( 2021 ), who estimated
ower limits for 36 galaxies within the virial radius, by distance so
s to not clutter the figure in the following subsection. However, we
xclude their highest found limit for Fornax, which is an outlier at n �
0 −3 cm 

−3 . As the authors point out, the assumption of instantaneous
tripping at the pericentre in equation ( 1 ) probably leads to a severe
 v erestimate for Fornax due to its high mass and relatively circular
rbit. We also exclude Tucana III and Sagittarius, which have clearly
ndergone severe tidal stripping. The remaining 33 galaxies that we 
onsider co v er distances from 17 to 182 kpc. We use three equally
paced bins between 0 and 200 kpc, containing 19, 7, and 7 galaxies
ach, in order of increasing distance. The most constraining (i.e. 
ighest) lower limits in each bin are Sculptor, Carina, and Leo II,
n order of increasing distance. Putman et al. ( 2021 ) also estimated
he minimum density needed to strip Draco finding a lower estimate
han ours of n cor, min = 3 . 1 + 1 . 2 

−0 . 9 × 10 −4 cm 

−3 . This is expected because
hey assume that the stripping occurred during the last pericentric 
assage at which the velocity was substantially higher than during 
he first (see Fig. 2 ). Their assumed mean density for Draco’s ISM
f 0.37 cm 

−3 is not so different from the initial mean density in
ur simulations of 0.48 cm 

−3 , ho we ver. As sho wn in Section 3.1.1 ,
lugging in the pericentric velocity and mean ISM density in our
imulations, the estimate from equation ( 1 ) is remarkably close to
he result of our simulations. Other galaxies in Putman et al. ( 2021 )
hat ended their star formation early, possibly around the same time
s Draco, are Ursa Minor and Sculptor (Carrera et al. 2002 ; Dolphin
t al. 2003 ; de Boer et al. 2012a ; Savino et al. 2018 ; Bettinelli et al.
019 ). If they were also stripped in the earlier denser corona, this
ould explain why the minimum coronal densities for these derived 
y Putman et al. ( 2021 ), especially that of Sculptor at 4 . 8 + 1 . 4 

−1 . 3 × 10 −4 

m 

−3 , are relati vely high. Ho we ver, like Draco, they should also
ot be directly compared to our z = 1.6 density profile because the
iven distances and the pericentric velocities used in equation ( 1 ) are
ased on their most recent pericentric passage which would then not
e correct. In any case, there are many other galaxies in Putman et al.
 2021 ) with lower limit coronal densities of a few × 10 −4 cm 

−3 , so
xcluding these galaxies would not decrease their o v erall limits by
uch. We do not include the lower limits of Grcevich & Putman

 2009 ) because these have essentially been superseded by Putman
t al. ( 2021 ), who use the same method but with newer, more accurate
bservational data (in particular, the proper motions from Gaia ). In
ny case, the overall lower limit of Grcevich & Putman ( 2009 ) of
 few × 10 −4 cm 

−3 at r � 150 kpc agrees well with Putman et al.
 2021 ). The constraint of Salem et al. ( 2015 ) is generally lower
han the other estimates at that distance of Gatto et al. ( 2013 ) and
utman et al. ( 2021 ). The density along the orbit of the LMC could
e lower than in the other parts of the corona as spherical symmetry
s, in any case, only a rough approximation. Tepper-Garc ́ıa, Bland-
awthorn & Sutherland ( 2015 ) does find that a higher value of n �
 × 10 −4 cm 

−3 is needed in order to explain the H α emission from
he Magellanic Stream (MS), in agreement with the other constraints. 
o we ver, the recent simulations of Lucchini, D’Onghia & Fox ( 2021 )

uggests that the MS is much closer to the disc than the LMC with
n average distance of ≈25 kpc. Stanimirovi ́c et al. ( 2002 ) estimated
pper limits on the density of the corona around clouds in the MS
ased on pressure equilibrium. They found that the coronal density 
ad to be less than 10 −3 cm 

−3 for clouds at r = 15 kpc and less
han 3 × 10 −4 cm 

−3 for clouds at 55 kpc. If the distance of the MS
s as suggested by Lucchini, D’Onghia & Fox ( 2021 ) then only the
ormer limit, which is similar to that of Anderson & Bregman ( 2010 ),
pplies. Hence, we do not consider this constraint in our comparison.
MNRAS 528, 3009–3027 (2024) 
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M

Figure 6. Isothermal density profiles representing the lower and upper 
bounds for the present-day corona. The lower bounds have been evolved from 

our z ≈ 1.6 estimate based on different assumed constant values of the fraction 
of gas accreted on to the halo that ends up in the corona f cor . The upper bound 
(dashed line) is based on the cosmological baryon fraction. This happens to be 
similar to the upper limit on the evolution of the lower limit from assuming no 
outflow from the corona to the IGM given by f cor = 0.8 ± 0.05. The profiles 
with f cor ≥ 0.25 agree reasonably well with most of the estimates from the 
literature shown: Gatto et al. ( 2013 ) (lower and upper limits, circles), Salem 

et al. ( 2015 ) (square), Putman et al. ( 2021 ) [binned lower limits with highest 
lower limit in grey (see the text), upwards filled triangles], and Anderson & 

Bregman ( 2010 ) (upper limit, downwards triangle). 
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.2.2 Density profiles extrapolated to z = 0 

e show the isothermal profiles based on extrapolating our z =
.6 profile to the present-day in Fig. 6 , together with the literature
onstraints mentioned abo v e. F or the binned Putman et al. ( 2021 )
onstraints, we show the mean and its uncertainties for each bin
n black and the most constraining (i.e. highest) lower limit in
ach bin in gre y. We hav e e xtrapolated the mass in the corona
ccording to equation ( A6 ) assuming different constant values of the
 cor parameter. This parameter is the net mass growth of the corona,
.e. inflows from the IGM and ISM minus outflows to the IGM and
SM, normalized by the mass inflow from the IGM considered o v er
ong time-scales (see Appendix A ). As described in the Appendix,
e exclude the scenarios where the corona is being depleted ( f cor <

) or the disc is being depleted ( f cor > 1) based on the sustained star
ormation of the MW. Hence, f cor represents the fraction of infalling
as that is not later remo v ed from the halo and ends up in the corona,
n this case, from z = 1.6 to 0. The mass of the present-day corona
or a given value of f cor is then given by 

 cor ( z = 0) ≈ M cor ( z = 1 . 6) + f cor f b �M vir 

= 4 . 3 × 10 10 M � + 1 . 5 × 10 11 M �f cor . (21) 

ote that, although we add to the initial coronal mass at z = 1.6 under
he assumption that it has grown (i.e. f cor > 0) to find the present-day
NRAS 528, 3009–3027 (2024) 
ass, this does not imply that all the gas that was present in the corona
t z = 1.6 is still in the corona at z = 0. It is possible that a large
raction of this gas has been either accreted on to the disc or ejected
rom the corona since z = 1.6 and been replaced with infall from
he IGM. For these profiles, we use our assumed present-day virial

ass of 1.25 × 10 12 M � which has a virial radius of 285 kpc and
as grown by a factor of 2.85 since z = 1.6 in the Zhao et al. ( 2009 )
odel. We also show the upper limit profile from the cosmological

aryon fraction derived from the estimated sum of the present-day
tellar and ISM masses of 6 × 10 10 M � (Bland-Hawthorn & Gerhard
016 ). This profile has a central density of n 0, cor = 2.7 × 10 −3 

m 

−3 . While this is about half of the central density of our lower
imit density profile at z = 1.6, the o v erall av erage density within
he virial radius in all the allowed z = 0 coronae are even lower
ompared to at z = 1.6. This is because the profiles at z = 0 are
uch steeper due to the evolution in the concentration of the halo.
his might seem to imply the unintuiti ve e volution that coronal gas
as mo v ed outwards while the potential has steepened. Ho we ver, as
entioned previously, gas flows between the corona and the ISM and

GM means that the coronal gas can be largely replaced o v er long
ime-scales, rather than the original more compact corona having to
ontinually expand with the virial radius. This strong evolution in
he density of the corona has important implications for studies of
am pressure stripping within it. For instance, Emerick et al. ( 2016 )
oncluded that low-mass MW satellites around M � ∼ 10 5 M �, just a
it smaller than Draco, were difficult to ef fecti vely ram pressure strip
ased on a density of 10 −4 cm 

−3 , representative of the present-day
orona. As pointed out by Putman et al. ( 2021 ), most of these smaller
warfs being stripped by the denser early corona could alleviate this
ssue. 

An upper limit on the growth of the corona can be derived by
ssuming no outflow from the corona to the IGM. The growth of the
orona is then simply the baryons accreted on to the halo minus the
rowth of the disc and so the corresponding f cor, max is given by 

 cor, max = 

f b �M vir − �M � − �M ISM 

f b �M vir 
. (22) 

he growth of the stellar mass is relatively well constrained to be
 M � ≈ 3 × 10 10 M � (van Dokkum et al. 2013 ) while the gas mass is
 lot more uncertain but also generally lower. Using the same range of
alues for the ISM mass at z = 1.6 as in Section 3.1.3 and assuming
 present-day mass of 10 10 M � yields f cor, max = 0.8 ± 0.05. This is
onsistent with the estimates of the instantaneous fraction of accreted
as that reaches the disc ζ ≈ 0.3 −0.5 from analytical models and
osmological simulations (see Appendix A ) given that f disc ≤ ζ . The
orresponding density profile, shown in red in Fig. 6 , o v erlaps with
he upper limit range from the cosmological baryon fraction. This is
ot surprising because the lower limit at z = 1.6 was already close to
he upper limit at that time and f cor, max is the most extreme possible
xtrapolation. The literature constraints do prefer a relatively massive
orona although due to the considerable uncertainties all values 0.5
 f cor ≤ f cor, max are in decent agreement. This allows for outflows

rom the corona with f out � 0.3. If the baryon fraction of the matter
ccreted on to the halo is below f b this upper limit on f out becomes
ower. Our range of plausible f cor is well abo v e the f cor = 0.2 found
n EAGLE (Correa et al. 2018 ) which we also found to predict a too
ow coronal mass at z = 1.6 compared to the lower limit mass from
ur density constraint. 
In any case, the lower limit profiles extrapolated from our z = 1.6

onstraint are in good agreement with the present-day constraints and
t or below the upper limit from the cosmological baryon fraction
or reasonable values of f cor . 
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Figure 7. Evolution of the mass of cold bound gas for our fiducial simulation 
compared to simulations without feedback or without ram pressure. All 
simulations have n cor = 8 × 10 −4 cm 

−3 except the green curve which has 
n cor = 10 −4 cm 

−3 . 
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 DISCUSSION  

.1 Effect of feedback on stripping 

o assess how the SN feedback affects stripping, we run variations 
f our fiducial run. In one case, we switch off the feedback and in
he other two cases we do not inject a wind such that there is no
am pressure. We show the evolution of the cold bound gas mass
n these simulations compared to the fiducal run in Fig. 7 . Clearly,
ithout feedback the ram pressure stripping proceeds much more 

lowly: M cold, bound is still 73 per cent of its initial value at the end
f the simulation with n cor = 8 × 10 −4 cm 

−3 that leads to complete
tripping with feedback. 

On the other hand, feedback by itself is unable to remo v e an y
ignificant mass of ISM. In fact, at n cor = 8 × 10 −4 cm 

−3 , we find
hat the mass increases substantially with time in the simulation 
ith no injected wind. In this case, the mixing between the ejected

SM and the relatively dense hot gas at the ISM-corona boundary 
eads to condensation. That is, coronal gas cools and accretes on to
raco in a process analogous to accretion through Galactic fountain 

ondensation near the disc-corona interface of the MW (Marinacci 
t al. 2010 ; Grønnow, Tepper-Garc ́ıa & Bland-Hawthorn 2018 ). We
o not suggest, though, that Draco, or any other MW satellite, 
s actually growing its ISM through fountain-like accretion. This 
rocess is easily disrupted by ram pressure which remo v es ejected
as, as seen in our other simulations, preventing it from falling back
n to the ISM and bring in additional condensed gas. At a lower
oronal density of n cor = 10 −4 cm 

−4 , more representative of the
resent-day corona, this accretion process is also not ef fecti ve e ven
ithout ram pressure. Instead, M cold, bound oscillates very slightly but 

s o v erall essentially conserv ed as ejected gas is unable to escape but
lso unable to ef fecti vely cool the surrounding hot gas. 

Our finding that SN feedback greatly hastens the ram pressure 
tripping agrees with most previous studies (e.g. Gatto et al. 2013 ;
ah ́e & McCarthy 2015 ; Samuel et al. 2022 ). It is in contradiction of
merick et al. ( 2016 ), who found that specifically for a low-mass M � 

10 5 M � galaxy, the inclusion of feedback had little effect on the
tripping. They had to artificially boost the SN rate by a factor of ≈5
or feedback to become important. Ho we ver, their simulated galaxies 
ad a factor of 3 −4 lower initial SFRs, and thus correspondingly
ower SN rates, than Draco and a further factor of ≈2 lower SN
ate due to them adopting a Salpeter IMF while we adopt a Chabrier
 2003 ) IMF. With that in mind, our result agrees with their result that
eedback did become important for ram pressure stripping with factor 
f ≈5 higher SN rates. Our result that feedback alone is inefficient
t removing the ISM in low-mass dwarfs like Draco also agrees with
revious studies (e.g. Caproni et al. 2017 ; Bermejo-Climent et al.
018 ; Romano et al. 2019 ). 

.2 Lower and higher virial mass 

o far, we have exclusively considered our fiducial choice for the
resent-day MW virial mass of M vir, z = 0 = 1.25 × 10 12 M �. As
entioned in Section 2.2 , two other less likely, but still possible, virial
asses of M vir, z = 0 = 9.5 × 10 11 M � and M vir, z = 0 = 1.6 × 10 12 M �

lso lead to a first passage that is consistent with ram pressure strip-
ing. At the lower/higher mass, Draco has completed one less/more 
assage at the present-day. We have run simulations varying the 
oronal density for these orbits as well. The behaviour is rather
imilar with complete stripping occurring at 〈 n cor (62 −110 kpc) 〉 =
 × 10 −4 cm 

−4 for the lower mass and at 〈 n cor (56 − 100 kpc) 〉 =
 × 10 −4 cm 

−4 for the higher mass. Thus, the effect on the stripping
ue to slightly lower/higher pericentric velocity at the lower/higher 
ass appears to be largely cancelled out by the longer/shorter orbital

eriod (we run the lower and higher mass simulations for 1.4 and
.1 Gyr, respecti vely). We sho w the lo wer and upper limits on the
ensity at the low- and high-mass in Fig. 8 . 
At M vir, z = 0 = 1.6 × 10 12 M �, there is the slight complication

hat the injected velocity becomes supersonic for a relatively small 
art of the orbit around the pericentre. This is a consequence of our
njection velocity being higher than the actual orbital velocity as 
escribed in Section 2.3.2 . The actual orbital velocity comes close
o, but nev er e xceeds, the sound speed. Hence, the resulting shock is
rtificial. Because the injection velocity only ever becomes slightly 
upersonic we can approximate the orbit quite well by restricting 
he injection velocity near pericentre to be slightly below the sound
peed. Fortunately, the stripping in this simulation agrees very closely 
ith the simulation without the restricted injection velocity where 

he shock near pericentre is allowed to occur. This indicates that the
elatively weak shock is of little consequence. 

While the inferred lower limit on the coronal density along the
rbit barely differs for the three masses, the derived isothermal 
rofiles differ more substantially. These changes are due to the 
MNRAS 528, 3009–3027 (2024) 
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Figure 9. Evolution of the mass of cold bound gas for our fiducial simulation 
at n cor = 8 × 10 −4 cm 

−3 (solid line) compared to simulations with the same 
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temperatures. 
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ifferent masses and concentrations of the halo (the virial radius
t the time of pericentre is approximately equal for all three masses,
o we ver). This af fects both the shapes of the lower limit profiles
nd the inferred upper limit profiles due to changes in the allowed
aryonic mass. As can be seen, the difference between the two density
rofiles is greatest at the centre where the density differs by about
0 per cent. Additionally, the pericentric passage occurs at slightly
ifferent times, as shown in Table 1 . The derived constraints are
hown, together with the fiducial virial mass case, in Table 4 . For the
ow mass, n cor, min = 7 × 10 −4 cm 

−4 is approximately equal to the
pper limit. For the high mass, n cor, min = 8 × 10 −4 cm 

−4 is still close
o the upper limit, but farther below than the other cases. 

Extrapolating the coronal masses of the low and high virial masses
o the present-day yields quite similar results as for the fiducial
irial mass. As expected, the upper limit on f cor (i.e. when no gas is
jected from the corona) is slightly lower/higher for the lower/higher
irial mass. For the low-mass f cor, max = 0.71 while for the high-mass
 cor, max = 0.85. 

.3 Lower initial SFR 

raco’s initial ISM mass is based on the SFR in the bin centred at a
osmic age of t ≈ 3.5 Gyr in the SFH (see Section 2.1 ). This SFR has
n uncertainty of σ ≈ 1.2 × 10 −5 M � yr −1 around the 5.8 × 10 −5 M �
r −1 value that we generally adopt. We expect that higher initial
FR generally entails higher required coronal densities for complete
tripping, n cor, min , as the initial ISM mass will be higher, although the
dditional disruption from the higher SN rate will partially counteract
his. Due to n cor, min at our standard SFR already being close to
he upper limit from the cosmological baryon fraction, we focus
n the evolution in the case of 1 σ lower initial SFR, i.e. 
 tot =
.6 × 10 −5 M � yr −1 . 
We find that in this case, n cor, min is indeed lower than for

he fiducial initial SFR, although only just slightly, at n cor, min =
 × 10 −4 cm 

−3 . This difference is approximately the same as the
5 per cent difference in the initial ISM mass. Hence, the uncertainty
n Draco’s initial SFR from the SFH does not change our results
ubstantially. 

.4 Cor onal temperatur e 

e have assumed a temperature of T cor = 2.2 × 10 6 K for the
orona following the median temperature found by Henley & Shelton
 2013 ). They find fairly uniform temperatures with variations along
ifferent lines of sight of ±6.3 × 10 5 K around this median. This is in
uite good agreement with other studies (Yoshino et al. 2009 ; Gupta
t al. 2012 , 2021 ), although Nakashima et al. ( 2018 ) found a higher
emperature of ≈3 × 10 6 K. A lower/higher coronal temperature
eads to a higher/lower initial ISM mass due to the initial pressure
quilibrium. Additionally, a hotter corona can more ef fecti vely heat
tripped gas through mixing, although heating of stripped gas is
lready very efficient in our simulations, and this gas is unimportant
or our analysis because it would become unbound from Draco
nyway. 

To assess the effect of changing our assumed coronal temperature,
e have run the simulation with n cor = 8 × 10 −4 cm 

−3 , that we found
o be the minimum coronal density required for complete stripping,
t lower and higher T cor . These are approximately 50 per cent lower
nd higher than the fiducial temperature at 10 6 K and 3 × 10 6 K,
espectively. We compare the evolution of the mass of cool bound
as at the low, fiducial, and high temperatures in Fig. 9 . 
NRAS 528, 3009–3027 (2024) 
While the initial ISM mass decreases with increasing coronal
emperature, the ISM is lost at a correspondingly lower rate around
he pericentric passage such that complete stripping occurs at
ssentially the same time in all three cases. In general, we would
lso not expect this additional initial ISM to have much impact.
ecause the density profile is unchanged, all the additional ISM at

ower coronal temperatures is due to its larger initial extent. This gas,
hile occupying a large volume and so contributing a decent fraction

o the mass, is at low densities and can be stripped very effectively. 
Gatto et al. ( 2013 ) found that a significantly lower coronal temper-

ture led to a significantly higher n cor, min . Ho we ver, a significantly
igher temperature only led to a slightly lower n cor, min . While
e do not find significant differences in either case, we do find

he same relative trend. That is, when normalizing the mass by
 cold, bound ( t = 0) a slight difference remains during the middle

art of the simulations with the lower(higher) coronal temperature
imulation having more(less) cold bound gas compared to the fiducial
ase. F or e xample, while half of the ISM has been lost by t peri 

t the fiducial temperature, 63(40) per cent has been lost at the
ower(higher) temperature. Still, the clear conclusion is that the
hoice of coronal temperature in our simulations has no significant
ffect within the plausible temperature range. 

The change in coronal temperature does alter the shape of our
erived isothermal density profiles, which become steeper at lower
emperature. Ho we ver, the total coronal mass does not change
ignificantly for the lower temperature, which still has a lower limit
aryon fraction of f b, min = 0.17. At the higher temperature, the
orona is slightly, but not significantly, too massive compared to the
pper limit from the cosmological baryon with a minimum baryon
raction of f b, min = 0.19. Our conclusions from the extrapolation to
he present-day in Section 3.2.2 likewise hold at the lower and higher
emperatures. Hence, our finding that the corona could contain all the
aryons expected from the cosmological baryon fraction is robust to
hanges in the coronal temperature. 

.5 Density variation along the orbit 

o far we have used a constant coronal density for all simulations,
hile varying the velocity along the orbit. We then interpreted this
ensity as the average density of the corona along the simulated part
f the orbit. This hinges on the assumption that the orbital velocity
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Figure 10. Evolution of the mass of cold bound gas for our fiducial 
simulation with a constant coronal density of n cor = 8 × 10 −4 cm 

−3 (solid 
line) compared to a simulation with a varying coronal density with the same 
average density (dashed line). 
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simulation at n cor = 8 × 10 −4 cm 
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ominates the ram pressure due to the ram pressure depending 
inearly on the coronal density but on the square of the velocity.
o assess the validity of this, we have run a simulation where we
lso vary the density with time according to the density profile of
ig. 5 . Hence, the average weighted density along the orbit 〈 n cor 〉 =
 × 10 −4 cm 

−3 matches that of the minimum constant density that 
e found to be required for complete stripping. 
In order to have the corona still be stable within our setup that

oes not explicitly include the MW potential, we have to keep the
as pressure constant. Hence, we have to vary the temperature with 
he density along the orbit such that it decreases (increases) as Draco

o v es towards (a way from) the pericentre. While this is inconsistent
ith the density profile being isothermal, this temperature variation 

s not an issue in practice as we have shown in Section 4.4 that
hanging the coronal temperature by a factor of 2 has a negligible
ffect on the stripping. 

We compare the evolution of the mass of cool bound gas for
he varying and constant coronal density simulations with 〈 n cor 〉 =
 × 10 −4 cm 

−3 in Fig. 10 . As can be seen, the differences in the
ass evolution are negligible, demonstrating that a constant coronal 

ensity is a valid approximation. 

.6 Resolution 

e run simulations similar to our fiducial with a coronal density 
f n cor = 8 × 10 −4 cm 

−3 but with different resolutions to assess its
ffect on the stripping. These simulations have the same simulation 
omain but with a different number of AMR levels leading to lower
r higher maximum resolutions. We run a ‘very low’ resolution 
imulation with up to level n = 9, a ‘low resolution’ simulation with
p to level n = 10 and a ‘high resolution’ simulation with up to level
 = 12. This corresponds to one quarter, half, and twice the standard
esolution, respectively, in terms of the maximum number of cells per 
pc. As is the case at our standard resolution, maximum refinement 
s al w ays enforced within 400 pc of the centre of Draco’s potential
nd is otherwise refined according to mass following the criterion 
iven in Section 2.3 . This ensures that essentially all the cold gas is
t the highest allowed resolution in each simulation. The low-density 
 ak e behind Draco consequently remains on a low refinement level,

nd hence unresolved, also in the high-resolution case. Ho we ver, this
nbound gas is in any case not important for our purposes. 
We show the evolution in the mass of cold bound gas, M cold, bound ,
n Fig. 11 . As can be seen, there is little dif ference between the lo w-,
tandard-, and high-resolution cases. Due to the computational cost 
nd challenging numerical stability of the high-resolution simulation, 
e only ran this until about t = 3.8 Gyr, about one quarter of the time
f the other simulations. Ho we ver, within this time-span the evolution
s clearly essentially the same as at the standard resolution. The high-
esolution simulation does have a more prominent tail leading to a bit
 ≈10 per cent) higher o v erall mass of cold gas, but this is not rele v ant
or to our analysis because this gas is not bound to Draco. While
 cold, bound in the low-resolution case is not significantly different 

rom the standard resolution case, it does differ slightly more than
he high-resolution case, indicating that the evolution of M cold, bound 

as largely converged at our standard resolution. This shows that our
eedback scheme is indeed well resolved already at the � x ≈ 23 pc
esolution of the low-resolution simulation. Meanwhile, as expected, 
 cold, bound is far from converged at the very low resolution, with this

imulation considerably underestimating the stripping. Presumably, 
his is due to the feedback not being resolved in this case such that
he energy injected by SNe does not couple as ef fecti vely to the
urrounding gas as it should. 

.7 Gas distributions 

e assume isothermal profiles for Draco’s ISM and for the MW
orona. In reality, Draco must initially have contained some colder, 
enser molecular gas. While we do allow cooling down to a
emperature of ≈150 K and include partial self-shielding, we do not
nclude molecular cooling which should be particularly important at 
he low metallicity of Draco’s ISM (Glo v er & Clark 2014 ). In general,
V heating still prev ents an y significant amounts of gas to cool below
6000 K in our simulations due to our partial suppression of self-

hielding (see Section 2.3 ). Hausammann, Re v az & Jablonka ( 2019 )
imulated satellite galaxies extracted from zoom-in simulations that 
ncluded cold gas at T ≈ 10 K. They found that while ram pressure
asily stripped the warmer T > 1000 K gas, it was inefficient at
emoving the remaining core of cold gas. Their assumed CGM 

ensity was relati vely lo w at ∼10 −5 cm 

−3 and their dwarfs a factor
f � 3 more massive than Draco, which would lead to generally less
f fecti ve ram pressure stripping than in our simulations. In any case
hough, more realistic ISM distributions and cooling models that 
MNRAS 528, 3009–3027 (2024) 
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llow for cold clumps should be investigated in future studies aimed
t putting constraints on the coronal density from ram pressure. 

In our simulations, we use constant densities for the corona.
ecause of this, we do not assume a specific density profile to
erive our lower limit on the coronal density, at the cost of then
nly constraining the average density along the orbit. We do assume
sothermal density profiles in hydrostatic equilibrium with the MW
FW potential for extrapolating our lower limit to other radii and

o the present-day and to derive upper limits. These profiles are
omewhat flatter than most profiles used in emission and absorption
tudies. These often fit a (essentially) two-parameter β-profile where
he slope is given by β and outside of the innermost parts is well
pproximated by a simple power law n ∝ r −3 β/2 (e.g. Miller &
regman 2015 ; Li & Bregman 2017 ; Bregman et al. 2018 ). This
odel is generally not isothermal, instead the temperature required

or hydrostatic equilibrium tends to decrease with radius (Guo,
hang & Fang 2020 ). Ho we ver, due to the density dependence of

hese observations they only constrain the density at r � 50 kpc
Bregman et al. 2018 ). Our isothermal profiles for the present-
ay corona (see Section 3.2 ) are well approximated outside of the
nnermost parts at r < 10 kpc (where, as previously mentioned, we
ould expect our profile to be too flat due to our ignoring the disc
otential) by a β-profile with β = 0.3. This is on the lower side
f estimates that typically find β ≈ 0.5 (Miller & Bregman 2013 ,
015 ) but in agreement with absorption constraints if a metallicity
radient is included (Bregman et al. 2018 ) and preferred by some
odels (Faerman, Sternberg & McKee 2017 ; Faerman et al. 2022 ;
artynenko 2022 ). Additionally, X-ray emission suggests that the

ot gas in the innermost part of the halo is dominated by a disc-
haped component (Yao et al. 2009 ; Nakashima et al. 2018 ) and
odels that include such a structure can accommodate a flatter profile

or the larger scale spherical CGM component (Kaaret et al. 2020 ;
amasaki & Totani 2020 ). 
In any case, a spherically symmetric density distribution can be

n approximation. Simons et al. ( 2020 ) examined the ram pressure
tripping of satellites radially infalling in MW-like haloes in the
OGGIE cosmological zoom in simulations. These haloes have
ighly locally structured CGM and consequently the ram pressure
tripping mainly occurs stochastically and suddenly when a satellite
ollides with a denser filament, rather than from the hot gas. Ho we ver,
his analysis was done at z ≥ 2 when the simulated galaxies had not
et formed significant hot coronae. On the contrary, the hot CGM
n simulated galaxies appears to be remarkably spherical even in the
resence of strong outflow given the high degree of mixing (e.g.
utcke et al. 2017 ). 
Likewise, our assumed spherically symmetric DM, stellar, and

nitial ISM profiles for Draco are only approximations. Hayashi,
hiba & Ishiyama ( 2020 ) found Draco’s DM profile to be consistent
ith a spherical profile within 1 σ , ho we ver, their large uncertainties

n axis ratio also allowed for it to be quite non-spherical. In any
ase, with an apparent ellipticity of ε = 0.3 in Draco’s present-day
tellar distribution (Mu ̃ noz et al. 2018 ), it is clearly not spherical
ut also not highly elongated. Modelling Draco using ellipsoidal
ensity distributions would introduce a dependence on the angle
etween its major axis and its trajectory. Ho we v er, we e xpect that
his dependence would be relatively weak based on Draco’s relatively
ircular apparent shape. 

.8 Milky Way potential 

he hydrostatic density profile for the corona, the coronal mass
rowth, and, in particular, the orbit of Draco depend on our assumed
NRAS 528, 3009–3027 (2024) 
odel for the MW’s potential, for which we have chosen Zhao et al.
 2009 ). Fortunately, other studies of the growth of haloes based on
ifferent N -body simulations in the literature agree well on the mass
ccretion history, and hence the potential, in the parameter space
ele v ant for our study (i.e. MW progenitor mass haloes at redshifts z
 2 in a standard � CDM cosmology, e.g. Fakhouri, Ma & Boylan-
olchin 2010 ; van den Bosch et al. 2014 ; Correa et al. 2015 ). We
ave confirmed that these models yield similar virial masses and radii
nd orbits of Draco. Buist & Helmi ( 2014 ) developed a model for the
rowth of the potential that differs more substantially from Zhao et al.
 2009 ). In order to more correctly capture the inside out growth of
aloes, this model ensures that the halo density at fixed radius al w ays
ncreases. Consequently, it leads to a stronger potential at early times
hich causes Draco to have an additional earlier passage at z ≈ 4.
o we ver, the pericentre of this passage is more than 50 kpc from

he Galactic Centre, which is much further than the virial radius
t this very early time. Hence, it is unlikely that the corona, if it
ad even formed yet, would have extended sufficiently far to affect
raco. Hence, the earliest passage where stripping from the corona

s plausible would still be the subsequent passage at z < 2. At that
oint, the evolution is largely similar to that of the Zhao et al. ( 2009 )
odel and hence this second passage does not differ substantially

rom the first passage that we simulate. 
Gaia Collaboration ( 2018 ) found that Draco and Ursa Minor have

uite similar orbits and suggested that they could have fallen in to
he MW halo as part of a group. In this case, additional disruption
aused by the gravitational interaction with Ursa Minor could lead
o a lower coronal density required for stripping. 

.9 Cor onal r otation 

n this work, we have assumed that the corona is at rest in the
eference frame of the DM halo (equi v alently, that the relative
elocity between Draco and the corona is the same as the orbital
elocity of Draco). This assumption is probably not exactly correct,
s the corona itself is also expected to have some internal motions
e.g. Oppenheimer 2018 ) and certainly some amount of rotation, as it
ust have non-negligible angular momentum (e.g. Teklu et al. 2015 ;
ezzulli, Fraternali & Binney 2017 ; Sormani et al. 2018 ). 
Unfortunately, the exact amount of rotation is not known empir-

cally, as observational constraints on the coronal kinematics are
hallenging at z = 0 (Hodges-Kluck, Miller & Bregman 2016 )
nd non-existent at z = 1.6. We can, ho we ver, discuss the possible
mpact of coronal rotation in light of theoretical considerations. We
ocus, in particular, on the pericentric passage, moti v ated by the
onsiderations that (i) this is the most crucial moment for stripping
nd (ii) by coincidence, the orbit of Draco is such that at the moment
f pericentric passage its velocity is almost entirely in the direction
f rotation ( v peri ∼ v rot, peri = 210 km s −1 ) and hence the effect of
he rotation of the corona could in principle affect the results in a
on-negligible way. 
Because the ram pressure force is proportional to ( �v) 2 , its
agnitude would, for instance, be halvened (with an arguably

mportant effect on our results) if the corona was rotating at v cor =
( 
√ 

2 − 1) / 
√ 

2 ) v Draco = 61 . 5 km s −1 . The pericentre in cylindrical
oordinates is ( R peri = 20 kpc, | z peri | = 56 kpc). This cylindrical
istance corresponds to an angular momentum of 1230 km s −1 kpc,
r about twice the expected average angular momentum of the
M at that redshift (653 km s −1 kpc, following e.g. Bullock et al.
001 ). Although the corona is also expected to contain gas with
pecific angular momentum exceeding the DM average (e.g. Pezzulli,
raternali & Binney 2017 ), models show that this high angular
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omentum gas should be primarily located at large cylindrical radii 
nd relatively close to the equatorial plane (in the regime R > | z|
sing standard cylindrical coordinates), as shown, for instance, in 
he appendix of Afruni, Pezzulli & Fraternali ( 2022 ). This is the
pposite regime as the one rele v ant to the almost polar orbit of
raco whose orbital plane is inclined by only 20 ◦ from the rotation

xis of the Galaxy. Hence, a particularly large angular momentum 

f the corona, capable of substantially altering our results, is not 
xpected in the region of interest for our study. A more precise
stimate of the rotation velocity of the corona in the region of our
nterest is beyond the scope of this work and also una v oidably model
ependent. Ho we ver, we do notice that reading the model of Afruni,
ezzulli & Fraternali ( 2022 ) at the pericentric position of Draco
after re-scaling by the different value of the virial radius) would 
esult in a coronal angular momentum of about 50 per cent of the
M average. This would correspond to a mere 15 km s −1 of coronal

otation velocity and a modest 15 per cent impact on the ram pressure
orce at pericentre. Therefore, although there is undoubtedly some 
egree of uncertainty in this kind of estimate, we conclude that it is
nlikely that the rotation of the corona could have a large impact on
ur results. 

 C O N C L U S I O N S  

sing the SFH and orbit of Draco, taking the evolution of the MW
alo into account, we have shown that it w as lik ely ram pressure
tripped by the early corona during its first infall. By simulating this
assage co v ering redshifts z ≈ 1.3 −1.9, we hav e deriv ed a lower
imit on the average density in the outer part of the early corona
elatively shortly after it formed. For all three allowed present- 
ay virial masses, we find n cor, min ≈ 7 −8 × 10 −4 cm 

−3 at about
/4 of the virial radius at that time. We find that this does not
epend significantly on the assumed coronal temperature and is well 
onverged at our standard resolution. The simple analytical estimate 
equation 1 ) turns out to be in excellent agreement with this, although
e consider this to be a coincidence because the assumption of

nstantaneous stripping is not satisfied. We find that the inclusion of
N feedback is crucial to the efficiency of ram pressure stripping.
o we ver, by itself it is inefficient at removing the ISM. 
We extrapolated our lower limit density to other radii within the 

irial radius assuming an isothermal profile that is in hydrostatic 
quilibrium in the MW’s NFW potential at the time of pericentre 
 z = 1.6 at our fiducial virial mass). This leads to coronal masses that
re allowed within the cosmological baryon fraction but would have 
ontained almost all the ‘missing’ baryons. Extrapolating this mass to 
he present-day assuming a constant fraction f cor of baryons accreted 
n to the halo end up in the hot corona, we showed that this leads to
ensities that are in decent agreement with the literature constraints. 
he present-day coronal masses are also below the cosmological 
aryon fraction for all values of f cor below the upper limit of 0.8
iven by the growth of the disc. In any case, the o v erall av erage
ensity of the corona has decreased substantially, probably by an 
rder of magnitude. Most of this evolution presumably occurred at 
 > 1 when the accretion rate on to the halo was higher and most of
he growth in the virial mass and radius happened as well. Studies
f ram pressure stripping should take this into account if they are
onsidering satellites that could have been stripped early. 

Due to the massive improvement over pre viously av ailable proper 
otion measurements by Gaia , the limiting factor for ram pressure

tripping studies like Gatto et al. ( 2013 ) and our work has instead
ecome the scarcity of SFHs in the literature. For the present-day MW 

orona, the Fornax (de Boer et al. 2012b ; Rusakov et al. 2021 ) and
arina (de Boer et al. 2014 ; Savino, Salaris & Tolstoy 2015 ; Santana
t al. 2016 ) satellite galaxies have detailed SFHs available showing
hat they lost their gas during a recent passage. For probing the early
orona, two potential targets other than Draco are the Ursa Minor
Carrera et al. 2002 ; Dolphin et al. 2003 ) and Sculptor (de Boer et al.
012a ; Savino et al. 2018 ; Bettinelli et al. 2019 ) satellite galaxies. Star
ormation ended early in both of these dwarfs, but not so early as to be
aused by reionization. Interestingly, the estimated coronal densities 
equired to strip them from equation ( 1 ) are very high, with Sculptor,
n particular, requiring densities generally abo v e our estimated upper
imit (see Section 3.2 ). This also indicates that they were stripped
n the earlier more dense corona. Future ram pressure simulations 
ould target these to further investigate the early MW corona. 
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PPEN D IX  A :  G ROW T H  O F  T H E  C O RO NA  

he initial corona at redshift z � 2 would have been much denser
nd more compact than today as it has since expanded as the virial
adius of the MW has grown. While the density is expected to have
ecreased, the total mass of the corona has grown through infall of
as from the IGM that is unable to reach the disc as well as hot gas
xpelled from the MW’s ISM by supernovae. 

We refer to all the gas within the virial radius but outside of the
SM as ‘circumgalactic medium’ (CGM). From mass conservation, 
t then follows that the mass in the CGM must change according to
he sum of four non-ne gativ e terms: 

˙
 CGM 

= Ṁ IGM → CGM 

+ Ṁ ISM → CGM 

− Ṁ CGM → IGM 

− Ṁ CGM → ISM 

. 

(A1) 

he arrows indicate the direction of the mass flow. These terms
epresent inflow of gas from the IGM, gas ejected from the ISM, gas
jected from the CGM, and gas accreted on to the ISM, respectively.

While some of the gas in the CGM at any point in time will
e cold, any cold cloud or filament cannot remain in the CGM.
t will either be heated or fall on to the disc. Gas that remained
old throughout its journey on to the disc is commonly referred to
s ‘cold-mode accretion’ while gas that was heated and then later 
ooled to eventually make its way to the disc is referred to as ‘hot-
ode accretion’ (see e.g. Birnboim & Dekel 2003 ; Kere ̌s et al. 2005 ).
hus, cold gas will not accumulate in the CGM o v er longer time-
cales. This is supported also by the results of cosmological zoom-in 
imulations which find that the fraction of the CGM mass that is
n hot gas increases substantially with time (Hafen et al. 2019 ).
onsidering then the change in mass o v er a time � t much longer
2024 The Author(s) 
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open
 https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and rep
han the time-scale for cold gas infall (which is estimated to be of
he order of � 2 Gyr at z ≤ 2; see Nelson et al. 2015 ), we can equate
he change in the CGM mass o v er that time with the change in the
ot corona mass � M cor . Hence, from equation ( A1 ),we can derive 

M cor = f cor �M IGM → CGM 

, (A2) 

here 

 cor ≡ 1 − �M CGM → ISM 

+ �M CGM → IGM 

− �M ISM → CGM 

�M IGM → CGM 

. (A3) 

 cor < 0 would imply that the corona is losing mass while f cor > 1
ould imply that � M ISM → CGM 

> � M CGM → ISM 

and thus the disc
ould be ejecting more gas than it would accrete. Because the mass

n both the corona and the disc of the MW should be growing, f cor is
ence in the range 0 ≤ f cor ≤ 1 and represents the fraction of baryons
ccreted on to the halo o v er � t that end up in the corona. f cor is related
o the fraction of baryons accreted on to the halo that ends up in the
isc (as either ISM or stars): 

 disc ≡ �M CGM → ISM 

− �M ISM → CGM 

�M IGM → CGM 

. (A4) 

f no gas is expelled from the halo, i.e. � M CGM → IGM 

= 0, then f cor =
 − f disc . Generally, f cor = 1 − f disc − f out where 

 out ≡ �M CGM → IGM 

�M IGM → CGM 

. (A5) 

his is the fraction of gas accreted on to the halo that was later ejected
rom it. 

f disc is related to the instantaneous (i.e. in terms of immediate mass
hanges Ṁ rather than long time-scale changes � M ) fraction of gas
ccreted on to the halo that reaches the disc ζ ≥ f disc . ζ is generally
reater than f disc because it only concerns infall on to the disc and
o does not have the outflow term included in f disc . This parameter
s an input for many analytical ‘bath-tub’ equilibrium models of 
alaxy evolution (e.g. Dav ́e, Finlator & Oppenheimer 2012 ; Lilly
t al. 2013 ; Dekel & Mandelker 2014 ). It is generally found to be in
he range 0.3 −0.5 for MW progenitors at z < 2 in theoretic models
nd simulations (Dav ́e, Finlator & Oppenheimer 2012 ; Lilly et al.
013 ; Mitchell, Schaye & Bower 2020 ). 
A standard assumption is that the gas infall from the IGM equals

he DM accretion scaled by the cosmological baryon fraction f b .
ence, we may write equation ( A2 ) as 

M cor = f cor f b �M DM 

. (A6) 

his is convenient since the growth of DM haloes is a robust
rediction of cosmological simulations that agrees well between 
ifferent simulations regardless of differences in their gas physics. 
osmological hydrodynamical zoom in simulations with AGN 

eedback suggest that equation ( A6 ) substantially o v erestimates the
aryon infall at low halo masses because strong feedback is able to
ffect gas outside the virial radius and largely prevent it from being
ccreted on to the halo (Nelson et al. 2015 ; Hafen et al. 2019 ; Wright
t al. 2020 ). Ho we ver, the mass belo w which this ef fect becomes
mportant depends on details in the feedback implementation and it 
s not clear if this effect is significant at the M vir � 10 11.5 M � virial
asses at z < 2 that we consider. 
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