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Development of a lumping methodology for the analysis of the excited
states in plasma discharges operated with argon, neon, krypton and xenon

N. Souhair,1, a) M. Magarotto,2, b) E. Majorana,1, c) F. Ponti,1, d) and D. Pavarin2, e)
1)Alma Propulsion Laboratory, Department of Industrial Engineering, University of Bologna, Forlì, 47122,
Italy.
2)Department of Industrial Engineering (DII), University of Padova, Padova, 35131, Italy.

(Dated: 6 August 2021)

In this paper a methodology is presented to compute the plasma properties (e.g, density and temperature) accounting for
the dynamics of the excited states. The proposed strategy applies to both 0-dimensional (0D) models and multidimen-
sional fluid and hybrid codes handling low-pressure (< 50 mTorr) plasma discharges filled with argon, neon, krypton
and xenon gases. The paper focuses on two main aspects: (i) a lumping methodology is proposed to reduce the number
of reactions and species considered in order to keep at bay the computational cost without a major loss of accuracy; (ii)
the influence that different datasets of cross-sections have on the results has been assessed. First the lumping method-
ology has been implemented in a 0D model accounting for singly-charged ions, neutrals, along with 1s and 2p excited
states (Paschen notation). Metastable and resonant are treated as two separate species within the 1s energy level (1sM
and 1sR respectively). Results have been benchmarked against those obtained treating each energy level of the excited
states as an individual species. Differences lower than 1% have been obtained. Second, the results of the 0D model
have been compared against measurements of electron density and temperature performed on an Inductively Coupled
Plasma (ICP). Numerical predictions and experiments present a disagreement up to 20%-30% which is comparable to
the uncertainty band of the measurements. Finally, the lumping strategy has been implemented in a 2D fluid code to
assess its computational affordability and results have been compared against experiments as well. A variance up to
30% in electron density and temperature is registered adopting different datasets of cross-sections.

I. INTRODUCTION

A deep interest in the development of plasma discharges
for industrial1,2 and space propulsion applications3–7 has been
growing since the past decades. The research on plasma
sources has been particularly active in the fields of elec-
tric space propulsion8–10, radar and telecommunications11–14,
etching of semiconductors2, along with lightning technol-
ogy15. A notable niche is within the space segment where
consolidated plasma-based technologies (e.g., gridded ion and
Hall-effect thrusters16) and novel propulsion concepts are
available in the market. Amongst the latter, promising de-
vices are the Radio Frequency (RF) plasma thrusters (e.g., He-
licon Plasma Thrusters4,8,9,17,18 and the Variable Specific Im-
pulse Magnetoplasma Rockets6), the Electron Cyclotron Res-
onance (ECR) thrusters19, and the magnetoplasmadynamic
thrusters20. Being particularly simple to store and to han-
dle, noble gases like argon, neon, krypton and xenon are fre-
quently used for plasma production. In particular, argon is
one of the most used gases in industrial and laboratory dis-
charges2, neon is common in lightning technology21, along
with krypton and xenon are widely used in space propulsion
thanks to their good propulsive performance16,22,23.

The increasingly maturity of plasma technologies has
brought to the need for more accurate and reliable numeri-
cal simulations of the discharges. In this regard, the mod-
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elling of the excited states and their fine-structure plays a non-
negligible role2,24. In literature, several approaches have been
pursued to simulate plasma discharges accounting for the dy-
namics of the excited states. Collisional-Radiative Models
(CRM) are numerical tools that describe very carefully the
transitions between different excited states. Several CRMs for
argon plasma have been developed, for instance Boegarts25

considered 65 energy levels for studying a 1 kV glow dis-
charge. Vlcek, developed a CRM26 based on the atomic
corrected model of Katsonis27 and applied it to atmospheric
arcs28, low pressure (<50 mTorr) glow discharges and hollow
cathodes29. In the latter case he considered transitions only
between 1s and 2p states (in Paschen notation). A similar
approach is found in the work of Zhu30 for the low pressure
cases for which transitions between 1s and 2p were consid-
ered. Regarding neon, Navratil21 developed a CRM for study-
ing low pressure positive columns; the interactions between
1s, 2p and higher states have been considered. A similar ap-
proach has been adopted by Baghel31. Regarding krypton,
Gangwar developed a CRM32 for discharges where the pres-
sure ranges between 1-50 mTorr and considered the dynamics
of 1s, 2p and few higher states. Prince performed a similar
study for krypton-fed Hall Effect Thrusters23, whereas Priti33

and Zhu34 did it for xenon. A broader review on CRMs can
be found in Van Sijde35. The main drawback of CRMs is that
they provide a 0-Dimensional (0D) description of the system.
The profiles of the plasma parameters (e.g., density and tem-
perature) are assumed constant or prescribed by heuristic ex-
pressions2, not derived by the solution of conservation equa-
tions. A different approach to simulate the plasma dynamics
relies on multidimensional fluid or hybrid solvers36,37. In 1D,
2D and 3D models plasma profiles are solved (and not as-
sumed) even though the dynamics of the excited species is
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treated with a much lower accuracy with respect to CRMs
to avoid an excessive computational burden. In several fluid
and hybrid codes the dynamics of the excited species have
been neglected38–40, in other cases only neutral and charged
particles have been tracked41. In this regard, many authors
assumed that the excited states decay immediately and thus
they modeled them just as a loss term in the electron energy
equation. Some solvers adopted this strategy for simulating
argon42,43 and xenon38,39,44,45 discharges. Other authors con-
sider the excited states by lumping them into one or few effec-
tive species. This approach has been used both for argon46–48

and krypton49 discharges. Meunier50 used a similar strategy
for neon, but no details on the lumping methodology has been
provided. According to the scope of this paper, only a limited
number of fluid and hybrid solvers have been referenced; a
more complete review can be found in Kim37 or in Van Dijk36.

The modelling of the excited states is further complicated
by the variance between the cross-sections proposed by dif-
ferent authors. In this regard, Pitchford51 performed a com-
parative analysis of electron-neutral scattering cross-sections
for argon. Swarm parameters like excitation and ionization
coefficients from the cross-sections have been computed and
compared against measured values. An analogue analysis was
done for krypton and xenon by Bordage52 and for neon by
Alves53. Nonetheless, to the best of the authors knowledge, a
comparative study to assess how such variance affects the pre-
diction of plasma parameters, like electron density, has never
been published in literature.

In this work we analyse the influence that the excited states
have on the numerical predictions of plasma properties as den-
sity and temperature (i.e., not for spectroscopic purposes). In
this regard, the analysis covers two main aspects: (i) defini-
tion of a lumping methodology to reduce the energy levels
considered, (ii) evaluation of the effect that different datasets
of cross-sections have on the numerical results. The lumping
strategy aims at the accurate simulation of the excited species
with a reduced computational cost and with easier algorithms
since only a limited number of species is solved. These fea-
tures are paramount when the simulation of a plasma dis-
charge shall be iterated numerous times (e.g., for the sensitiv-
ity analysis on cross-sections performed in this work) or when
dealing with multidimensional codes. The target application
of this paper is low-pressure discharges (< 50 mTorr) filled
with argon, neon, krypton and xenon gases. First, the lumping
methodology has been implemented in a 0D model. Results
have been benchmarked against those obtained treating each
energy level of the excited states as an individual species (i.e.,
the approach implemented in CRMs). Second, for each gas
considered, the estimated plasma density and electron tem-
perature have been validated against the measurements per-
formed on an Inductively Coupled Plasma (ICP)54. Different
datasets of cross-sections have been used in order to assess
their influence on the results and, in turn, on the agreement
between experiments and simulations. Third, the lumping
methodology has been implemented in a 2D fluid code 46,47,55

that handles a magnetized plasma in order to assess its compu-
tational affordability. The results of the fluid code have been
compared against measurements performed on a Piglet reac-

tor56. Finally, the reaction rate coefficients resulting from the
combination of datasets have been analytically fitted for each
gas and explicitly presented in the appendix.

II. METHODOLOGY

In argon, neon, krypton and xenon discharges the species
considered are electrons, singly-charged ions, neutrals, and
excited states within the fine-structure of the 1s and 2p en-
ergy levels (Paschen notation). In low pressure discharges
these species present the highest number-density30. The ef-
fect of higher excitation energy levels has been neglected,
and the idea behind this assumption is discussed more thor-
oughly when the comparison between numerical and experi-
mental data is presented. Four sets of reactions have been con-
sidered, namely electron ionization, electron excitation/de-
excitation, elastic scattering and radiative spontaneous emis-
sion24,33,57,58. Since a low pressure regime is considered, Pen-
ning and heavy species reactions are not treated30. It is worth
noting that the same transitions have been considered for ar-
gon, neon, krypton and xenon provided they are noble gases
which share the same electronic configuration of the outer-
most shell59.

In Sec. II A the excited states and their transitions are dis-
cussed. The general lumping methodology is described in
Sec. II B. In Sec. II C and Sec. II D the numerical models
used, respectively a Global Model and a 2D fluid solver46,55,
are outlined. The two tools are particularized to RF plasma
sources (namely, ICP54 and Piglet reactor60) even though the
lumping procedure can be applied to a generic low pressure
discharge.

A. Modelling of the excited states

Regarding the 1s excited state, both resonant (i.e., 1s4 and
1s2) and metastable (i.e., 1s5 and 1s3) energy levels are taken
into consideration. It is worth specifying that the metastable
energy levels are those that do not decay via radiative sponta-
neous emission. Regarding the 2p species, all ten levels of the
group are considered. In Tab. I, the excited states and the re-
lated energy potentials are summarized for argon, neon, kryp-
ton and xenon. The species involved and their transitions are
schematically described in Fig.1. It is worth pointing out that
the transitions among the excited states of the same type (e.g.,
2p) have been neglected while collisional reactions between
metastable (1s5 and 1s3) and resonant (1s4 and 1s2) species
have been considered.

For each electron reaction considered (i.e., electron excita-
tion, electron ionization and elastic scattering), the rate coef-
ficients are computed as:

Ki j =

√
2q
m

∫
∞

0
εσi j f0dε (1)

where i, j represent respectively the starting lower level and
the arriving higher energy level, q and m are the elementary
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TABLE I. Argon, neon, krypton, xenon energy states in Paschen notation with related energy levels and statistical weights59.

Excited states
Level Paschen config. Ar Ui [eV] Ne Ui [eV] Kr Ui [eV] Xe Ui [eV] gi
1 gs 0 0 0 0 1
2 1s5 11.55 16.62 9.92 8.32 5
3 1s4 11.62 16.67 10.03 8.44 3
4 1s3 11.72 16.72 10.56 9.45 1
5 1s2 11.83 16.85 10.64 9.57 3
6 2p10 12.91 18.4 11.30 9.58 3
7 2p9 13.08 18.56 11.44 9.69 5
8 2p8 13.09 18.58 11.45 9.72 7
9 2p7 13.15 18.61 11.53 9.79 3
10 2p6 13.17 18.64 11.55 9.82 5
11 2p5 13.27 18.69 11.67 9.93 1
12 2p4 13.28 18.70 12.1 10.96 3
13 2p3 13.30 18.71 12.14 11.05 5
14 2p2 13.33 18.73 12.14 11.07 3
15 2p1 13.48 18.97 12.26 11.14 1
16 ion 15.76 21.56 14.00 12.13

FIG. 1. Species and transitions considered in this work: the solid
arrows represent the excitation/de-excitation and ionization transi-
tions by means of electron collisions, the dashed arrows indicate the
radiative transitions, and the dashed lines describe the population ex-
change between metastable and resonant 1s species.

charge and the electron mass; σi j is the electron-impact cross-
section for the transition from the lower state i to the upper
state j, ε is the electron energy expressed in eV, and f0 is
the electron energy distribution function (EEDF). In the fol-
lowing, a Maxwellian EEDF has been assumed; in case more
accurate experimental measurements of the EEDF are avail-
able61, they can be easily inserted in Eq. (1). The analytical
expression of the Maxwellian EEDF reads62,

f0(ε) = 2

√(
1

T 3
e π

)
exp
(
− ε

Te

)
(2)

To compute the rate coefficients for the reverse transitions
(i.e., electron de-excitation), the principle of detailed balanc-

ing (DBP) was assumed. The required cross-sections read2

σ ji(ε−∆Ui j) =
gi

g j

ε

ε−∆Ui j
σi j(ε) (3)

where σ ji represents the inverse cross-section, ∆Ui j =U j−Ui
is the energy difference between the two states, along with gi
and g j are the statistical weights which represent the degener-
acy of respectively the lower and the higher energy level. The
inverse cross-section is then introduced in Eq. (1) to obtain the
rate coefficient.

Regarding the radiative transitions only spontaneous emis-
sion is taken into consideration. The radiative spontaneous
emission is associated to a resonant species at the energy level
j that decays towards a lower level i with a rate proportional to
the Einstein coefficient A ji. In particular, a correction factor
Λ ji called escape factor, is adopted to account for the self-
absorption of the radiation by the plasma. The model pro-
posed by Mewe63 has been adopted. Under the hypothesis of
uniform distribution of emitting and absorbing particles, Λ ji
reads

Λ ji =
2− e−ρβ ji/1000

1+ρβ ji
(4)

where ρ is the characteristic length of the geometric domain,
and β ji is the reabsorption coefficient for the transition j→ i.
Since low temperature plasma is considered (i.e., Te < 20 eV),
the Doppler broadening is the main significant mechanism of
reabsorption57, hence β ji reads

β ji =
g j

gi

λ 3
ji

8π3/2 niA ji

√
M

2kBT0
(5)

where λ ji is the wavelength corresponding to the optical tran-
sition j→ i, ni is the number density of the i−th excited state,
M is the particle mass, kB is the Boltzmann constant, and T0 is
the gas temperature (expressed in Kelvin).
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Statistical weights, energy levels, and Einstein coefficients
are taken from the National Institute of Standard and Technol-
ogy (NIST) database59. The cross-sections for the collisional
transitions considered are discussed in Sec. III.

B. Lumping of the energy levels

Following the dynamics of all the excited species (namely,
accounting for the fine structure) involves a large number of
balance equations to be solved, which leads to an unmanage-
able computational requirement when fluid (or hybrid) strate-
gies are considered for simulating a plasma discharge. Thus,
in order to reduce the number of equations to solve, a lumping
procedure based on the assumption of Local Thermodynamic
Equilibrium (LTE)64 has been introduced. The LTE hypoth-
esis is not in general verified in low pressure discharges35,64

but, according to McWhirter’s formula64, species whose en-
ergy is within a certain energy range can be considered in LTE
whenever

ne > 1019T 0.5
e (∆U)3 (6)

where ne is the electron density, Te the electron temperature
and ∆U the energy gap between different excited levels. For
a low temperature plasma (say below 20 eV) this condition is
satisfied for ne > 1016 m−3 for the fine energy levels of both
the 1s and 2p excited states.

Considering an electronic collision transition from a
lumped level I to an higher level J

XI + e→ XJ + e (7)

the population density increment in time for the lumped states
J reads

dnJ

dt
= KIJ nIne =

Ni

∑
i

N j

∑
j

Ki jnine

i = 1, ...,Ni; j = 1, ...,N j

(8)

where nI and nJ are the number densities of the lumped states
I and J, i and j span the fine-structure of the lumped states
that group respectively Ni and N j electronic energy levels, KIJ
is the lumped rate coefficient, and Ki j accounts for transitions
at fine-structure level. In particular KIJ reads

KIJ =
∑

Ni
i ∑

N j
j Ki jni

∑
NI
k nk

(9)

Since we consider that LTE holds between the fine-structure
energy levels of a lumped state, the Boltzmann relation holds
true, namely

nk

ni
=

gk

gi
exp
(
−Uk−Ui

kBT0

)
(10)

where the indices k and i refer to generic levels of the fine-
structure. Rearranging Eq. (9) in terms of Eq. (10), KIJ reads

KIJ =
Ni

∑
i

[
∑

N j
j Ki j

∑
Ni
k

gk
gi

exp
(
− Uk−Ui

kBT0

)] (11)

TABLE II. Species considered; the excited species are grouped in
lumped states.

Lumped species Detailed states
gs ground state
1sM 1s5,1s3 (metastable)
1sR 1s4,1s2 (resonant)
2p 2p10,2p9,2p8,2p7,2p6,2p5,2p4,2p3,2p2,2p1
ion 1st ionization
e electron

The lumped rate coefficient for the inverse transition KJI is
obtained combining Eq. (9), Eq. (10) and the DBP; it reads

KJI =
N j

∑
j

[
∑

Ni
i Ki jgiexp

(
− Ui

kBT0

)
∑

N j
k gkexp

(
− Uk

kBT0

)
]

(12)

Moreover, the energy potential associated to the lumped states
I reads

UI =
∑

Ni
i giUi

∑
Ni
i gi

(13)

and the lumped statistical weight

gI =
Ni

∑
i

gi (14)

Regarding the radiative transitions

XJ → XI +hν (15)

the decay rates have been lumped, similarly to Eq.9, as

AJIΛJI =
∑

Ni
i ∑

NJ
j n jA jiΛ ji

∑
N j
k nk

(16)

The excited species have been grouped into three lumped lev-
els, namely 1sM , 1sR, 2p. The species considered are listed
in Tab. II, while lumped reactions in Tab. III. Finally, it
is worth noting that, technically, the lumping methodology
has not been applied to the electron impact ionization reac-
tions since the cross-sections found in literature concerns the
lumped states 1s and 2p, not their fine structure.

C. Global Model

A 0D Global Model2,65 has been adopted to evaluate the
plasma properties in an ICP discharge54. The governing equa-
tions encompass mass and energy conservation

dnI

dt
= RI

chem−RI
wall (17a)

d
dt

(
3
2

neTe

)
= P−Pchem−Pwall (17b)
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TABLE III. Reactions that involve lumped excited states.

Reactions Reaction type
gs+ e 
 1sM + e Excitation / de-excitation
gs+ e 
 1sR + e Excitation / de-excitation
gs+ e 
 2p+ e Excitation / de-excitation
1sM + e 
 1sR + e Excitation / de-excitation
1sM + e 
 2p+ e Excitation / de-excitation
1sR + e 
 2p+ e Excitation / de-excitation

gs+ e→ gs+ e Elastic scattering
1sM + e→ 1sM + e Elastic scattering
1sR + e→ 1sR + e Elastic scattering
2p+ e→ 2p+ e Elastic scattering

gs+ e→ ion+ e Electron impact ionization
1sM + e→ ion+ e Electron impact ionization
1sR + e→ ion+ e Electron impact ionization
2p+ e→ ion+ e Electron impact ionization

1sR→ gs+hν Decay towards lower state
2p→ 1sM +hν Decay towards lower state
2p→ 1sR +hν Decay towards lower state

where nI is the number density of the I-th species (with I = gs,
1sM , 1sR, 2p, ion, and e), and Te is the electron tempera-
ture. Specifically, nI represent bulk quantities, instead Te is
a volume-averaged value. The temperature of ions, neutrals
and excited states (T0) is assumed and not computed46. RI

chem
is the term associated to the production/loss of I-th type parti-
cles due to the reactions, and it reads

RI
chem = ∑

J
KJInJne−∑

J
KIJnIne

+∑
J>I

AJIΛJInJ−∑
J<I

AIJΛIJnI
(18)

RI
wall is the term associated to the loss/production of I-th type

particles due to the interaction with the walls. It reads,

RI
wall =

SI

V
Γ

I
wall (19)

where SI is the equivalent surface of the discharge for the I-th
species2, V is the volume of the discharge, and ΓI

wall is the flux
of particles toward the wall. For ions and electrons Se = Si

is computed according to the empirical relations reported in
Lieberman2, and Γe

wall = Γi
wall = ne

√
qTe/M according to the

sheath model proposed by Ahedo66 which basically enforces
the Bohm criterion67,68. For excited species, SI is equal to
the physical surface of the discharge, and ΓI

wall = 1/4nIvth

where vth =
√

8kBT0/πM46. Assuming that charged and ex-
cited particles recombine at the wall, Rgs

wall = −∑I RI
wall . P

is the electrical power deposited within the discharge by the
antenna. Pchem is the power loss/source term associated to re-
actions, which reads2

Pchem = ∑
I

∑
J

KIJ nI ne ∆UIJ +

∑
I

KII nI ne
3m
M

Te

(20)

where KII is the rate coefficient for the elastic scattering, and
m is the electron mass. Finally, Pwall represents the energy
loss to the walls and, according to the sheath model described
in Ahedo66, it reads

Pwall = Re
wall

(
2Te

1
1− γ

−2Ts
γ

1− γ
+φwall

)
(21)

where γ is the fraction of secondary electrons emitted by the
wall, Ts is the temperature of the secondary electrons and φW
is the potential drop through the sheath. The latter parameter
reads

φwall = Te log
(√

M
2πm

(1−δ )(1− γ)

)
(22)

where δ is the fraction of electrons elastically reflected by
the wall. According to Barral69, δ = δ0E2

r /(Te + Er)
2 and

γ = 2Te/Es. The following values have been assumed in
the rest of the manuscript Ts = 2 eV, δ0 = 0.4, Er = 20 eV,
Es = 50 eV69,70. For further details on the Global Model (e.g.,
definition of the equivalent surface and applicability ranges)
refer to Lieberman2 and Bosi65,71.

D. Fluid Model

The 3D-VIRTUS code46,72 has been used to solve the
plasma dynamics in a magnetized Piglet reactor60. 3D-
VIRTUS handles self-consistently both the plasma transport
within the source and the power deposition via the damping of
the EM waves. The former is solved in a 2D-axisymmetric do-
main with a fluid approach. In order to track the dynamics of
the excited lumped species, the fluid module of 3D-VIRTUS
has been updated; governing equations are outlined in the fol-
lowing. For further details on the code and the underlying
hypotheses, the reader is referred to Magarotto46. Continuity,
energy and Poisson equations read

∂nI

∂ t
+∇ ·ΓI = RI

chem (23a)

∂nε

∂ t
+∇ ·Γε −∇φ ·Γe = P−Pchem (23b)

∇
2
φ =−q

(
nion−ne

ε0

)
(23c)

where nε = 3/2neTe is the energy density, φ is the electro-
static potential arising from charge unbalance, and ε0 is the
vacuum permittivity. The terms RI

chem and Pchem represent the
particle and the energy production/loss due to chemical re-
actions. Their expression are formally the same reported in
Eq. 18 and Eq. 20 respectively with the substantial difference
that in 3D-VIRTUS Rchem and Pchem are scalar fields depen-
dent of space. P is the power deposition profile computed via
the EM-module of 3D-VIRTUS46. ΓI is the I-th particles flux
and reads, according to the drift-diffusion approximation46,

ΓI =∓ ¯̄µInI∇φ − ¯̄DI∇nI (24)
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where ¯̄DI is the diffusivity, and ¯̄µI the mobility. The latter is
non-zero for charged species only, and it has positive (nega-
tive) values for electrons (ions). For the electrons, ¯̄De and ¯̄µe
have a dyadic expression to account for magnetization46. Γε

is the energy flux and, according to the drift-diffusion approx-
imation, it reads

Γε = ¯̄µε nε ∇φ − ¯̄Dε ∇nε (25)

Electron mobility in absence of magnetic field is a scalar
variable dependent of space that reads µe = q/m∑I ∑J KIJnI ;
starting from this value, ¯̄µe can be computed as prescribed
in the work of Souhair55. According to Einstein relations,
¯̄De = ¯̄µeTe, ¯̄µε = 5/3 ¯̄µe, and ¯̄Dε = ¯̄µε Te. Finally, diffusivity
and mobility for ions, neutrals, and excited species are com-
puted as prescribed in Magarotto46.

A Robin boundary condition is imposed to the continuity
of the electrons and the energy in order to enforce the sheath
model proposed by Ahedo that accounts for the secondary
emission and the elastic reflection at the walls46,66. A Robin
condition is imposed to the continuity of the ions46,73. A
Neumann condition on the continuity of neutrals and excited
species enforces thermal diffusion and wall recombination46.
Finally, a Neumann condition is imposed to the Poisson equa-
tion so that ion and electron fluxes are equal at the walls45

∂φ

∂x⊥
=

1
µini

(
−Γ

e
wall +

1
2

vthni

)
(26)

In Eq. (26), x⊥ is the direction perpendicular to the boundary
and Γe

wall has been defined in Sec. II C.

III. RESULTS

A. Global Model

The ICP reactor characterized by Schwabedissen15 pro-
vides a realistic numerical setup to: (i) benchmark the lump-
ing methodology against a detailed analysis of the fine-
structure energy levels of the excited species as done in
CRMs, (ii) validate the lumping methodology against ex-
periments, (iii) quantify the influence that the cross-section
datasets have on the results. The Global Model described
in Sec. II C has been used to simulate the ICP when oper-
ated with argon, neon, krypton and xenon gases. The species
tracked are electrons, singly-charged ions, neutrals at ground
state, and excited (i.e., 1sM , 1sR, and 2p lumped energy lev-
els). Moreover, a preliminary analysis has been accomplished
to identify the transitions between excited levels that mainly
affect the numerical results. To this end, three different cases
have been simulated: (i) purely collisional case in which ra-
diative transitions have been neglected; (ii) collisional case
with the addition of the 1s radiative decay, (iii) collisional-
radiative case where all the transitions involving both 1s and
2p have been accounted for. The latter case, which gives the
more complete description of the plasma dynamics, has been
used to benchmark and validate the lumping methodology. It

TABLE IV. Input parameters of the Global Model used to simulate
the ICP reactor.

Parameter Value
Diameter 165 mm
Length 40.5 mm
Magneto-static field 0 T
Gas pressure 20 mTorr

is worth highlighting that the variance of the plasma param-
eters obtained combining different cross-sections depends on
the choice of the datasets. The one used in this work include,
but are not limited to, the datasets mentioned in the seminal
reviews by Pitchford51, Bordage52 and Alves53 which cover a
significant portion of the literature.

The Schwabedissen’s setup consists in an ICP reactor de-
rived from the GEC RF Reference Cell proposed by Miller54.
Accordingly to the description reported in15,54: (i) the setup
comprises a cylinder discharge chamber with inner diameter
165 mm and length 40.5 mm, (ii) there is no applied magneto-
static field, (iii) the gas pressure at standard ambient tempera-
ture, namely before plasma ignition, is equal to 20 mTorr. The
antenna is realized with five turn spiral coils of outer diameter
100 mm made of 3 mm copper tubing. The antenna is pow-
ered at a frequency of 13.56 MHz through a matching network
made of two air-dielectric variable capacitors54. A Langmuir
probe realized with a tungsten wire of radius 75 µm has been
used to characterize the source in terms of plasma density and
temperature. The measurements considered in this work are
taken along the discharge axis, 12 mm above the lower base of
the cylindrical chamber. The source has been tested for differ-
ent values of the deposited power (i.e., power coupled to the
plasma) which has been estimated comparing the impedance
of the system at plasma off and plasma on15. The gases con-
sidered are argon, neon, krypton and xenon. The input param-
eters used in the Global Model are synthetically summarized
in Tab. IV.

1. Benchmark of the lumping strategy

A benchmark case is presented in order to demonstrate the
correctness and robustness of the lumping methodology74–76.
To this end, the plasma properties (density and temperature)
predicted through the lumping methodology have been com-
pared against the ones obtained treating each fine-structure en-
ergy level of the excited states as an individual species77 (see
Tab. I). The Schwabedissen’s ICP reactor operated with ar-
gon gas was simulated with the Global Model presented in
Sec. II C. The two approaches differ mainly for the num-
ber of species treated and for the formulation of Eqs. (17-
22), namely for what the mass and power generation/loss
terms are concerned. According to the lumping method-
ology, Eqs. (17-22) are computed for the set of reactions
shown in Tab. III. Instead each fine-structure transition is
considered while solving the dynamics of the excited species
with the approach implemented in CRMs30. The rate con-
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FIG. 2. (a) Electron density (ne) and electron temperature (Te) in
function of the deposited power (P), data are obtained with the lump-
ing strategy or the detailed simulation of the excited states, (b) per-
cent error between ne and Te calculated with the detailed and the
lumping methodologies.

stants proposed by Zhu30 have been employed for this anal-
ysis. Electron density (ne) and temperature (Te) predicted
through the lumping or the detailed methodology present the
same trends (see Fig. 2a): ne increases with the deposited
power (P) while Te mildly decreases. In order to quantify

TABLE V. Datasets of argon cross-sections for excitation reactions.

Excitation Database reference

gs+ e→ 1s+ e 78–85

gs+ e→ 2p+ e 78–84,86

1s+ e→ 1s+ e 82,83,87

1s+ e→ 2p+ e 82,83,87–89

TABLE VI. Datasets of argon cross-sections for elastic scattering
reactions.

Elastic scattering Database reference

gs+ e→ gs+ e 78,80–84,90–92

1s+ e→ 1s+ e 78,80–84,90–92

2p+ e→ 2p+ e 78,80–84,90–92

TABLE VII. Datasets of argon cross-sections for ionization reac-
tions.

Ionization Database reference

gs+ e→ ion+ e 78–84,90,92–94

1s+ e→ ion+ e 95,96

2p+ e→ ion+ e 95,96

the relative error between the two approaches, the quantity
Error = 2|xdetailed−xlumped |/(xdetailed +xlumped) has been de-
picted in Fig. 2b in function of P. Regardless the value of P,
the percent error between steady state values of ne and Te is
generally below 1%. This proves the reliability and the ro-
bustness of the proposed lumping methodology.

2. Argon

In Fig. 3 numerical data are compared against experiments
when the ICP reactor is operated with argon gas. The elec-
tron density is depicted as a function of the deposited power
(see Fig. 3a). Only the average value of the electron temper-
ature is reported (see Fig. 3b) since it is almost independent
on the deposited power15. Measurements have been sampled
along the axis of the discharge with a Langmuir probe15; the
uncertainty on both ne and Te is in the order of 20%15. The
numerical results have been computed using the cross-section
datasets listed in Tab. V-VII. All the possible combinations
of cross-sections have been considered. Therefore numerical
results are depicted as an envelope of data comprised between
two boundary values, namely they are affected by an error
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(a)

(b)

FIG. 3. Comparison between numerical and experimental data when
the ICP reactor is operated with argon gas. (a) Electron density ne as
a function of the deposited power P (b) average electron temperature
Te. The numerical envelope refers to results obtained with cross-
sections from different datasets. Measurements reported with an un-
certainty band of ±20%.

bar related to the uncertainty on the cross-sections. Numeri-

FIG. 4. Argon gas, deposited power P = 70 W. Numerical predic-
tions of density nI (I = e, 1sM , 1sR, 2p for the electrons and the
excited species respectively) and electron temperature Te. Error bars
associated to the uncertainty on the cross-sections.

cal predictions of ne underestimate the experimental data by
12%; the numerical error bar is about 20%. The electron tem-
perature is underestimated by 29%. The lowest (highest) val-
ues of plasma density correspond to highest (lowest) electron
temperatures, the latter differ by 1.5%.

In order to preliminary investigate the role played by tran-
sitions between excited species, density of electrons (ne) and
excited species (n1sM , n1sR , and n2p), along with electron tem-
perature (Te) have been reported in Fig. 4. Three cases have
been compared: purely collisional, collisional plus 1s radia-
tive decay, and collisional-radiative (i.e., the one used for the
validation). For the sake of brevity, results are discussed only
for P = 70 W. In the collisional-radiative case ne is about 40%
lower with respect to the purely collisional case, instead Te in-
creases of about 0.3 eV. The 1s radiative decay affects mildly
the population of the excited states. Instead the 2p radiative
decay causes a drop in n2p of more than one order of mag-
nitude. In the collisional-radiative case n2p is more then one
order of magnitude lower with respect to ne; instead n1sM , n1sR
and ne are of the same order of magnitude.

3. Neon

In Fig. 5, numerical and experimental data are compared
when the ICP reactor is operated with neon gas. The elec-
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TABLE VIII. Datasets of neon cross-sections for excitation reac-
tions.

Excitation Database reference

gs+ e→ 1s+ e 79,80,82–84,92

gs+ e→ 2p+ e 80,82–84

1s+ e→ 1s+ e -

1s+ e→ 2p+ e 97

TABLE IX. Datasets of neon cross-sections for elastic scattering re-
actions.

Elastic scattering Database reference

gs+ e→ gs+ e 80,82–84,90,92,94

1s+ e→ 1s+ e 80,82–84,90,92,94

2p+ e→ 2p+ e 80,82–84,90,92,94

TABLE X. Datasets of neon cross-sections for ionization reactions.

Ionization Database reference

gs+ e→ ion+ e 79,80,82–84,90,92–94

1s+ e→ ion+ e 95

2p+ e→ ion+ e 95

tron density is depicted as a function of the input power (see
Fig. 5a), only the average value of the electron temperature is
reported (see Fig. 5b). As in the argon case, the uncertainty
on the measures is 20% for both ne and Te

15. Cross-section
datasets used for the computation are listed in Tab. VIII-X.
The electron density is underestimated by 8% while highest
and lowest values differ for about 10%. A disagreement of
2 eV (i.e., a deviation of about 30%) is registered between
measures and estimations of the electron temperature. The
numerical envelope is quite narrow being the variance of Te
equal to 0.5%.

Results obtained in the collisional, collisional plus 1s radia-
tive, and collisional-radiative cases at P = 110 W are depicted
in Fig. 6. The radiative decay causes a reduction of ne by 29%
with respect to the purely collisional case and an increase of Te
by 1 eV. The 1s radiative decay causes a drop of one order of
magnitude in n1sR . This is partly due to having neglected the
excitation reaction 1s+ e→ 1s+ e provided that the authors
found no data concerning cross-sections in literature. Like-
wise, the 2p radiative decay causes a drop in n2p of more than
one order of magnitude. In the collisional-radiative case ne
and n1sM are of the same order of magnitude while n1sR and

(a)

(b)

FIG. 5. Comparison between numerical and experimental data when
the ICP reactor is operated with neon gas. (a) Electron density ne as
a function of the deposited power P (b) average electron temperature
Te. The numerical envelope refers to results obtained with cross-
sections from different datasets. Measurements reported with an un-
certainty band of ±20%.
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FIG. 6. Neon gas, deposited power P = 110 W. Numerical predic-
tions of density nI (I = e, 1sM , 1sR, 2p for the electrons and the
excited species respectively) and electron temperature Te. Error bars
associated to the uncertainty on the cross-sections.

TABLE XI. Datasets of krypton cross-sections for excitation reac-
tions.

Excitation Database reference

gs+ e→ 1s+ e 82–84,87

gs+ e→ 2p+ e 82–84,87

1s+ e→ 1s+ e 87

1s+ e→ 2p+ e 87

n2p are respectively one and two orders of magnitude smaller.

4. Krypton

The comparison between numerical and experimental data
when the ICP reactor is operated with krypton is reported
in Fig. 7. The uncertainty on the measure of ne is 30%
due to the impossibility of operating the Langmuir probe for
ne > 6×1017 m−3 to avoid damages15. At the same time, un-
certainty on Te is 20%15. Datasets of cross-sections used for
the computations are reported in Tab. XI-XIII. A large span in
the envelope of ne can be noticed being experimental values
underestimated by 14% or 46% considering highest or low-
est density respectively. Te is underestimated by 26% and the

TABLE XII. Datasets of krypton cross-sections for elastic scattering
reactions.

Elastic scattering Database reference

gs+ e→ gs+ e 82–84,90–92,94

1s+ e→ 1s+ e 82–84,90–92,94

2p+ e→ 2p+ e 82–84,90–92,94

TABLE XIII. Datasets of krypton cross-sections for ionization reac-
tions.

Ionization Database reference

gs+ e→ ion+ e 84,90,92,94

1s+ e→ ion+ e 95

2p+ e→ ion+ e 95

numerical error bar is about 5%.

Data obtained in the collisional, collisional plus 1s radia-
tive, and collisional-radiative cases for P = 26 W are depicted
in Fig. 8. The radiative decay causes a reduction in ne by more
than 50% and an increase of Te by 0.2 eV. As for argon, the
1s radiative decay has a mild influence on the dynamics of the
excited species. Instead the 2p radiative decay causes a drop

TABLE XIV. Datasets of xenon cross-sections for excitation reac-
tions.

Excitation Database reference

gs+ e→ 1s+ e 80,82–84

gs+ e→ 2p+ e 82–84

1s+ e→ 1s+ e 33,98

1s+ e→ 2p+ e 33

TABLE XV. Datasets of xenon cross-sections for elastic scattering
reactions.

Elastic scattering Database reference

gs+ e 
 gs+ e 80–84,91,92,94

1s+ e 
 1s+ e 80–84,91,92,94

2p+ e 
 2p+ e 80–84,91,92,94
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(a)

(b)

FIG. 7. Comparison between numerical and experimental data when
the ICP reactor is operated with krypton gas. (a) Electron density
ne as a function of the deposited power P (b) average electron tem-
perature Te. The numerical envelope refers to results obtained with
cross-sections from different datasets. The uncertainty band is±30%
for ne measures, ±20% for Te measures.

FIG. 8. Krypton gas, deposited power P = 26 W. Numerical pre-
dictions of density nI (I = e, 1sM , 1sR, 2p for the electrons and the
excited species respectively) and electron temperature Te. Error bars
associated to the uncertainty on the cross-sections.

TABLE XVI. Datasets of xenon cross-sections for ionization reac-
tions.

Ionization Database reference

gs+ e→ ion+ e 79–81,84,90,92,94

1s+ e→ ion+ e 95

2p+ e→ ion+ e 95

in n2p of about one order of magnitude. In the collisional-
radiative case n2p is one order of magnitude smaller than ne,
n1sM and n1sR .

5. Xenon

Results obtained when the working gas is xenon are re-
ported in Fig. 9. As for krypton, the uncertainty on the mea-
sures is 30% and 20% for ne and Te respectively15. Datasets
of cross-sections used for the computation are reported in
Tab. XIV-XVI. Numerical predictions underestimate ne by
13%; highest and lowest density differ for about 20%. The
electron temperature is underestimated by 29% with a vari-
ance on Te of 1%.

Data obtained in the collisional, collisional plus 1s radia-
tive, and collisional-radiative cases for P = 23 W are depicted
in Fig. 10. Xenon is the gas for which the radiative decay
causes the highest reduction of ne, namely more than 60%;
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(a)

(b)

FIG. 9. Comparison between numerical and experimental data when
the ICP reactor is operated with xenon gas. (a) Electron density ne as
a function of the deposited power P (b) average electron temperature
Te. The numerical envelope refers to results obtained with cross-
sections from different datasets. The uncertainty band is ±30% for
ne measures, ±20% for Te measures.

instead Te increases by 0.1 eV. The 1s radiative decay affects

FIG. 10. Xenon gas, deposited power P = 23 W. Numerical pre-
dictions of density nI (I = e, 1sM , 1sR, 2p for the electrons and the
excited species respectively) and electron temperature Te. Error bars
associated to the uncertainty on the cross-sections.

mildly the excited species while the 2p radiative decay causes
n2p to halve. In the collisional-radiative case ne, n1sM , and
n1sR are of the same order of magnitude, while n2p is about
one order of magnitude smaller.

6. Discussion

First, the lumping strategy has been benchmarked against
the detailed solution in which the dynamics of each fine struc-
ture energy levels is tracked. The error between electron
density and temperature predicted with the two approaches
is generally less than 1%. Second, the results obtained im-
plementing the lumping strategy on the Global Model have
been validated against experiments. For what electron den-
sity is concerned, numerical results are in fairly good agree-
ment with measurements provided that the numerical enve-
lope overlaps the experimental uncertainty band for all the
gases. More precisely, the agreement between numerical pre-
dictions and experiments is poorer for krypton and xenon with
respect to argon and neon. This might be due to two aspects:
(i) in larger atoms the energy of the fine structure levels are
more spread, so the LTE hypothesis is progressively less ro-
bust; (ii) the Langmuir probe adopted by Shwabedissen failed
for ne > 6× 1017 m−3 15, so the uncertainty of the measures
might be higher than 30% getting closer to this limit. Simi-
lar considerations hold true for the electron temperature. The
difference between numerical and experimental values is be-
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tween 19% and 29% in face of a 20% uncertainty band of the
measures. Nonetheless, Te predicted by the Global Model is
a volume averaged quantity, which is not subject to assump-
tions on spatial profiles as ne. This is a possible justification
of the mild difference between numerical and experimental
estimations of Te since measures are performed on the axis of
the discharge15. In addition numerical results, both in terms
of ne and Te, are affected by other assumptions as the sheath
model. Expressions for Γwall and Pwall presented in Sec.II C
are quite general provided that secondary electron emission
and elastic reflection have been modelled. In addition, the
ICP reactors has no electrodes in contact with the plasma and
is realized with materials whose behaviour in vacuum is well
known (e.g., quartz)2,41. Nonetheless the sheath model is ex-
pected to be another moderate source of uncertainty (in the or-
der of 10%47,72). In conclusion, the lumping strategy involv-
ing only 1s and 2p energy levels is proven to predict plasma
density and temperature with an uncertainty lower than 30%
regardless the gas. This is considered acceptable for a prelim-
inary design tool as the Global Model in several applications
concerning low pressure plasma discharges65,99.

The choice of the cross-section dataset affects significantly
the numerical results. Plasma density presents a variance up
to 32% considering krypton gas. Such a large value is not un-
expected provided that the Rchem and Pchem terms (see Eq. 17)
depend linearly form the cross-sections. Similar considera-
tions hold true also for the electron temperature, the maxi-
mum variance of which, is registered again for krypton (value
of 5%). According to the previous results, there is not a set of
cross-sections that provide an output closer to experiments in
general, namely it is not possible to identify a priori a dataset
optimal for each scenario. For this reason, in Appendix A
analytical expressions for the rate coefficients adopted in the
highest and lowest density cases (i.e., the bounds of the uncer-
tainty band associated to cross-sections) have been reported
for each gas.

The analysis performed with the Global Model can give
some insights into how transitions between excited species
affect the dynamics of a plasma discharge. The main effect
produced by radiative decay is the reduction of the population
of excited species that can be ionized with a lower amount
of energy with respect to neutrals. In other words, the radia-
tive decay produces an increase of the Pchem term provided that
collisional de-excitation and step-wise ionization reactions are
less frequent. An increase in the reaction energy losses re-
sults in the reduction of the internal energy of the discharge
nε =

3
2 neTe. Regardless the gas type, nε decreases of 25-35%

from the collisional case to the radiative-collisonal in response
to an increase of Pchem of about 20-30%. Consequently, it is
not surprising that the radiative decay causes an increase of Te
being the drop of ne about 30-50% and of nε only 25-35%. Fi-
nally, the population of the excited species has been estimated
to be lower with respect to electrons. Depending on the gas,
n1sM and n1sR are up to one order of magnitude smaller than
ne; n2p up to two. This is in agreement with previous analyses
performed on ICP reactors30,100.

FIG. 11. Electron density ne as a function of the axial position z
within the Piglet reactor. Experimental data are reported with uncer-
tainty band of 25%, the numerical envelope refers to different cross-
sections datasets. Results are taken in the centerline of the reactor.

B. Fluid code

The lumping methodology has been implemented in the
fluid code discussed in Sec. II D in order to verify its com-
putational affordability. Numerical results have been vali-
dated against measurements of the electron density sampled
in a magnetized plasma. It is worth highlighting that sim-
ulating a magnetized plasma is usually more computational
intensive than a non-magnetized one, in fact plasma gradients
are steeper so a finer mesh is required46. Experimental data,
available for argon, are collected along the axis of a Piglet re-
actor with a Langmuir probe46,60. The cross-section datasets
that give the highest and the lowest density in the collisional-
radiative case (see Sec. III A 2) have been adopted in order
to assess their influence on the plasma density profile, and in
turn on the agreement between numerical results and experi-
ments. The species considered are electrons, singly-charged
ions, neutrals at ground state, and excited (i.e., 1sM , 1sR, and
2p).

The experimental set up consists of a 20 cm long source
tube connected to a 28.8 cm long expansion chamber; diame-
ters are 13.6 cm and 32 cm respectively. A double-saddle an-
tenna, wrapped around the source tube, drives the discharge,
and operates at 13.56 MHz. The argon base pressure is
3 mTorr. A magneto-static field of intensity up to 2.1 mT
is generated by a coil near the exhaust of the source tube.
From a numerical standpoint, the power deposition profile is
calculated with the EM-module of 3D-VIRTUS46. The fluid
equations are solved in a 2D-axisymmetric domain consisting
in a structured hexa-mesh of 11000 elements. For further de-
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(a)

(b)

FIG. 12. Map of (a) electron density ne and (b) electron temperature
Te as a function or radial and axial coordinates (r,z) for the highest
density case.

tails on the experimental setup see Lafleur60, for the numerical
strategy refer to Magarotto46 and Souhair55.

In Fig. 11, numerical results are compared against exper-
imental data; ne is depicted as a function of the axial posi-
tion within the reactor (the interface between the source and
the expansion chamber is located at z = 0 m). The choice
of the cross-section dataset does not influence the shape of

the plasma density profile but only its peak value. The mea-
sured one is 3.3× 1017 m−3 whereas the numerical simu-
lations provide a value comprised between 2.6× 1017 m−3

and 2.15× 1017 m−3. As expected, the numerical envelope
presents a non-negligible variance of about 18%. Nonethe-
less, the numerical results match the experimental trend and
the envelope overlaps the measurements uncertainty band
which is 25% as discussed in Magarotto46. Electron density
and temperature maps are depicted in Fig. 12 for the high-
est density case. For what computation affordability is con-
cerned, the average simulation time is about 15 minutes on a
parallelized quad-core Intel machine. This value is only 20%
higher with respect to the time required to perform a less ac-
curate simulation where the dynamics of only one effective
excited species were solved46. In conclusion the lumping pro-
cedure is demonstrated to provide accurate results and to be
in general affordable for a multidimensional code.

IV. CONCLUSIONS

This work addresses two main topics: (i) presenting a lump-
ing strategy to account, in a reasonable computation time, for
the dynamics of the excited states in neon, argon, krypton, and
xenon low pressure (<50 mTorr) discharges; (ii) performing a
sensitivity analysis to assess how cross-sections from different
datasets affect the estimation of plasma parameters.

Regarding the first point, only 1s and 2p excited states
have been simulated. The fine structure energy levels have
been lumped in metastable and resonant 1s (1sM and 1sR re-
spectively), along with 2p. The proposed methodology re-
lies on the assumption that LTE holds between the fine struc-
ture energy states that are lumped together. Both collisional
excitation/de-excitation and radiative decay reactions have
been considered, so no assumption of LTE nor Corona equi-
librium is done between different lumped states64. The lump-
ing methodology has been benchmarked against the results
obtained treating all the excited states as separate species; dif-
ferences lower than 1% have been registered. Experimental
evaluations of the electron density and electron temperature
have been used to validate the proposed methodology. Specif-
ically an ICP reactor15 operated with argon, neon, krypton and
xenon has been simulated with a Global Model. Subsequently,
a Piglet reactor60 operated with argon gas has been analysed
with a 2D-axisymmetric fluid code. In both cases, a fairly
good agreement between numerical and experimental results
has been obtained (maximum disagreement 30%). Moreover,
the computational affordability of the lumping strategy imple-
mented in a fluid code has been proven by the simulation of a
magnetized plasma.

Regarding the second point, the choice of the cross-section
dataset can have a non-negligible effect on the results of the
simulation, in particular if radiative decay is modelled. A
maximum variance between highest and lowest density is
30%. A single set of cross-sections that gives results always
closer to experiments has not been found. Therefore in Ap-
pendix A an analytical fitting of the rate coefficients that pro-
vide the highest and the lowest density for each gas has been
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reported.
The main outcome of this work is a methodology to inves-

tigate, in a reasonable computation time, how the dynamics of
the excited states affect the estimation of plasma density and
temperature in low pressure discharges. The approach might
be used in future works to accurately identify the transitions
between excited states that have a major influence on the dy-
namics of the discharge 101. At the same time, this method-
ology can be employed to verify the applicability of assump-
tions as the LTE or the Corona equilibrium.
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Appendix A: Fitting of the rate coefficients

The rate coefficients obtained from the cross-section
datasets referring to the highest and lowest density cases (see
Sec. III) have been fitted using a polynomial form that reads,

K(Te) =
n

∑
i=0

piT i
e (A1)

With n= 6, Eq. (A1) holds true in the range Te = [1,20] eV for
both argon, neon, krypton and xenon. The fitting coefficients
(pi) refer to the collisional-radiative case; for the highest den-
sity they are reported in Tab. XVII-XX, for the lowest density
in Tab. XXI-XXIV.
The inverse reactions (i.e., de-excitation) rate coefficients,
can be computed using the PDB and assuming a Maxwellian
EEDF. The rate coefficient formula can be expressed as57:

K ji = Ki j
gi

g j
exp
(

U j−Ui

qTe

)
(A2)
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TABLE XVII. Lumped rate coefficients fitting constants for the highest density case in argon.

Transition ab p6 p5 p4 p3 p2 p1 p0 Ref. c

gs→ 1sm 5.127×10−23 −5.266×10−21 2.019×10−19 −3.647×10−18 2.973×10−17 −5.543×10−17 2.173×10−17 82,83

gs→ 1sr −3.619×10−22 1.990×10−20 −3.379×10−19 1.653×10−19 4.994×10−17 −1.256×10−16 5.670×10−17 82,83

gs→ 2p −2.801×10−22 1.408×10−20 −1.841×10−19 −1.287×10−18 4.144×10−17 −1.017×10−16 4.653×10−17 81

1sm→ 1sr 6.448×10−20 −4.580×10−18 1.301×10−16 −1.891×10−15 1.496×10−14 −6.403×10−14 1.443×10−13 82,83

1sm→ 2p 4.237×10−20 −1.939×10−18 1.204×10−17 7.987×10−16 −2.037×10−14 2.320×10−13 −7.235×10−14 82,83

1sr→ 2p 1.030×10−19 −6.072×10−18 1.228×10−16 −6.799×10−16 −1.011×10−14 1.962×10−13 −6.453×10−14 82,83

gs→ iond −6.207×10−21 4.196×10−19 −1.069×10−17 1.179×10−16 −3.352×10−16 2.636×10−16 −2.385×10−17 81

1s→ ion 8.383×10−20 −5.591×10−18 1.441×10−16 −1.762×10−15 9.393×10−15 −1.789×10−15 −2.626×10−15 95

2p→ ion 1.57×10−19 −9.773×10−18 2.254×10−16 −2.218×10−15 5.157×10−15 5.868×10−14 −3.014×10−14 95

0→ 0e 1.255×10−19 −8.225×10−18 2.047×10−16 −2.31×10−15 9.416×10−15 2.265×10−14 −7.953×10−15 81

a Transitions refer to electronic collisional reactions.
b Reverse transitions shall be derived using the Detailed Balance Principle.
c Reference refer to the set of cross-sections considered for the actual lumped transition.
d Ionization by electron collision.
e Elastic scattering of neutral particles.

TABLE XVIII. Lumped rate coefficients fitting constants for the highest density case in neon.

Transition ab p6 p5 p4 p3 p2 p1 p0 Ref. c

gs→ 1sm −2.883×10−23 1.588×10−21 −2.782×10−20 8.359×10−20 1.912×10−18 −5.746×10−18 2.879×10−18 82,83

gs→ 1sr −1.643×10−22 1.086×10−20 −2.686×10−19 2.811×10−18 −6.025×10−18 8.802×10−19 2.045×10−18 82,83

gs→ 2p −1.104×10−22 7.115×10−21 −1.691×10−19 1.662×10−18 −3.407×10−18 −1.259×10−19 1.638×10−18 82,83

1sm→ 1sr - - - - - - - -
1sm→ 2p 1.141×10−20 5.107×10−19 −6.216×10−17 1.803×10−15 −2.367×10−14 1.500×10−13 −5.824×10−14 97

1sr→ 2p 2.029×10−19 −1.064×10−17 1.635×10−16 3.213×10−16 −3.217×10−14 3.097×10−13 −1.293×10−13 97

gs→ iond −1.068×10−22 1.109×10−20 −4.296×10−19 7.386×10−18 −3.496×10−17 5.561×10−17 −2.115×10−17 92

1s→ ion 5.721×10−20 −3.886×10−18 1.027×10−16 −1.308×10−15 7.525×10−15 −5.076×10−15 −1.139×10−16 95

2p→ ion 1.55×10−19 −9.868×10−18 2.366×10−16 −2.539×10−15 9.265×10−15 3.449×10−14 −2.057×10−14 95

0→ 0e 3.175×10−21 −2.326×10−19 6.23×10−18 −6.628×10−17 −4.102×10−17 8.1×10−15 2.857×10−15 84

a Transitions refer to electronic collisional reactions.
b Reverse transitions shall be derived using the Detailed Balance Principle.
c Reference refer to the set of cross-sections considered for the actual lumped transition.
d Ionization by electron collision.
e Elastic scattering of neutral particles.

TABLE XIX. Lumped rate coefficients fitting constants for the highest density case in krypton.

Transition ab p6 p5 p4 p3 p2 p1 p0 Ref. c

gs→ 1sm −3.508×10−21 2.128×10−19 −4.594×10−18 3.683×10−17 1.321×10−17 −2.538×10−16 1.614×10−16 87

gs→ 1sr −1.840×10−22 8.551×10−21 −8.404×10−20 −1.427×10−18 2.823×10−17 −7.101×10−17 3.368×10−17 87

gs→ 2p −1.875×10−21 9.642×10−20 −1.419×10−18 −2.471×10−18 1.912×10−16 −5.224×10−16 2.553×10−16 87

1sm→ 1sr 9.351×10−19 −8.017×10−17 2.737×10−15 −4.757×10−14 4.448×10−13 −2.164×10−12 4.700×10−12 87

1sm→ 2p 3.055×10−19 −1.377×10−17 1.018×10−16 4.098×10−15 −9.285×10−14 7.405×10−13 −3.020×10−13 87

1sr→ 2p −1.042×10−18 7.400×10−17 −2.105×10−15 3.074×10−14 −2.462×10−13 1.062×10−12 −2.401×10−13 87

gs→ iond −9.064×10−21 6.003×10−19 −1.485×10−17 1.549×10−16 −3.252×10−16 4.18×10−17 1.116×10−16 92

1s→ ion 9.019×10−20 −5.965×10−18 1.519×10−16 −1.824×10−15 9.332×10−15 1.234×10−15 −4.211×10−15 95

2p→ ion 1.473×10−19 −8.987×10−18 1.997×10−16 −1.788×10−15 1.272×10−15 7.632×10−14 −3.633×10−14 95

0→ 0e 1.417×10−19 −8.708×10−18 1.951×10−16 −1.77×10−15 2.165×10−15 4.954×10−14 −1.645×10−14 90

a Transitions refer to electronic collisional reactions.
b Reverse transitions shall be derived using the Detailed Balance Principle.
c Reference refer to the set of cross-sections considered for the actual lumped transition.
d Ionization by electron collision.
e Elastic scattering of neutral particles.
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TABLE XX. Lumped rate coefficients fitting constants for the highest density case in xenon.

Transition ab p6 p5 p4 p3 p2 p1 p0 Ref. c

gs→ 1sm 1.142×10−21 −7.975×10−20 2.172×10−18 −2.846×10−17 1.691×10−16 −2.222×10−16 6.016×10−17 80

gs→ 1sr −1.623×10−21 8.309×10−20 −1.096×10−18 −9.582×10−18 3.141×10−16 −7.064×10−16 3.025×10−16 80

gs→ 2p 7.969×10−22 −6.896×10−20 2.358×10−18 −3.968×10−17 3.146×10−16 −5.489×10−16 2.024×10−16 84

1sm→ 1sr 2.180×10−21 −5.305×10−20 −2.078×10−18 9.470×10−17 −1.348×10−15 7.811×10−15 −3.385×10−15 33

1sm→ 2p 1.173×10−19 −5.245×10−18 4.148×10−17 1.269×10−15 −2.624×10−14 1.791×10−13 −8.287×10−14 33

1sr→ 2p −3.960×10−19 3.060×10−17 −9.637×10−16 1.595×10−14 −1.494×10−13 7.833×10−13 −2.225×10−13 33

gs→ iond −1.182×10−20 7.33×10−19 −1.627×10−17 1.32×10−16 2.268×10−16 −1.25×10−15 6.844×10−16 84

1s→ ion 9.971×10−20 −6.56×10−18 1.657×10−16 −1.963×10−15 9.733×10−15 4.011×10−15 −5.768×10−15 95

2p→ ion 1.456×10−19 −8.759×10−18 1.894×10−16 −1.564×10−15 −1.27×10−15 9.049×10−14 −4.146×10−14 95

0→ 0e −8.535×10−21 2.448×10−18 −1.339×10−16 3.084×10−15 −3.464×10−14 1.795×10−13 −4.371×10−14 91

a Transitions refer to electronic collisional reactions.
b Reverse transitions shall be derived using the Detailed Balance Principle.
c Reference refer to the set of cross-sections considered for the actual lumped transition.
d Ionization by electron collision.
e Elastic scattering of neutral particles.

TABLE XXI. Lumped rate coefficients fitting constants for the lowest density case in argon.

Transition ab p6 p5 p4 p3 p2 p1 p0 Ref. c

gs→ 1sm 6.176×10−23 −8.633×10−21 3.823×10−19 −7.465×10−18 6.352×10−17 −1.260×10−16 5.194×10−17 85

gs→ 1sr −7.345×10−22 3.842×10−20 −5.515×10−19 −2.677×10−18 1.135×10−16 −2.787×10−16 1.260×10−16 85

gs→ 2p −1.041×10−21 5.698×10−20 −9.819×10−19 2.390×10−18 8.000×10−17 −2.298×10−16 1.126×10−16 78

1sm→ 1sr 9.268×10−18 −6.217×10−16 1.637×10−14 −2.141×10−13 1.451×10−12 −4.839×10−12 6.733×10−12 87

1sm→ 2p −2.634×10−19 1.891×10−17 −5.383×10−16 7.727×10−15 −6.107×10−14 3.320×10−13 −1.008×10−13 87

1sr→ 2p −1.816×10−18 1.266×10−16 −3.503×10−15 4.884×10−14 −3.587×10−13 1.301×10−12 1.789×10−13 87

gs→ iond −6.207×10−21 4.196×10−19 −1.069×10−17 1.179×10−16 −3.352×10−16 2.636×10−16 −2.385×10−17 81

1s→ ion 8.383×10−20 −5.591×10−18 1.441×10−16 −1.762×10−15 9.393×10−15 −1.789×10−15 −2.626×10−15 95

2p→ ion 1.57×10−19 −9.773×10−18 2.254×10−16 −2.218×10−15 5.157×10−15 5.868×10−14 −3.014×10−14 95

0→ 0e 1.255×10−19 −8.225×10−18 2.047×10−16 −2.31×10−15 9.416×10−15 2.265×10−14 −7.953×10−15 81

a Transitions refer to electronic collisional reactions.
b Reverse transitions shall be derived using the Detailed Balance Principle.
c Reference refer to the set of cross-sections considered for the actual lumped transition.
d Ionization by electron collision.
e Elastic scattering of neutral particles.

TABLE XXII. Lumped rate coefficients fitting constants for the lowest density case in neon.

Transition ab p6 p5 p4 p3 p2 p1 p0 Ref. c

gs→ 1sm −4.778×10−23 2.725×10−21 −5.159×10−20 2.55×10−19 2.148×10−18 −7.363×10−18 3.825×10−18 84

gs→ 1sr −2.912×10−22 1.958×10−20 −4.937×10−19 5.32×10−18 −1.409×10−17 9.289×10−18 9.533×10−20 84

gs→ 2p −2.177×10−22 1.395×10−20 −3.282×10−19 3.17×10−18 −6.683×10−18 2.265×10−19 2.942×10−18 84

1sm→ 1sr - - - - - - - -
1sm→ 2p 1.141×10−20 5.107×10−19 −6.216×10−17 1.803×10−15 −2.367×10−14 1.500×10−13 −5.824×10−14 97

1sr→ 2p 2.029×10−19 −1.064×10−17 1.635×10−16 3.213×10−16 −3.217×10−14 3.097×10−13 −1.293×10−13 97

gs→ iond −1.068×10−22 1.109×10−20 −4.296×10−19 7.386×10−18 −3.496×10−17 5.561×10−17 −2.115×10−17 92

1s→ ion 5.721×10−20 −3.886×10−18 1.027×10−16 −1.308×10−15 7.525×10−15 −5.076×10−15 −1.139×10−16 95

2p→ ion 1.55×10−19 −9.868×10−18 2.366×10−16 −2.539×10−15 9.265×10−15 3.449×10−14 −2.057×10−14 95

0→ 0e 3.175×10−21 −2.326×10−19 6.23×10−18 −6.628×10−17 −4.102×10−17 8.1×10−15 2.857×10−15 84

a Transitions refer to electronic collisional reactions.
b Reverse transitions shall be derived using the Detailed Balance Principle.
c Reference refer to the set of cross-sections considered for the actual lumped transition.
d Ionization by electron collision.
e Elastic scattering of neutral particles.
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TABLE XXIII. Lumped rate coefficients fitting constants for the lowest density case in krypton.

Transition ab p6 p5 p4 p3 p2 p1 p0 Ref. c

gs→ 1sm −8.269×10−22 4.356×10−20 −6.×10−19 −3.501×10−18 1.523×10−16 −3.435×10−16 1.465×10−16 82,83

gs→ 1sr −1.714×10−23 −2.624×10−21 2.038×10−19 −4.925×10−18 4.708×10−17 −9.533×10−17 3.981×10−17 82,83

gs→ 2p −4.624×10−22 8.278×10−21 6.258×10−19 −2.335×10−17 2.686×10−16 −5.703×10−16 2.434×10−16 82,83

1sm→ 1sr 9.351×10−19 −8.017×10−17 2.737×10−15 −4.757×10−14 4.448×10−13 −2.164×10−12 4.700×10−12 87

1sm→ 2p 3.055×10−19 −1.377×10−17 1.018×10−16 4.098×10−15 −9.285×10−14 7.405×10−13 −3.020×10−13 87

1sr→ 2p −1.042×10−18 7.400×10−17 −2.105×10−15 3.074×10−14 −2.462×10−13 1.062×10−12 −2.401×10−13 87

gs→ iond −9.242×10−21 6.128×10−19 −1.517×10−17 1.586×10−16 −3.418×10−16 6.276×10−17 1.062×10−16 90

1s→ ion 9.019×10−20 −5.965×10−18 1.519×10−16 −1.824×10−15 9.332×10−15 1.234×10−15 −4.211×10−15 95

2p→ ion 1.473×10−19 −8.987×10−18 1.997×10−16 −1.788×10−15 1.272×10−15 7.632×10−14 −3.633×10−14 95

0→ 0e 1.452×10−19 −8.848×10−18 1.954×10−16 −1.705×10−15 6.815×10−16 6.593×10−14 −2.394×10−14 91

a Transitions refer to electronic collisional reactions.
b Reverse transitions shall be derived using the Detailed Balance Principle.
c Reference refer to the set of cross-sections considered for the actual lumped transition.
d Ionization by electron collision.
e Elastic scattering of neutral particles.

TABLE XXIV. Lumped rate coefficients fitting constants for the lowest density case in xenon.

Transition ab p6 p5 p4 p3 p2 p1 p0 Ref. c

gs→ 1sm 1.011×10−21 −7.411×10−20 2.142×10−18 −3.016×10−17 1.957×10−16 −2.820×10−16 8.728×10−17 83

gs→ 1sr −2.919×10−22 −3.913×10−23 7.914×10−19 −2.665×10−17 3.359×10−16 −6.299×10−16 2.421×10−16 83

gs→ 2p 3.020×10−22 −4.962×10−20 2.422×10−18 −5.217×10−17 4.964×10−16 −9.126×10−16 3.487×10−16 83

1sm→ 1sr −1.029×10−19 6.702×10−18 −1.717×10−16 2.220×10−15 −1.537×10−14 4.340×10−14 2.880×10−13 98

1sm→ 2p 1.173×10−19 −5.245×10−18 4.148×10−17 1.269×10−15 −2.624×10−14 1.791×10−13 −8.287×10−14 33

1sr→ 2p −3.960×10−19 3.060×10−17 −9.637×10−16 1.595×10−14 −1.494×10−13 7.833×10−13 −2.225×10−13 33

gs→ iond −1.201×10−20 7.527×10−19 −1.703×10−17 1.461×10−16 1.01×10−16 −1.008×10−15 5.883×10−16 92

1s→ ion 9.971×10−20 −6.56×10−18 1.657×10−16 −1.963×10−15 9.733×10−15 4.011×10−15 −5.768×10−15 95

2p→ ion 1.456×10−19 −8.759×10−18 1.894×10−16 −1.564×10−15 −1.27×10−15 9.049×10−14 −4.146×10−14 95

0→ 0e −8.535×10−21 2.448×10−18 −1.339×10−16 3.084×10−15 −3.464×10−14 1.795×10−13 −4.371×10−14 91

a Transitions refer to electronic collisional reactions.
b Reverse transitions shall be derived using the Detailed Balance Principle.
c Reference refer to the set of cross-sections considered for the actual lumped transition.
d Ionization by electron collision.
e Elastic scattering of neutral particles.
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