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European Legislation and AI information systems 
applicable to HRM. 

Alberto Pizzoferrato* 
 

1. Human resources information systems. 2. 
Directive on Platform workers. 3. The amendments of 
Employment and Social Affairs: lights and shadows. 4. Final remark. 

 
 

1. Human resources information systems. 
 

Artificially intelligent (AI) systems are being used more and more in the area of human 

which the AI systems are being used to assess applicants in the recruitment and selection 
process, allocate work, grant promotions and benefits, assign tasks, provide training 

 
Managing employees in the organization not only is a complex task, but also produces a 

substantial operational cost, especially when an organization has strict business and security 

has its expense and ownership. Obviously, there is a very significant and permanent push 
towards business process improvements in the human resource management. It implies a 
continuous acceleration and enhancement of AI in HRIS to optimize and strengthen 
organizational productivity and efficiency. The information systems are built to assemble and 
elaborate data, to take fast decisions in the shortest possible time, and to be suitable and 
consistent with the behavioral organizational goals that the company has. 

What can be said to be wrong with algorithmic management? Why is there any need to 
envision (legal or contractual) limits to its utilization? 

In principle, artificial intelligence and information technology allow not only the 
monitoring and supervision of workers activities to extents that were unthinkable in past 
years, but also the collecting and processing of a huge amount of data on such activities. As 

 
* Full Professor of Labour Law at the Department of Legal Studies, University of Bologna, Italy. 
This article has been published in Il Lavoro nella Giurisprudenza. Please see Pizzoferrato A., Automated decision-
making in HRM, in Il Lavoro nella Giurisprudenza, 11, 2022, 1030-1034.  
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an example, more and more workers make use of wearable work instruments, such as 
sociometric badges, that make it possible to register their movements and position minute 
by minute, measure their work pace and assess their breaks. Such data are often analyzed by 

specific tasks (in this respect, it is right to speak of electronic performance monitoring such 
as an operative precondition of management by algorithm).1 

Such as workers in a storehouse that use automated systems of direction, also platform 

but also to be monitored with respect to the speed and diligence by which they carry out the 

the exclusion of the worker from the platfor
enhanced by the supposed self-employment status of these workers. 

People Analytics is among the HR practices that are based on the idea that artificial 
intelligence can help to manage the workforce in a better way by substituting individual biases 

objective and neutral, to capture insights on job performance. The idea is based on the 
assumption that a judgment that is unstructured and subjective may not be rigorous or 
trustworthy enough to rightly assess talent or create human resources policies. Instead, large 
pools and amounts of collected data may be more objective and thus suitable to form the 
foundation for decision-making in the HR space.2 

In any case, it is very difficult to quantify and limit in advance the flow and amount of 

networks and technological devices, given the blurring of boundaries between work and life, 
and the continuous interconnection with IT devices and digital services. 

focusing merely on their ideas on work performance and productivity. Job candidates and 
workers such as, for instance, people with disabilities or with different features from those 
expected by the programmers, may be penalized, or rejected. Management driven by 
algorithm and artificial intelligence at the workplace is thus far from having neutral outcomes 
and reducing discriminatory practices, on the contrary it could even raise discrimination. 
Such risk is even more serious when artificial intelligence is self-learning, in the sense that it 
uses a software able to reprogram its own criteria and metrics to obtain a very general 
predefined outcome, such as augmenting the productivity of work. 

The need for monitoring, as a matter of fact, comes from our legal understanding of 
employment, which is based on control: the work of an employee is controlled by his 

condition is, in essence, the power of the employer to give instructions and orders, to 

 
1 See De Stefano V., ntelligence and labour protection, Working Paper 
No. 246, International Labour Office (ILO), Geneva, 2018, 31. 
2 See Pizzoferrato A., Digitalisation of work: new challenges to labour law, in Argomenti di diritto del lavoro, 6, 2021, 1340. 
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supervise the execution of tasks and to penalize the failure of performing work. Nevertheless, 
in each European Country there are laws and rules aimed at protecting workers from abuses 
of managerial authority at the workplace. Such provisions are meant to lower managerial 
powers or to introduce procedural steps to disclose the justification underlying company 
solutions being adopted. This regulation on one side gives management the unilateral power 
to control, direct and discipline work, and thus the mental and physical activities of human 

human dignity, which is a necessary aspect in democratic societies founded on equality 
principles. In that sense, rationalizing and limiting managerial prerogatives is an essential 
function of employment regulation.3 

It is evident that those protective rules are not sufficient to face the effects of the spread 
of AI in HRIS because of the invasive potentiality of the new technological tools on private 
and social life activities; moreover, since the managerial algorithm is often bought and not 
built directly by the employer, it is objectively difficult to know, predict and syndicate it. 

Usually, jobs are carried out through ordinary instruments that can perform a pervasive 
surveillance on the work execution, moreover there is a very high integration between 
professional and personal data that come from HRIS, and between tools that have different 
purposes (recruiting, talent retention, talent acquisition, payroll and HR administration, 
incentive award plan, promotion, dismissals, etc.). There is now, therefore, a reshaping of 
the protective perspective, which is moving, on one side, from the ban of remote control to 
the transparency of the vigilance on both collective and individual levels, on the other side 
from a ban to automated decision-making to a right to question the decision and call for a 
human action. It is also essential for any managerial decision suggested by artificial 
intelligence to be subject to review by human beings who remain legally accountable, together 
with their organization, for the decision and its outcomes. The instance that decisions are 
taken following machine-based procedures should never be a sufficient motive to exclude 
personal responsibility; even if electronic personality were to be introduced in the legal 
system, human beings should always remain accountable for any decision that may directly 
affect workers. 
 
 
2. . 
 

This new trend, opened by art. 22 of GDPR, has now found more consistency and boost 
at European level by the Proposal for a Directive of the European Parliament and of the 
Council on improving working conditions in platform work, 9.12.2021, COM(2021) 762 final 
2021/0414 (COD). 

The Draft directive on improving working conditions in platform work follows the 
ys to improve the labour conditions of 

 
3 See Hendrickx F., From digits to robots: the privacy-autonomy nexus in new labor law machinery, in Comparative Labor 
Law & Policy Journal, 40, 2019, 370. 
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Action Plan. 
It was first published by the Commission on 9th December 2021 (COM(2021) 762 final 

2021/0414 (COD) and it was submitted to the European Economic and Social Committee 
(EESC) for the consultation mechanism under Art. 304 of the TFEU. 

The proposal aims to improve the working conditions of persons performing work via a 
platform by: (i) ensuring a correct employment status; (ii) promoting transparency, fairness 
and accountability in the algorithmic management of platform work and (iii) improving the 
transparency of platform work, including in cross-border situations. 

With regard to algorithmic management, in particular, Chapter 3 of the proposal ensures 
the right to transparency regarding the use and operation of automated monitoring and 
decision-making systems, as well as human monitoring of the impact of automated systems 
on working conditions, so as to protect workers' fundamental rights and health and safety at 
work -making systems in any 
manner that puts undue pressure on platform workers or otherwise puts at risk the physical and mental health 
of . It also provides for appropriate channels to discuss, receive an 
explanation and request a review of automated decisions. These new rights will be granted 
to both employed and genuinely self-employed workers. 

On 23rd March 2022 the EESC approved its final report on the draft, that supports in 

at times incomplete. 
In relation to the automated decision making, in particular, the EESC suggested that 

algorithms and systems under the "safe-by-design" principle and (b) following the rationale 
ormity 

assessment of their algorithms, not only before they deploy them but also during the 
provision of labour /or service by the worker. The conformity assessment should be carried 
out with a multidisciplinary approach in order to promote a joint assessment by the experts 
nominated by the trade unions, the platform and the labour, social protection and other 
relevant authorities. When a conflict arises in the review of an algorithm-assisted decision, 
workers should have the possibility to have access to a  

Such report was transmitted to the Parliament and to the Council for the first reading 

Employment and Social Affairs, whose Rapporteur is Elisabetta Gualmini, is examining it 
together with the draft directive. Between 3rd May 2022 and 10th June 2022, The Committee 
published a draft report and 1023 proposed amendments, which show that while there is 
consensus on the high importance of the draft directive, its content is strongly debated. 
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3. The amendments of 
lights and shadows. 
 

The draft report presented at Committee on Employment and Social Affairs has proposed 
some relevant amendments to the original text, to reduce the information asymmetry, admit 
a wider access for workers and their representatives to the AI tools applicable and consent 
an arguing or contrast on the way of algorithm functioning. The commendable purpose is to 
augment transparency in the using of monitoring and decision-making systems, minimizing 
the opacity in algorithm-based human resource management. 

The most important amendment extends the obligation of human review to all workers 
who have to interact with algorithms in their work environment without dealing with a 

constantly monitored and instructed by AI-power tools. It appears clear how these 
provisions are highly relevant not only for people performing platform work (independently 
of their employment status) but for every worker whose working conditions are affected by 
those systems. Indeed, the pandemic has even accelerated the so-called phenomenon of 

organize and control work also far beyond platform business. The directive norms on 
algorithmic management could become a standard, a general framework for all kind of 
employers, regardless of their legal nature, dimensions, activities. 

prior collective information and consultation process, and subsequent collective bargaining. 
The obligatio
(i) the fact that such systems are in use or are in the process of being introduced; (ii) the 
categories of actions monitored, supervised or evaluated by such systems, including 
evaluation by the recipient of the service;  (b) as regards automated decision-making systems: 
(i) the fact that such systems are in use or are in the process of being introduced; (ii) the 
categories of decisions that are taken or supported by such systems; (iii) the main parameters 
that such systems take into account and the relative importance of those main parameters in 
the automated decision-
data or behavior influence the decisions; (iv) the grounds for decisions to restrict, suspend 

 
The draft report fosters a social dialogue between the workers and the platforms and 

empowers the workers to freely communicate among themselves, a measure intended to 
enable them to unionize and lay the foundation for a new right to be interconnected. 

A measure covering subcontracting has also been added to prevent the platforms from 
circumventing the directive 
semiautomated monitoring and decision-making systems being managed by the digital labour platform or a 

). 
Last, but not least, the draft report proposes that algorithms should not be able to decide 

on their own on the dismissal of workers or the organization of their working schedule 
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( Decisions that have an impact on working conditions, health and safety and on the contractual relationship 
or introducing changes to the agreed terms of the employment relationship, and decisions suspending or 

or semi-automated monitoring and decision-making systems and shall be taken in line with national law and 
collective agreements ). 

The proposed amendments are consistent with the declared purpose. The extension of 
the directive scope of application to all enterprises using AI instruments, the enlargement of 

objective basis, to examination and consultation, the institutional support given to collective 
bargaining, are all measures 
preserving human dignity, safety and health at workplace. The new text recognizes the key 
role of collective regulation and social partners in governing automation and the impact of 
technolog
managing and preventing job losses is crucial and that collective actors should actively 
participate in the governance of technology-enhanced management systems, to ensure a vital 

-in-
work governance. 

What is hard to imagine could work, is the provision that bans automated decision-making 
systems in a large and too much comprehensive area consisting of working conditions, health 
and safety, the contractual relationship, changes to the agreed terms of the employment 
relationship, suspension, or termination of the contractual relationship. This is equivalent to 
assert that automated decision-making systems are not allowed to operate in HRM, which is 
anachronistic, simply inconceivable and leads to dangerous anti-competitive drifts in contrast 
with the freedom of economic initiatives. 
 
 
4. Final remark. 
 

An appropriate human oversight of the decisions taken by algorithms, a specifically 

representatives in the acquisition and testing of AI systems with a legislative reinforcement 
of collective bargaining, are all good legal instruments, in line with the main purposes of the 

have to be tempted to embrace an ideological and unrealistic perspective, which is not only 
ineffective, but even counterproductive because it undermines the stability and impact of the 
whole regulatory framework. 

The directive should keep a fair balance between efficiency, productivity, and the right to 
decent working conditions. The algorithmic management environment should be regulated 
and oriented in a human-centered approach, given that ethics-based auditing is not enough 
to preserve this effective balance; but AI tools should not be banned or unduly restricted in 
the area of HRM to avoid the adverse effect of business escaping from legal rules and 
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constraints, vanishing all the efforts done for a guided (in terms of ethics and constitutional 
values) evolution of AI.4 
 

 

 
4 Similarly, see Zampini G., Intelligenza artificiale e decisione datoriale algoritmica. Problemi e prospettive, in Argomenti di 
diritto del lavoro, 3, In effetti, le proposte della Commissione UE sono lontane dal prospettare uno stravolgimento 
dei rapporti di forza nel sistema capitalistico globalizzato, ma offrono meritoriamente una base minima di diritti fondamentali 

 


